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Abstract

This paper presents a new surface content completion
framework that can restore both shape and appearance
from scanned, incomplete point set inputs. First, the geo-
metric holes can be robustly identified from noisy and defec-
tive data sets without the need of any normal or orientation
information, using the method of active deformable models.
The geometry and texture information of the holes can then
be determined either automatically from the models’ con-
text, or semi-automatically with minimal users’ interven-
tion. The central idea for this repair process is to establish
a quantitative similarity measurement among local surface
patches based on their local parameterizations and curva-
ture computation. The geometry and texture information of
each hole can be completed by warping the candidate re-
gion and gluing it to the hole. The displacement for the
alignment process is computed by solving a Poisson equa-
tion in 2D. Our experiments show that the unified frame-
work, founded upon the techniques of deformable models,
local parameterization, and PDE modeling, can provide a
robust and elegant solution for content completion of defec-
tive, complex point surfaces.

1. Introduction

With the ever-increasing popularity of data acquisition
devices, the task of surface content completion is becom-
ing a critical step in the entire reverse engineering pipeline
for computer vision. Considering different digitizing tech-
niques that are currently available, many optical devices of-
ten produce defective data samples that are subject to local
absence of data. This incompleteness of scanned data inputs
is mainly due to occlusions, low reflectance, constraints in
the scanner placement, etc. In addition, in certain digital
information restoration applications (especially in archeol-
ogy), the scanned objects (e.g., antiques, or art pieces) may
be incomplete due to some local missing parts that have
been eroded away or ruined over a long historic time span.

(a) (b)

Figure 1. Shape and appearance repair for the
Male model: (a) the holes in the original point
set can be detected automatically; the points
near the hole boundaries are rendered in red
color; (b) both the shape and appearance of
the hole regions can be repaired automati-
cally based on available context information.

In either case, both shape and appearance information needs
to be repaired in order to facilitate the downstream process-
ing of the digital content.

In this paper, we propose a new surface completion
framework that can repair both shape and appearance of de-
fective point sets. Our system takes as input a set of point
samples (possibly noisy) that is assumed to be a closed man-
ifold without any normal or orientation information. The
point cloud is first pre-processed by a deformable-model-
based region partition approach to determine the orienta-
tions of the point samples, and infer the in-and-out relation-
ship, all in the same stage [21]. Towards this goal, we use
an octree discretization of the original point cloud data in
order to build its distance field. The holes in the original
point set can be robustly detected using the method of ac-



tive deformable models by seeking all the saddle points of
the unsigned distance field, which will uniquely identify all
the missing parts of the scanned data inputs. The automatic
hole detection algorithm is more robust than the previous
methods that were based on analyzing the point distribution
in each octree cell. Then, we extend the key idea of context-
based surface completion [16] (when the scanned model
contains enough context information) to conduct model re-
pair for both geometry and appearance. Rather than ana-
lyzing the shape similarities based on the signed distance
fields through volumetric embedding in [16], we propose
to perform local parameterizations directly over the surface
patches in each octree cell up to a certain layer under the
condition that each octree cell contains at most one surface
patch that is homeomorphic to a topological disc. After the
local parameterizations are carried out and the patches are
brought into correspondence, we are able to analyze both
shape and appearance similarities based on the curvature
and color information of the parameterized patches. It may
be noted that it is extremely challenging to perform quan-
titative comparison of the color information without local
parameterizations. Finally, we solve a partial differential
equation (PDE) over a 2D domain (i.e., Poisson equation
on 2D) to acquire its “warped” shape and the corresponding
appearance and apply them to the hole region. In compari-
son with other volumetric PDE-based approaches [16], our
planar PDE method (as a result of local parameterizations)
is much more efficient and robust. We conduct the above
operations for all the identified holes and finish the model
repair process.

2. Related Work

Surface completion of the scanned point sets needs to be
naturally integrated into a surface reconstruction algorithm.
The original point samples can be interpolated using alpha
shapes[7, 2], crusts [1], or balls[3]. [8] used the signed dis-
tance field to reconstruct the surface from point clouds. [4]
used globally supported radial basis functions (RBFs) to fit
data points by solving a large dense linear system. [13]
proposed Multi-level Partition of Unity Implicits for con-
structing a piecewise implicit surface from large-scale point
clouds.

Another class of surface reconstruction methods for
point clouds is called the active contour method (or De-
formable Models) [11, 20, 23, 21], which has been exploited
extensively in Computer Vision. Among their many advan-
tages, deformable models are very robust in dealing with
noisy data sets. In this paper, we also utilize the active con-
tour method for robustly locating holes.

Surface completion can be also conducted by solving
certain partial differential equations. [6] addressed the
problem of hole filling via isotropic volumetric diffusion,

which can handle geometrically and topologically compli-
cated holes. [19] used implicit surfaces to fill the holes via
geometric partial differential equations derived from image
inpainting algorithms. [5] repaired the surfaces as an opti-
mization process by minimizing the integral of the square
mean curvature.

While all of the above methods create a smooth patch
to cover the hole region, the context-based approaches re-
pair the holes according to its context information. [17]
warps a given shape model towards the missing region of
the given surface using control points, followed by a fairing
step along the boundary of the hole. [16] can automatically
choose a local patch that is geometrically similar to the hole
region. Our approach in this paper is conceptually similar to
[16] for automatic context-based hole filling. Nonetheless,
different from the volumetric embedding approach taken in
[16], our method is solely based on local parameterizations,
in which case not only geometry, but also appearance in-
formation can be repaired automatically based on context
information by only solving a planar PDE system over a 2D
domain.

3. Algorithm Overview

The entire processing pipeline of our surface completion
framework is outlined as follows:

1. Preprocessing and hole detection: given a set of noisy,
defective point samples as input, a deformable-model-
based method is utilized to determine the orientation of
each point sample and remove noises; in the meantime,
the holes in the original point cloud can be automati-
cally detected (Section 4);

2. Local “digital signature” generation: we only perform
local parameterizations for each patch bounded by the
octree cells (Section 5.1); based on the local parame-
terizations, a curvature-centered “digital signature” is
devised and computed for each local patch (Section 5.2
and 5.3), which can be subsequently employed for both
geometry and appearance comparison in a quantitative
way;

3. Filling holes: for each hole detected from Step 1
above, we search for the most similar local patch
to the hole region by comparing their “digital signa-
tures”; then the best candidate is selected and this lo-
cal patch needs to be aligned with the hole region using
the iterative closest point (ICP) method (Section 6.1),
and finally, its geometry and color information can be
warped to fit the hole region by solving Poisson equa-
tions (Section 6.2).

Figure 2 shows the general pipeline of our surface com-
pletion system. To achieve efficiency, three kinds of data



Figure 2. The general framework and data
pipeline of our surface completion system.

structures are constructed as a preprocess. First, we embed
an input point set in an octree structure. Also, the hierar-
chical volumetric grid structure is used to construct the dis-
tance field in section 4. Finally, we utilize a kd-tree for the
fast retrieval of neighboring points in our system.

4. Finding Holes

We utilize the active contour method of [21] as a pre-
processing stage for the original point set surface. Given a
set of noisy, defective point samples without any normal or
orientation information, the active contour method of [21]
can be utilized to facilitate determining the orientation of
each point sample, removing outliers and noises. We will
show in this paper that the active contour method can also
be utilized to determine automatic hole detection. In this
section, we will briefly introduce the active contour method
and explain how to utilize it to find the holes. For more
detail on its technical settings and its applications to ori-
entation determination and outliers removal, please refer to
[21].

If the input point set,Γ, is assumed to be a closed man-
ifold, we can naturally divide the volumetric space into the
inside and outside regions. The active contour method is
a commonly used approach to determine the inside or out-
side of a surface. To avoid leakage through holes, most de-
formable models resort to the minimization of certain strain
energies. In [21], they take a different approach by launch-
ing two active contours growing at both sides of the hole.
The active contours travel at the same speed and keep the
same distance to the surface, and they will finally collide
at the center of the hole. For any spatial region visually
bounded by a set of surface samples, there exists at least a

space point inside the surface which has a local maximal un-
signed distance field. Therefore, it is sufficient to launch an
active contour seed at each local maximum point besides the
one in the outer bounding space. Figure 3 shows the idea of
the active contour method. We launch an active contour at
each local maximum of the unsigned distance field as well
as in the outer bounding space (Figure 3 (c)). The active
contours grow and shrink toward the surface and try to keep
the same distance to the surface, and at the end the whole
surface is sandwiched between these active contours (Fig-
ure 3 (d)). Please note that the hole region is sandwiched
by an inner and outer contour, and the center of the hole is
a saddle point of the unsigned distance field (Figure 3 (e)).

(a) (b) (c) (d)

(e) (f)

Figure 3. Active contour method for auto-
matic hole detection.

In our implementation, the continuous unsigned distance
field is discretized onto a volumetric grid. Each grid point
is associated with a distance value, which is defined as its
distance to the nearest nonempty cell. Each local maximum
grid point initiates an active contour. All points on the ac-
tive contours are sorted with a heap by their distance to the
surface, and the furthest point grows first. This can guar-
antee that all parts of the active contours grow with nearly
the same distance to the surface. When the active contours
collide, we can check for the distance value associated with
each grid point. If the distance value is greater than a user-
specified threshold, this grid point can be considered the
center of a hole. The performance of this volumetric ap-
proach can be improved by introducing a hierarchical ver-
sion of this algorithm (see [21] for more detail), which al-
lows us to obtain aO(n2 log n) speed, whenn is the di-
ameter of the volumetric grid. When a holeΥ is detected,
we can identify its boundary∂Υ by first collecting all the
surface pointsΓ residing in the neighborhood of the bound-
ary grid points. We can check over each pointp ∈ Γ, and
project the neighboring points ofp onto its tangent plane. If
the angle of the open fan area (the region where no neigh-



boring point resides) is larger than certain threshold angle,
we considerp as belonging to the boundary of the hole∂Υ.

5. Patch Comparison based on Local Parame-
terization

After the holes of the original point surface have been
identified, they should be filled in a way that is mini-
mally distinguishable from their surrounding regions. If the
original scanned model has enough context information, it
should be automatically filled in the way that conforms with
the natural properties of the model. This can be achieved
by automatically translating, rotating, and possibly warping
copies of points from another region which is most similar
(both in shape and appearance) to the hole region.

Without global parameterizations, surfaces lack a natu-
ral intrinsic spatial structure, which can facilitate searching
and selecting similar surface regions for the holes. To tackle
this underlying difficulty, we have to resort to a volumetric
embedding structure (in this paper we utilize the hierarchi-
cal octree structure) to define where and how to search for
and select adequate patches.

5.1. Local Parameterization

In order to compare both the shape and appearance of
the local surface patchesΓi ⊂ Γ, we choose to perform lo-
cal parameterizations for the surface patches in each octree
cell up to a certain layerλ. λ is determined from the high-
est layer of the existing holes, and it should also satisfy the
condition that each octree cell beneath the layer contains at
most one surface patch that is homeomorphic to a topologi-
cal disc; otherwise we do not parameterize the “high-genus”
surface patch (genus ≥ 1) and leave it alone. If the surface
patch contains no hole, several existing local parameteri-
zation methods can be utilized to parameterize each local
patch. In this paper, we utilize the minimum distortion pa-
rameterization method in [24].

Let X : [0, 1] × [0, 1] → Γi be the mapping from a
parameter domainDi to a surface patchΓi. Then the pa-
rameterization problem becomes the minimization problem
with the following cost function:

C(X) =
∑
j∈M

{X(sj)− pj}2 + ε

∫
Di

γ(s)ds, (1)

whereγ(s) =
∫

θ
( ∂2

∂r2 Xs(θ, r))2dθ, ands = (u, v) ∈ Di,
p ∈ Γi. Xs(θ, r) denotes local polar reparameterization

defined asXs(θ, r) = X(s + r[
cos(θ)
sin(θ) ]). The first term

in (1) represents squared error of the parameterization given
by constraints and the second term estimates the distortion
by integrating squared curvatureγ(x) in parameter domain

D. Let the inverse mapping ofX be U : Γi → [0, 1] ×
[0, 1]. To minimize Equation (1) and obtainU , Zwicker et
al. [24] gave a discretization method under the point cloud
setting. Due to the space limitations, we do not specify their
implementation details here.

(a) (b)

Figure 4. (a) A local surface patch inside the
octree cell; (b) automatically selecting local
“4-sided” surface patches.

Since the octree cells are aligned with the world coor-
dinate system (instead of object-space), the surface patches
inside the octree cells can be of arbitrary shape. For exam-
ple in Figure 4 (a), the local patch inside the octree cell is
“3-sided”. This would make our local surface parameteriza-
tion undesirable if it maps an “n-sided” surface patch onto
the [0, 1] × [0, 1] parameter domain. This problem can be
remedied by selecting local “4-sided” patches in an object-
space fashion. We use principal component analysis (PCA)
to obtain the principal directionsu, v, w of the local patch,
where the origino of these local axes resides at its center of
mass. Given an user specified patch lengthL, we can check
if a point p belongs to the “4-sided” local patch by testing
if −→op · u ≤ L and−→op · v ≤ L, where−→op = p − o. The
checking process can start fromo. If it belongs to the “4-
sided” local patch, we can continue to check its neighbors
in a recursive way. The four farthest corner points can be
set as positional constraints in the first term of Equation (1)
(see Figure 4 (b)).

If the surface patch contains holes, the distortion part in
(1) is hard to estimate around the hole boundary∂Υ. We
parameterizeΓi by fixing parameter values of hole bound-
ary using the reference plane fitted by the points inΓi. Let
nh be the number of holes inΓ and thek-th holeΥk

i be con-
tained in the surface patchΓi. We use principal component
analysis (PCA) to obtain the principal directionsu, v, w of
Γi, where the local reference plane is spanned inu andv di-
rections. Having the reference plane as a parameter domain
Di, we can calculate parameter values of pointsp ∈ ∂Υk

i

by direct projection (see Figure 5). After getting the param-
eter values for the boundary points inΥk

i , we can set them
as additional constraints (first term) in Equation (1), and get
the parameter values for the other points inΓi.



Figure 5. Local parameterizations of patches
with a hole.

5.2. Curvature Estimation

After the local parameterization, we can analyze both ge-
ometry and appearance similarities based on the curvature
and color information of the parameterized patches. Color
information at each point for comparing appearance is typ-
ically given from the scanned data. The curvature values
for comparing geometry need to be estimated at each point.
There are several existing methods [14, 18] to compute sur-
face curvature from a triangular mesh. In this paper, we
take a similarNormal Votingapproach of [14] to approxi-
mate the surface curvature at each point in the point cloud.

In our discretized point cloud setting, we consider the
local neighborhood{q1, ...,qm} aroundp to estimate the
principal curvature of the surface at pointp. For each neigh-
boring pointqi, we estimate the normal curvature at point
p as:

κi =
∆ϑi

∆s
, (2)

whereϑi is the turning angle, ands is arc length. We project
the normal ofqi (denoted asNqi) onto the planeΠi that
containsNp, p, andqi, to obtain the projected vector̃Nqi

.
∆ϑi is the change in turning angle, and it can be computed
as:

cos(∆ϑi) =
Np · Ñqi

||Ñqi
||

. (3)

The change in arc length∆s can be estimated as the
geodesic distance fromqi to p.

After computing the directional normal curvature from
each neighboring pointqi, we can get the symmetric ma-
trix:

Mp =
1
2π

∑
ωiκiTiTt

i, (4)

where the weightωi must satisfy the constraint
∑

ωi = 2π.
Mp has eigenvectors that are equivalent to the principal di-

rections{T1,T2}, and its eigenvalues{m1
p,m2

p} are re-
lated to the principal curvatures{κ1

p, κ2
p} as:

κ1
p = 3m1

p −m2
p, κ2

p = 3m2
p −m1

p. (5)

5.3. Finding Similar Patches

To find similar patches, we use curvature information for
geometry comparison and (R, G, B) color values for appear-
ance. Since the local parameterizations can be performed
in arbitrary orientation, we can not directly compare two
patches based on the information at the same parameter val-
ues. Instead, we select several signatures which represents
both the geometry and color information of a given patch.
For geometry, we select 6 signatures(f1, ..., f6) related to
the curvatures, considering the fact that the curvatures are
the intrinsic geometric properties of a surface patch. They
are defined as:

f1 =
∑

j
κ1j

ni
, f2 = maxj{κ1j}, f3 = minj{κ1j},

f4 =
∑

j
κ2j

ni
, f5 = maxj{κ2j}, f6 = minj{κ2j},

(6)
whereκ1j is the maximum curvature ofpj ∈ Γi, κ2j is the
minimum curvature ofpj , andni is the number of points
in Γi. For texture comparison, we use 9 signature values,
g1, ..., g9, which represent the average, the maximum, and
the minimum color value of R, G, B, respectively.

Given a hole patchΥk, (k ∈ {0, ..., nh}), we need to
compare it with other surface patchesΓi, (i = 0, ..., nλ)
using signatures. We define the similarity function
S(fΥk

j , fΓi
j ) (simply,Sj) as:

Sj = (1− dj

dmax,j
)r, (7)

where fΥk
j is the j-th signature value of the patchΥk,

dj = |fΥk
j − fΓi

j |, dmax,j = maxj{dj}, j = 0, ..., ni .
r represents the sensitivity ofS alongdj , and we simply set
r = 2.

Then, the similarity between two surface patches is de-
fined as a normalized value of the weighted sum, which is
obtained by comparing each signature:

similarity(Υk,Γi) =

∑
j wjSj∑

j wj
. (8)

After calculating the similarity value of each surface patch,
we can find the most similar patchΓi∗ , which has the maxi-
mum similarity value as a candidate to fillΥ. However, the
automatic approach may not always guarantee to give the
best results from a human’s perspective. So, our algorithm
can provide several candidates that have the maximum sim-
ilarity values, and the users can select one of them asΓi∗ .



Also, the most similar patches for geometry and texture fill-
ings are not necessarily the same, so we can find different
Γi∗ for geometry and texture separately.

6. Filling Holes using PDE Models

6.1. Initial Alignment

Before filling a hole with the selected copy region, the
initial alignment of these two regions should be performed
with respect to a rigid body transformation. Because we
have no point in the hole, the transformation from∂Γi∗ to
∂Υ should be used to align the copy region to the hole.
Here∂Υ is the banded region around the hole, and∂Γi∗

is the set of points onΓi∗ having the same parameter val-
ues as∂Υ. In our current work, we use iterative closest
point (ICP) method which gives a quite reasonable result
for the registration between two banded regions. LetT be
the (4 × 4) matrix which represents rigid body transforma-
tion. Letqj ∈ ∂Γi∗ be the nearest point ofpj ∈ ∂Υ, and
the distance between two point sets is defined as:

d(∂Υ, ∂Γi∗) =
∑

j

||pj − qj ||2. (9)

The traditional ICP method is to find the matrixT which
satisfies:

min
T

d(∂Υ,T∂Γi∗). (10)

Since the geometric alignment does not guaran-
tee the alignment between the parameter domains, re-
parameterization is required after aligning geometric
shapes. This can be achieved by adding constraints in Equa-
tion (1) with the parameter values ofp′

j ∈ ∂Υ, which are
the nearest points ofqj ∈ ∂Γi∗ .

A similar procedure can be applied to the texture align-
ment by modifying the distance between two pointsp1 =
(x1, y1, z1, r1, g1, b1) andp2 = (x2, y2, z2, r2, g2, b2) to in-
clude additional color information. We use the following
distance measure similar to theColor ICPmethod proposed
in [9]:

d6(p1,p2) =

 (x1 − x2)2 + w1(r1 − r2)2+
(y1 − y2)2 + w2(g1 − g2)2+
(z1 − z2)2 + w3(b1 − b2)2

 1
2

. (11)

In our experiments we choosew1 = w2 = w3 = 1/3.

6.2. Poisson Model for Hole Filling

Partial differential equation (PDE) techniques have been
widely used for many visual computing applications. The

PDE methods model graphical objects as solutions of cer-
tain elliptic PDEs with boundary constraints inside the para-
metric domain. The PDE model uses only boundary condi-
tions to recover all of the whole interior information and
offers high-order continuity as well as energy minimization
properties. Since the local surface patches are all parame-
terized, both the geometry and color information of the sur-
face patch that has highest similarity can be blended with
the hole patch by solving planar (2D) PDEs.

In our implementation, we choose the Poisson equation
with Dirichlet boundary conditions[15, 22], which is a sec-
ond order PDE and can be solved more efficiently:

∇2f = div h overΩ, with f |∂Ω = f∗|∂Ω, (12)

whereh is the guidance vector field,∇2 = ( ∂2

∂x2 + ∂2

∂y2 +
∂2

∂z2 ), and divh is the divergence ofh. It can be verified that
the Poisson equation (12) is the solution of the minimization
problem:

min
f

∫
Ω

||∇f − h||2, with f |∂Ω = f∗|∂Ω. (13)

Figure 6. The selected “most” similar patch is
warped to the hole patch by solving a Poisson
equation, where the guidance function g is
simply the geometry and texture information
of the selected patch.

If the guidance fieldh is the gradient of some guidance
functiong (i.e. h = ∇g), we can define a correction func-
tion f̃ = f − g. In this way the Poisson equation becomes
the Laplacian equation with boundary conditions:

∇2f̃ = 0 overΩ, with f̃ |∂Ω = (f∗ − g)|∂Ω. (14)

In our hole filling problem, the guidance functiong can
be simply the geometry and color information of the se-
lected surface patch (see Figure 6). The parametric domain
of both the selected surface patch and the hole patch are dis-
cretized into planar grid. The selected surface patch can be
blended with the hole region by solving Equation (14) for



the XYZ coordinates and RGB color channels respectively
(i.e. f = (Xf , Yf , Zf , Rf , Gf , Bf )t) using the precondi-
tioned conjugate gradient method.

7. Experimental Results

Our system is implemented on a Microsoft Windows XP
PC with Xeon 2.80GHz CPU, 2.00GB of RAM. We tested
our system on several incomplete point surfaces which are
acquired by manually removing samples from the initial
point surfaces, and recorded the statistics of our system per-
formance in Table 1. The Chameleon model in Figure 7
has one hole in the body which was artificially removed.
The shape and appearance of the missing part is completed
automatically with details taken from the existing parts of
the body. Figure 8 shows an example of a scanned Bud-
dha model with one large hole, which is detected and filled
automatically. The sharp feature of rocker arm model in
Figure 10 can be also repaired gracefully based on its con-
text information. The Iphigenie model and the Male model
in Figure 9 and Figure 1 are both non-trivial examples with
several complicated missing parts, which are all detected
and repaired automatically conforming to their context in-
formation. The number of surface patches used for Section
5.3 is dependent on the level of the octree. In the case of
Iphigenie model, 47 patches are used averagely for compar-
ison.

Table 1. The time performance of our shape
and appearance completion algorithm (in
seconds).

model points holes finding sig. filling
Buddha 13,942 1 172 6 114

Chameleon 99,835 1 193 17 108
Iphigenie 144,222 4 134 39 431

Male 145,177 6 153 71 653
Rocker arm 39,501 1 103 12 87

Figure 7. Repairing the Chameleon model; the
red points are near the boundary of the hole.

Figure 8. Repairing the Buddha model with
one large hole; the yellow points are near the
boundary of the hole.

Figure 9. Repairing multiple holes of the Iphi-
genie model.

8. Conclusion

In this paper we have developed a novel surface content
completion framework that can repair both shape and ap-
pearance of incomplete point set inputs. The entire model
repair pipeline consists of hole detection, patch compari-
son based on local parameterization, computation of digital
signature for patches, identification of the most resembling
patch for each hole, and hole filling via the cut-and-paste
operation. We utilize the active contour method to facilitate
robust hole detection from the noisy and defective data sets.
Our surface content completion enables automatic context-
based shape and appearance filling simultaneously without
any user intervention. We use local parameterizations to
align patches in order to extract their curvature-driven digi-
tal signature and to solve a PDE on 2D domain for warping
the patch to cover the hole region. Our surface comple-
tion framework and its constituents are of particular value
to computer vision applications such as model reconstruc-
tion and shape matching.



Figure 10. Repairing the sharp feature of the
Rocker arm model.
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