
Novel Solver for Dynamic Surfaces

Sumantro Ray Hong Qin

Department of Computer Science
State University of New York at Stony Brook

Stony Brook, NY 11794-4400
sray| qin@cs.sunysb.edu

Abstract
Physics-based modeling integrates dynamics and geom-
etry. The standard methods to solve the Lagrangian equa-
tions use a direct approach in the spatial domain. Though
extremely powerful, it requires time consuming discrete-
time integration. In this paper, we propose to use an in-
direct approach using the Transformation Theory. In par-
ticular, we use z-transform from the digital signal pro-
cessing theory, and formulate a general, novel, unified
solver that is applicable for various models and behavior.
The convergence and accuracy of the solver are guaran-
teed if the temporal sampling period is less than the crit-
ical sampling period, which is a function of the physical
properties of the model. Our solver can seamlessly han-
dle curves, surfaces and solids, and supports a wide range
of dynamic behavior. The solver does not depend on the
topology of the model, and hence supports non-manifold
and arbitrary topology. Our numerical techniques are
simple, easy to use, stable, and efficient. We develop
an algorithm and a prototype software simulating vari-
ous models and behavior. Our solver preserves physical
properties such as energy, linear momentum, and angular
momentum. This approach will serve as a foundation for
many applications in many fields.

Key words: Physics-based deformable modeling, Numer-
ical techniques, Heterogeneous models, Conceptual de-
sign techniques, z-Transforms

1 Introduction

Geometric modeling concerns with the computation and
representation of various shapes of models. Physics-
based modeling allows geometric models to be governed
by differential equations. This approach offers unsur-
passed advantages- it is natural to control, intuitive to ma-
nipulate, and the end user does not need mathematical so-
phistication. However, it requires numerical simulation,
which is time consuming, and is occasionally unstable.
Also, the topology (geometry) of the model is not clearly
separated from its physical attributes.

Our approach uses a mass-spring model to develop a

general and novel formulation. The physical properties
are associated with each vertex of the mesh, and the ver-
tices interact through (internal and external) forces and
torques. This duality of the solver allows it to be inde-
pendent of the topology of the model. This approach can
be extended to a finite element based model, where the
internal stretching and bending forces are replaced with
normal and shear stresses. Our unified solver supports a
hybrid model that seamlessly integrates the particle, elas-
tic, and near-rigid models, and supports curves, surfaces
and solids. The core solver is independent of the topology
of the model, and can thus be used to model non-manifold
surfaces, and models with arbitrary topology. We de-
velop a hybrid technique to generate continuous surfaces
from the mesh topology. The model depends on New-
ton’s second law of motion to ensure that the total energy
and (linear and angular) momentum of the system is con-
served throughout the simulation. This paper presents a
unique way of computing the physical state of the system
by transforming the state equations to a transform domain
z from the time domaint using the z-transform. The sta-
bility of the solver thus depends only on theNyquist Rate
of Sampling, which can be optimally computed from the
physical properties of the model. We perform an inverse-
z transform to get back to time domain after solving the
equations in z-domain. The state of the system at time
t+ δt can be expressed as a linear function of the state at
time t. The coefficients of this function are called trans-
formation matrices.

Semi-rigid motion is obtained by coupling the elastic
solver with the rigid body equations. The moment of iner-
tia of the surface is assumed to be due to a thin shell with
a vanishing thicknessδr. The moment of inertia varies
dynamically as the model is manipulated. This technique
allows the solver to simulatenear-rigid surfaces. This
technique can be easily extended to solids.

The system allows the user to interactively edit phys-
ical properties such as mass, damping, stiffness and
length. The system fast-updates the transformation ma-
trices and allows the user to interactively play with the



model.
The rest of the paper is organized as follows. Sec-

tion 2 explores the background. Section3 presents the
contribution. Section4 deals with the formulation of the
solver. Section5 explains the internal/external forces and
torques. Section6 outlines the system and the prototype
software. Section7 presents the results. Section8 con-
cludes the paper.

2 Background

Various work has previously been done to gener-
ate dynamic surfaces using physics-based modeling.
Terzopoulos[17] demonstrates simple interactive sculpt-
ing using viscoelastic and plastic methods. Celniker[4]
uses finite-element optimization of energy functionals.
Bloor et al[3] use similar optimizations through numer-
ical methods. Dachille et al[5] use a finite difference
method to solve the Lagrangian equation. Halstead
et al[8] implement smooth interpolation with Catmull-
Clark surfaces using a thin-plate energy functional. Ra-
viv and Elber[15] perform three dimensional free-form
sculpting using scalar trivariate functions. Qin and
Terzopoulos[14] develop a framework for D-NURBS for
physics-based design.

This paper attempts to merge Lagrangian mechanics in
a transform domain framework. This allows the physics
and the geometry to get decoupled, and the invariance
of energy and momentum is the only link between the
two. This has been a difficulty in previous works, where
a strong coupling between physics and geometry meant
that the solver is highly dependent upon the geometry
of the model. Our approach is isomorphic to the eigen-
value analysis. We refer to [16], [7], [13] and [12] for
the eigenvalue decomposition algorithms and principles.
Kreyszig[9] discusses transformation theory and complex
analysis, that has been used for the formulation of the
solver. Interested readers might refer to Defatta et al [6]
for the digital signal processing principles used in this pa-
per.

A number of people have worked on rigid-body mod-
els. We refer to [11] for the details on moment of iner-
tia calculations using Green’s functions. David Baraff[1]
talks about dynamic simulation of rigid bodies through
analytical simulation. Baraff[2] demonstrates fast con-
tact force computation for non-penetrating rigid bodies.
We refer to the classic book Vector and Tensor Analy-
sis by Harry Lass[10] for the derivations of the volume
integration functions and kinematic motion equations.

3 Contribution

This paper attempts to separate the geometric and the
physical properties of the model. The geometric prop-

erties govern the topology of the model. The physical
properties are used to precompute a set oftransforma-
tion matricesthat compute the state of the model at time
t + δt given the state at timet. The state of the model
is uniquely defined by the position and the velocity state
vectors. The precomputed transformation matrices allow
us to have an accurate, faster solver.

The following describe the different contributions of
this paper.

Solver: We present a novel, fast, unified solver that
can operate on a multitude of models. In particular, the
solver can simulate curves, surfaces and solids of arbi-
trary topology and varying rigidity. The solver depends
upon the critical sampling rate of the model which is
precomputed from its physical properties. The solver is
provably accurate, as the global properties such as the to-
tal energy and (linear and angular) momentum do not di-
verge for sampling periods less than the critical sampling
period. We compute the critical sampling time from the
physical properties of the model.

Forces: The solver handles both radial (stretching) and
angular (bending) forces. The radial forces give rise to
internal stress, and the angular forces result in internal
torque. The internal stress depends upon the linear dis-
tance of a vertex from its neighboring vertices. The inter-
nal torque depends upon the angular distance of a vertex
from its neighboring vertices.

Semi-rigid Behavior: The solver handles both purely
elastic and purely rigid bodies and all shades in between.
This approach enables the solver to be fast in case the in-
ternal stiffnesses are high, as it can increase the average
rigidity of the model and reduce the internal stiffnesses.
An infinite average stiffness implies a purely rigid model.
This technique allows the solver to reduce the sampling
rate when the average stiffness is high. This assumes
that the external forces on the model are relatively small
(compared to the internal forces), which is a fair assump-
tion in most cases.

Dynamic Editing: The user can dynamically edit the
physical properties of the model. The user can paint
mass, (radial and angular) stiffness, damping, rigidity and
rest-length and rest-angle to the model. The transforma-
tion matrices are dynamically updated to generate the de-
sired effect. The energy of the model isnot conserved in
some cases, as the user interaction changes its total en-
ergy. The matrices are updated in O(k2) time, where k
is the average valence of a vertex. For small k (as it nor-
mally is), this is not very expensive.

Smoothing: The final smooth model is generated us-
ing a modified Doo-Sabin technique. The subdivision
weights depend upon the physical properties of the sur-
face. This ensures the invariance of energy, (linear and



angular) momentum and total mass after subdivision.
The normal to the surface is computed through a best-
plane fit of the neighboring vertices in the limit case.

4 Solver

We begin with the Lagrangian equation, that defines the
motion of a point, or a set of points in three dimensions.
Given a model which has been arbitrarily sampled, the
motion of the set of sampled points can be simulated us-
ing Lagrangian Dynamics (within a margin of error) to
determine the behavior of the model under external and
internal forces. The input consists of a set of sampled
vertices and faces with associated physical properties.

4.1 Formulation
The Lagrangian equation of motion is expressed as:

µr ′′ + ρr ′ +
∑
j

κj [(r − r j) + λjUj ] = ftot

v = r ′ = d r/dt

Uj = (r − r j)/|(r − r j)| (1)

for any vertexr , where r j is a neighboring vertex.
The mass, damping and the directional stiffness for the
vertex are given byµ, ρ, andκj respectively.λj is the
rest-length betweenr and r j . The right side is the sum
of the external and torsional forces at vertexr . U is the
directional unit vector. The first two terms represent
the kinetic and the damping components of the total
force. The third component represents the internal (radial
spring) force at vertexr .

For a set ofN vertices, the Lagrangian equation may
be written in a matrix format, such thatR represents the
N×3 dimensional positional state vector, andV repre-
sents the N×3 dimensional velocity state vector. There-
fore, we get

MR′′ +DR′ +KR = Ftot

V = R′ = DR/Dt (2)

where theD/Dt operator is a matrix operator on the
state vectorR. M and D are N×N diagonal mass and
damping matrices. K is a N×N symmetric sparse matrix
such that -Kij is the stiffness between theith and the
jth vertices. Ftot is the N×3 force vector state.Kii

equals the sum of all neighboring stiffnesses at vertexr i.
Therefore, elements of any row (or column) inK add up
to zero. This is a direct consequence of Newton’s third

law of motion.

Let G = DM−1/2 and Ω =
√
KM−1, where G is

the coefficient-of-damping matrix, andΩ is the angu-
lar frequency matrix. The eigen-value decomposition of√

Ω2 −G2 gives us the different modes of oscillation.
The z-transform of equation 2 transforms it from the tem-
poral domain to the digital z-domain. The various modes
of oscillation represent the various poles/roots in the z-
domain. Please refer to appendix A for further details on
z-transform.
If the sampling time-period isT, then we can compute
the Nth state from the (N-1)th state, where (RN , VN ) is
the state of the system at sample number N. This result is
obtained after an inverse z-transform on the z-domain for-
mulation. Note that the trigonometric operations on the
Ω matrix are approximated using the Taylor series expan-
sions of the expressions.

(
RNp
VNp

)
=
(
I H ′ H
0 X ′ X

) RN−1
p

VN−1
p

FN−1
tot


whereX = H ′ −GH,X ′ = H ′′ −GH ′ and H
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RN = M−1RNp
VN = M−1VNp (3)

4.2 Sampling Rate
Equation 3 depends upon the fourth power of the angu-
lar frequency matrix. This implies that the dynamics of
theith vertex at timet+T depends upon the (position and
velocity) states of all the vertices that are a distance of
two units (along the mesh graph) from it. Therefore, the
convergence of the dynamic behavior is dependent upon
the sampling rate. A lower sampling rate might result in a
divergent set of equations. The goal is to find the critical
sampling rate, such that the state vectors do not diverge
ast goes to infinity.

If the eigen decomposition ofΩ2 is given by Ω2 =
SΛS−1, where S is the column eigen-vector matrix and
Λ diagonal are the eigen-values, then we must satisfy the
following:



lim
k→∞

(H ′′ −GH ′)k = 0

If γ is the minimum diagonal element of G, we have:

0 < p+ qλi + rλ2
i < 1

p = (1− γT )

q = (1− γT

3
)
T 2

2

r = (1− γT

5
)
T 4

24
(4)

for all eigen-valuesλi. Sinceλi ≥ 0 (Ω2 is positive-
definite), and p, q, r> 0, it is sufficient if the above equa-
tion holds true for the largest eigen-value. Let the largest
eigen-value beλ0. From Gerschgorin Circle Theorem
(explained in appendix B),λ0 must be less than twice of
the maximum diagonal entry ofΩ2. Let this upper bound
for λ0 beλ+. If γ � 1/T, we solve for the critical sam-
pling timeTmax from Equation 4:

λ+ = 2max (Kiiµ
−1
i )

Tmax =

√
12
λ+

=

√
6

max (Kiiµ
−1
i )

(5)

Includingγ in the formulation increases T, sinceγ is
a decaying factor which allows convergence at a higher
sampling time. Therefore,Tmax is an optimal value for
sampling time, irrespective of damping. The factor ’2’ in
the expression forλ+ also appears in theNyquist Theo-
rem, where the sampling rate must be at least twice the
maximum frequency of the system.Tmax is inversely
proportional to the minimum sampling rate (Equation 5).

4.3 Semi-rigid Motion
We define the rigidity coefficient of a vertexr i asχi, such
thatχi ∈ [0, 1]. A value of 0 indicates a pure local elas-
ticity, and a value of 1 indicates a pure local rigidity.

The sampling rate of the solver is directly proportional
to the square root of the maximum stiffness of the model
in a purely elastic model. Therefore, the larger the stiff-
ness, the larger is the sampling rate, and lower is the
response time. However, notice that as we increase the
local stiffness at any vertexr i, the local rigidity of the
model increases, provided that the external forces at that
vertex are not large. Also, notice that the internal forces
are directly proportional to the local stiffness. Therefore,

• Let κ0 be the maximum permissible stiffness. The
critical sampling time depends onκ0.

• Let σi = min(κ0/κi, 1) for the vertexr i.

• Set rigidity coefficientχi = 1 - σi.

If the total force (external and internal) atr i is Fi, we
partition this force into elastic and rigid-body forces. Let

• Fκi = σiFi be the elastic component.

• Fχi = χiFi be the rigid-body component.

The elastic component of the force is used in the solver
equation. The rigid-body component is used for the rigid-
body motion of the model using the rigid-body motion
equations in [10].

5 Internal and External Forces

The total force on the model is a vector sum of the in-
ternal and the external forces. The internal forces can
be radial stresses (due to the radial springs) or torsional
stresses (due to the angular springs). The external forces
can be user-interactions, or body forces such as gravity
and virtual forces (to maintain constraints). The internal
stresses are depicted in Figure 1.

Figure 1:The radial spring between two vertices results
in a restoring (radial) force. The angular spring at the
angle between two edges results in a restoring torque.r
andθ stand for radial and angular respectively.

5.1 Linear Stress
The radial stress at a vertex is due to the variation in the
linear displacement from the rest-length along its connec-
tions to its neighbors. The radial stress on a spring of
stiffnessκr and lengthλ connectingr and itsjth neigh-
bor at sample N is defined as:

FNr = κr((rN−1 − rN−1
j )− λjUN−1

j )



5.2 Torsional Stress
The torsional stress at vertexr i is due to the variation in
the angular displacement from the rest-angle along the
angles formed with two neighboring verticesr j and rk.
The torque atr i is proportional to the variation in the an-
gleδθ=θN−θ0. If κθ is the angular stiffness, andθ0 is the
rest angle, we have the torque and the torsional stresses
as:

τNθ = κθ(θN − θ0)dijdikn

FNij = κθ(θN − θ0)n ∗ r ij

FNik = κθ(θN − θ0)n ∗ r ik
FNii = −(FNij + FNik)

n = r ij ∗ r ik/(dijdik)

wheren is the normal vector,r ij equalsr i−r j , anddij
is the length of this vector. Same holds forr ik anddik.
This ensures that the resulting forces on the vertices pro-
vide a restoring torque that balances the external torque.
The total force on the system must be zero when a pure
torque is applied. This requires the application of a restor-
ing force on vertexr i. The operator ’*’ represents vector
cross product in the above equations.

5.3 External Force/Torque
The system allows the user to apply forces and torques
to the model. The external forces are added to the right
side of equation 1. The external torques are converted to
virtual forces on the neighboring vertices.

In case the local rigidity is not equal to zero, the total
force and torque as obtained above are partitioned into
the elastic and the rigid-body components. Refer to sub-
section 4.3 for details.

6 System Internals

We describe the flow diagram of the system in Figure
2. The system, on startup, initializes a number of struc-
tures. The transformation matricesH, H ′ andH ′′ and
frequency matricesΩ2 andΩ4 (section 4.1) are precom-
puted. The time taken for the precomputation process is
O(Nk2 ) whereN is the number of vertices, andk is the
average valence. The system operates two threads (Dis-
play and Solver) which are also initialized, and thread-
specific data structures are set up.

The two threads are tightly coupled, each receiving
some input from and feeding some output to the other
on a per-cycle basis.

• Display: The Display is responsible for running the
display and handling user inputs. The user interac-
tions are updated into the model structures so that
the Solver can incorporate them into the next time

Figure 2:Flow Diagram

cycle. The Display expects updated state vector data
from the Solver.

• Solver: The Solver evaluates the state vectors in a
tight loop. It updates the display structures on com-
pletion of a cycle. The interactive forces by the user
are evaluated on a per-cycle basis.

We explain the timing details for the Solver and the
Display threads and their loads in the Results section.
The system supports the following tools:

• Dynamic Editing: The user can interactively change
the physical parameters of the model. The user
can manipulate mass, damping, stiffness (radial and
angular), rest-length, rest-angle and rigidity of the
model. The system dynamically updates the pre-
computed transformation matrices in constant time.
This allows the system to maintain the integrity of
the solver. However, editing physical properties may
increase the intrinsic stress of the model, which is
similar to the user adding energy to the environment.
The editing process can be local as well as global.

• Constraints: The user can constrain the position and
the normal vector at any vertex of the model. The



solver generates virtual forces such that the appro-
priate result is obtained in the next time cycle.

7 Results

Table 1 presents a set of models used. The first column
gives the number of vertices, edges and faces for the cor-
responding model. The second column gives the average
values for mass and (radial) stiffness. The third, fourth
and fifth columns present the timing data for the pre-
computation, display and solver threads in seconds. The
sixth column gives the sampling time in seconds. The
load on the system is inversely proportional to the sam-
pling time. However, a higher sampling time also means
a sluggish response time, and the two must be balanced
for better interactivity. The results were obtained on a
Pentium-II 450MHz PC. The solver time (for one itera-
tion) exceeds (for the given mass and stiffness values) the
sampling time for number of vertices larger than approx-
imately 1200.

V,E,F µ, κ Init Disp Solv STime
20, 30, 12 0.50,5.00 0.097 0.016 0.013 0.448

100, 200, 100 0.10,5.00 0.281 0.018 0.036 0.353
324, 612, 289 0.31,5.16 0.842 0.046 0.085 0.323

1600,3200,1600 0.01,9.50 9.723 0.134 0.393 0.291

Table 1:Timing information for the models used for the
paper: 1. Dodecahedron, 2. Torus-I, 3. Open surface, 4.
Torus-II.γ is 0.00 for all models. All timings are in sec-
onds. Torus-II is the twice Doo-Sabin subdivided Torus-I.

Figure 3 presents the partial energy againstT/Tmax
for model 1 (Table 1). The partial energy plot diverges
for T/Tmax greater than 1.080. This is slightly greater
than the ideal value of 1.00, since the largest eigen-value
for Ω2 matrix lies slightly inside the largest Gerschgorin
Circle. (appendix B). The partial energy is the average
energy of the model (energy per vertex).

8 Conclusion

This paper presents a novel, unified solver that can simu-
late a multitude of models such that the global energy and
momenta are conserved. We present a solver that does not
require any input from the user except the geometric and
physical properties that define a model. The user can dy-
namically modify the physical properties of the model to
achieve the desired behavior. The system handles rigid,
elastic and semi-rigid models. Future work will include
integration of the solver architecture with subdivision and
multi-resolution models, and transformation of the mass-
spring based model into a finite-element based model.

Figure 3: Partial Energy - Time forT/Tmax = 0.500,
1.000, 1.050 and 1.082. The plot diverges for values&
1.080.

This will allow the system to use industry-standard tech-
niques to achieve a robust, unified, and versatile solver
that can be applied to a variety of models to achieve real-
istic animation and modeling.
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Appendices

A Z-Transforms

The z-transform of a (causal) digital signalx =
(x0, x1, x2, ..., xn, ...) is defined as

X(z) = x0 + x1z
−1 + x2z

−2 + ...+ xnz
−n + ...

The partial position (and velocity) state vectorsRp
andVp are multi-dimensional temporal signals. There-
fore, we can apply z-transforms to these signals. The
z-transforms of the derivatives ofRp andVp are some
constant matrix multiplied by the z-transform ofRp and
Vp respectively.

Applying z-transform to equation 2, the right side of
the equation equals the following, whereFNk is the force
at vertexk at timeN.

F0
0 F1

0 F2
0 . . . FN0 . . .

F0
1 F1

1 F2
1 . . . FN1 . . .

...
...

...
...

...
. . .

F0
k F1

k F2
k . . . FNk . . .

...
...

...
...

...
. . .




1
z−1

...
z−N

...


Similarly, the left hand side can be expanded, and writ-

ten in a form similar to above. Equating both sides, we
get a matrix equation. Solving the equation, we get a
closed form solution forRNp (z) and V Np (z). The fi-
nal equation 2 is obtained by performing an inverse z-
transform. Interested readers may refer to [6] for details.

B Gerschgorin Circle Theorem

According to the Gerschgorin Circle Theorem, for any
A = (aij) ∈ L(Cn) the eigen-values of A must lie inside
the disks defined by Equation 6.

Ri = z : |aii − z| ≤
∑
j 6=i

|aij |, i = 1, ..., n (6)

Figure 4: Gerschgorin disks: The three disks represent
the disks corresponding to three rows ofΩ matrix (n=3).
The eigen-values are bounded by the three disks.

In our case, as shown in Figure 4, the circlemust
pass through the center. Since the eigen-values must lie
inside the disks, the maximum value for the eigen-value
λi is twice of the radius of theRi. However, the
radius is equal to the ith diagonal element ofΩ2, since
sumj 6=iΩTij = −Ωii. Therefore, we haveλi ≤ 2Ωii.



Figure 5:The dodecahedron: The original mesh, and the
interpolating Doo-Sabin surface. The original vertices
are interpolated by the surface. The control vertices are
in red. The subdivision weights are functions of the phys-
ical properties of the surface.

Figure 6: The dodecahedron under external stress
(Fext = 1.153N ). The force is applied at the red point.
The second image shows the model recoiling after the
force is removed. The time difference between the two
images is three seconds.

Figure 7: The energy and the momentum plots for the
dodecahedron when the forces are applied. The damping
coefficient is 0.04. Application of multiple forces result in
multiple spikes in energy. This is a over-damped system.
The energy is expressed inN.m, and the momentum is
expressed inkg.m.s−1.

Figure 8:Editing: The local rest-length (red points) and
local rest-angle (blue point) for the torus are modified.
The total internal stress is non-zero, since the restor-
ing forces for the rest-length and rest-angle oppose each
other. The third image presents the view from the side.

Figure 9:Constraints: The dodecahedron is under posi-
tion (red) constraints in Image I and under position and
normal (blue) constraints in Image II. The same force has
been applied in both cases. Note that the normals in the
two cases are different.

Figure 10:Torsional forces on a planar mesh under mul-
tiple constraints. The torque(τext = 1.3J/rad) is ap-
plied near the central region of the mesh. The first image
shows the mesh for an anti-clockwise torque. The second
image is due to a clockwise torque.


