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Abstract In this paper, we present a parallel 4D vessel
reconstruction algorithm that simultaneously recovers 3D
structure, shape, and motion based on multiple views of
X-ray angiograms. The fundamental goal is to assist the
analysis and diagnosis of interventional surgery in the most
efficient way towards interactive and accurate performance.
We start with a fully parallelized algorithm to extract ves-
sels as well as their skeletons and topologies from dynamic
image sequences. Then, instead of resorting to registration,
we present an algorithm to formulate the reconstruction prob-
lem as an energy minimization problem with color, coher-
ence, and topology constraints to reconstruct the 3D ves-
sel initially, which is robust to combat noise and incomplete
information in images. Next, we incorporate temporal infor-
mation into our energy optimization framework to track and
reconstruct 4D kinematics of the dynamic vessels, which
is also capable of recovering previous incomplete and mis-
leading shapes acquired from static images otherwise. We
demonstrate our system in coronary arteries reconstruction
and movement tracking for percutaneous coronary interven-
tion surgery to help medical practitioners learn about the
3D shapes and their motions of the coronary arteries of spe-
cific patient. We envision that our system would be of high
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assistance for diagnosis and therapy to treat vessel-related
diseases in a clinical setting in the near future.
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1 Introduction and motivation

The morbidity of cardiovascular disease (CVD) is rapidly
increasing over the past few decades. The golden standard
for diagnosis of CVD is X-ray coronary angiography which
is only offering 2D projection of relevant tissues/organs from
3D space. Yet, X-ray images not only lack a significant
amount of 3D information of the coronary arteries, but also
suffer from the viewing angle dependence, overlapping and
blurring, etc. Accurate and rapid 3D reconstruction from lim-
ited views is necessary for medical practitioners towards ear-
lier diagnosis and better treatment. This paper’s originality
hinges upon our novel and parallel solution to the simulta-
neous 4D structure, shape, and motion reconstruction from
time-labeled image sequences.

Even though various work has been done to tackle the
reconstruction problem in X-ray views, there are still some
unsolved challenges existing in current methods. First, the
noisy and blurry X-ray images may give rise to incorrect
reconstruction. Second, accurate reconstructions need five
or even more views of angiograms with exact angle require-
ments, which is hard to operate for clinical use. Third, current
3D reconstruction methods mostly rely on the registration
between image pairs, which are less robust and much harder
to incorporate with constraints such as consistency, continu-
ity, and coherence. Finally, since there are so many process-
ing procedures involved during analysis and reconstruction,
the overall computation is extremely time-consuming.
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Fig. 1 Work pipeline. Left part: image preprocessing. Right part: dynamic
T

To overcome such shortcomings, we present an efficient
vessel reconstruction and motion tracking system from mul-
tiple X-ray views. The pipeline is shown in Fig. 1 consisting
of two stages: vessel extraction (Sect. 3) and 4D reconstruc-
tion (Sect. 4). In the first stage, we design a parallel algo-
rithm to extract the vessels as well as their skeletons and
topologies. In the second stage, we devise a novel algorithm
to reconstruct 4D dynamic vessels robustly to resist noise
and combat incomplete information in images. Moreover, the
parallel CUDA implementation greatly enhances efficiency
in our system. The main contributions of our work include

An efficient parallelized thinning and refining method for
extracting vessel skeletons and key points.

A novel energy optimization algorithm to reconstruct
vessels based on energy optimization solved using belief
propagation with color, coherence, and topology con-
straints, which is robust to noisy and incomplete infor-
mation from images.

An improved energy formulation that unites temporal
information with spatial information for better recovering
4D kinematics of vessels, whose advantages also include
robustness to noisy and incomplete information in static
images and ability of repairing misleading shapes.

A vessel reconstruction and tracking system with the
fully parallelized image processing algorithm and par-
tially parallelized Belief Propagation (BP) algorithm.

This paper is organized as follows: Sect. 2 briefly summa-
rizes related work we encounter during reconstruction and
tracking. Section 3 details our preprocessing step. Section 4
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reconstruction. From frame K to frame K + 1: reconstruction with time

documents the proposed reconstruction and motion tracking
methods. Section 5 discusses the implementation of these
parallelized methods. Results, validations, performance, dis-
cussion, and conclusions are presented in Sects. 6 and 7.

2 Related work

Our work relates to vessel extraction, vessel reconstruction,
etc. We now briefly review them in the following categories.

Vessel extraction. Vessel extraction can be divided into
six categories of techniques: pattern recognition techniques
(PR), deformable model-based techniques [1,2], tracking-
based techniques [3-5], artificial intelligence-based tech-
niques, neural network-based techniques, and miscellaneous
tube-like object detection techniques. Each one contains
many sub-types such as multi-scale approaches, mathemat-
ical morphology approaches. Readers could refer to [6] for
an overview. Besides, Hoover et al. [7] used a mathematical
filter to offer a broad range of vessel enhancement, and Li
et al. [8] conducted this task using a non-linear filter. Frangi
et al. [9] used the eigen values of Hessian matrix to extract
the tube-like structures from X-ray images. Condurache et
al. [10] used this method while adding a hysteresis thresh-
olding method to purify the extracted data. But they are not
robust to handle blurry images. Zhang et al. [11] proposed a
novel extension of the matched filter approach which is com-
posed of a zero-mean Gaussian function and the first-order
derivative of Gaussian, yet their extraction may lead to more
isolated retinal vessels.

Skeleton extraction. Normally, centreline extraction for
vessels is essential for both data simplification and further
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processing. Van et al. [12] and Hassouna et al. [13] pro-
posed methods based on Eikonal Equation and fast marching
method to find vessel skeletons. Yet, they could not process
isolated vessel segments. Zhang et al. [14] proposed a two-
step thinning method based on the structure analysis of the
candidate vessel structures. Tracking-based techniques are
also popular in this area. Most thinning methods are hard to
be parallelized.

3D reconstruction. Definitely, 3D reconstruction from 2D
projection images is feasible and reasonable. Wellnhofer
et al. [15] and Messanger et al. [16] evaluated that 3D
reconstructions of coronary arteries from 2D X-ray image
sequences permit accurate results of the real data. Currently,
there are two types of X-ray machines, leading to two slightly
different ways of 3D reconstruction. The biplane system
takes two (mostly) synchronized projection of the coronary
arteries [15,16], while the mono-plane (single-plane) sys-
tem [17] can just take one view at the same time; there-
fore, selection of asynchronous images from multiple views
is needed. Movassaghi et al. [18] used multiple projections
for realistic vessel lumen simulation. Sprague et al. [19] uti-
lized the benefits of three projections experimentally. Hansis
et al. [20] had used multiple projections from a single rota-
tional X-ray angiography to reconstruct the 3D centerline and
the topology. Nguyen et al. [21] proposed a method based
on motion and multiple views using a single-plane imaging
system. Most of the methods above rely on explicit regis-
tration which is rather unstable in the blurry X-ray views
and the constraints used by registration are too simplified
to take various affecting terms into account. Other routines
such as knowledged-based or rule-based methods have been
proposed for 3D reconstruction using the vascular network
model [22,23]. Since their rules or knowledge is designed
for specific conditions, it is not easy to generalize these
kinds of methods to process artery data. In [24-26], optimal
estimation is investigated with a two-step approach based
on maximum-likelihood and minimum-variance estimation.
They used a linear algorithm to compute the preliminary esti-
mates as the initial estimates for the process of optimal esti-
mation.

Motion tracking. Prior to the work of Ruan et al. [27],
most analysis work focuses on static reconstruction using
feature matching techniques. Similar method based on the
same prediction-projection-optimization loop is proposed
in [28]. In [29], a motion trajectory is computed for each
point from the segmented artery tree independently, they
used a set of vectors describing the general motion of each
artery branch. Chen et al. [30] reconstructed the vessel tree
and performed motion tracking on this tree with constraints.
Based on the work of Naegel et al. [31], Shechter et al. [32]
presented a 3D method for tracking the coronary arteries
through a temporal sequence of biplane X-ray angiograms.
On the other side, motion field recovered from each data

set is composed of patients’ heart and breath movements,
which could be regarded as a function of cardiac phase and
respiratory phase. Shechter et al. [33] proposed a paramet-
ric model to decompose the motion field into independent
cardiac and respiratory components. Meanwhile, Blondel et
al. [34] presented a method to compute 4D tomographic rep-
resentations of coronary arteries from a single view of rota-
tional monoplane angiograms based on 4D B-spline solids
to model motions. Bouattour et al. [35] formulated the track-
ing problem as a 3D-2D registration problem in which the
3D model deforms in space to best fit the given set of 2D
angiogram. In [36], a projection-based motion compensation
and reconstruction method of coronary segments and car-
diac implantable devices from rotational X-ray angiograms
was developed. Most of current tracking methods are either
based on 3D to 2D projection or simple 2D registration using
simple weighting term, leading to unsatisfactory results and
less robustness. Methods based on mathematical analysis can
simulate true motion of humans’ heart, but they are specific
and can not be generalized.

Optimization methods. Energy optimization techniques
are widely used in various areas such as image restoration,
3D reconstruction, etc. Geman et al. [37] first proposed the
classical theories of Markov Random Field (MRF), Gibbs
Sampling and Maximum a Posteriori estimate. Lafferty et
al. [38] proposed the Conditional Random Field (CRF) which
provides a tool for structural classification and prediction.
Based on these theories, BP was proposed by Pearl [39] to
solve the optimization problems in MRF. From then on, many
applications have been done with the help of BP, includ-
ing performance studies [40—43], speedup methods [44—47],
etc. Besides BP, Graph Cut (GC) is also an energy mini-
mization method which is better in first-order MRF than BP
and much better than dynamic programming, gradient dece-
dent, simulated annealing, etc. GC is widely used in computer
vision including image segmentation [48], stereo disparity,
and motion [49]. In [49], Boykov presented an efficient -
expansion and «-f swap algorithm for metric energy mini-
mization based on GC. Kolmogorov et al. [50] introduced the
characteristics of the energy function which could be mini-
mized by GC and conducted the genetic construction of the
minimization function. Based on GC, there are many exten-
sions, such as Grow Cut [51], Grab Cut [52] et al. We formu-
late the vessel reconstruction problem as a discrete energy
solved by BP.

3 Vessel and skeleton extraction
Given X-ray angiograms, we design an efficient algorithm to
extract the vessels and their skeletons as well as topologies

robustly which are readily available for further reconstruc-
tion. We present a novel parallel method to extract vessels as
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(d)

Fig. 2 Vessel extraction results. a Original image; b possibility image;
¢ binary image; d enlarged image with highlighted points and skeletons

well as their skeletons (Sect. 3.1) and finally the skeletons are
segmented into segments split by bifurcated points to derive
the topology structures (Sect. 3.2). All of these steps are run
on GPU with great efficiency.

3.1 Vessel and skeleton extraction

Original angiograms acquired from the X-ray machine suffer
from low contrast, low lumen, etc. To overcome these prob-
lems, we first apply the enhancement of radiography based
on multiscale retinex (MSR). Then, we use the gain/offset
method to fix the negative values. Finally we convolve the
original images by four Gaussian filters with different scales
and compute the weighted average of them, giving rise to
satisfactory results.

After the enhancement, we extract the vessel skeletons
for further vessel reconstruction. We parallelize the algo-
rithm proposed in [9] which relies on a multiscale Hessian
matrix and apply it to MSR enhanced angiograms and
extract tube-like structures. Extracted vessels can be found in
Fig. 2b—c.

To simplify the reconstruction, we use skeletons to present
vessel structures. Our skeleton extraction method mainly
consists of three steps. First, a typical two-step thinning
method is used to extract the rough skeletons. Second, we
refine the skeletons to ensure its one-pixel width and use
a pattern-based method to extract its bifurcations and end
points. At last, we collect the skeletons from bifurcations
and derive the entire structure of the skeleton tree. All these
three steps are done on GPU with the help of CUDA and
achieve great efficiency.

In order to extract the skeleton, we use a two-step local-
feature based thinning method [14] to start with. Although the
two-step thinning method provides a good initialization, the
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Fig. 3 Thinning refinement. a Designations of nine pixels in 3x3 win-
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results are far from ideal enough for extracting the key points
and structure of the skeletons because of the redundant points
shown in Fig. 3c. We design a novel parallelized method to
conduct the refinement while keeping efficiency.

First of all, we label points as deleted based on its neigh-
bors. As shown in Fig. 3a, consider P; as the candidate, if
P =1, P is valid and vice versa. There are four ways that
this point should be labeled as deleted: (1) P, = Py = 1
and P4 = Ps = Ps=0,2) P, =Py =1and Ps = P; =
Ps =0,3) Py = Ps=1and Pg = Py = P, = 0; (4)
Ps=Pg=1and P = P3 = P, =0.

Second, deleted information together with point neighbors
are used to decide which points should really be deleted.
Similarly, consider P; as one of the deleted labeled points
according to Fig. 3a; there are two ways making this point
actually be deleted: (1) none of P, Py, Pg, Pg is labeled as
deleted; (2) only Pg or Pg is labeled.

Meanwhile, there are four ways deciding the removal of
the neighbors of Py: (1) If P> and P4 are labeled as deleted, P>
and P, should be removed; (2) if Pg and Pg are deleted while
Ps and Py are not deleted, Pg and Pg should be removed; (3)
if P4 and Pg are labeled as deleted, P4 and Pg should be
removed; (4) if P, and Pg are deleted while P3 and P; are
not deleted, P> and Pg should be removed.

Refined results are shown in Fig. 3d. Boxes with the same
color are corresponding to the same areas between rough
and refined skeletons. The refined skeletons would have just
one-pixel width and easy to be processed by our following
procedures.

3.2 Topology identification

It is necessary to extract the key points to derive the topolo-
gies of the skeletons for further reconstruction. For bifurca-
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tions, we adopt a pattern-matching method, in which the five
basic patterns are shown in Fig. 3b and through changing
these patterns by 90°, 180°, and 270°, all patterns could be
found. On the other hand, for distal nodes, we examine its
eight neighbors and select those that just have one neighbor.
Extracted key points could be found in Fig. 2d. Bifurcation
and distal nodes are labeled using filled circle marks.

Once the key points are extracted, skeleton segments are
easy to be derived. Actually, skeleton segments start from
bifurcation points and end at bifurcation or distal nodes. In
our approach, we start from the bifurcation points and exam-
ine the eight neighbors of current point.

Since one skeleton line consists of two bifurcations or one
bifurcation with one end point, skeleton segments extracted
using this method are redundant because each bifurcation
point is computed twice. Therefore, we transverse all the
skeletons and remove duplicate segments. The skeleton seg-
ments are drawn in Fig. 2d. Different colors indicate different
skeleton branches.

4 4D shape and motion reconstruction

Conventional image-based 3D reconstruction requires reg-
istration between different projection views. However, there
are fewer features in the X-ray images than general camera
images. Thus, it is hard to match the corresponding points
between X-ray images reliably. The mistakes during registra-
tion may lead to much more severe errors during reconstruc-
tion. Meanwhile, it is also hard to add constraints such as the
connectivity of the vessel neighbors, or prior knowledge for
registration based methods, resulting in a significant waste
of the various original information. Instead of relying on reg-
istration, we devise an algorithm to recover the initial shape
of the 3D vessels as an energy minimization problem (Sect.
4.1). Meanwhile, the continuously moving frames provide
strong clues for their subsequent frames. Based on the ini-
tial shapes, we generalize the above algorithm and design a
robust motion tracking algorithm to reconstruct the dynamic
vessels of the subsequent frames (Sect. 4.2).

4.1 Initial 3D reconstruction

Instead of using conventional image reconstruction meth-
ods, we bypass the registration issue and discretize the space
between the optical center and the intensifier into voxels to
formulate the 3D reconstruction problem as an energy min-
imization problem as described in Fig. 5. It is obvious that
the unknown 3D skeleton should satisfy the following con-
ditions: (1) the projection of every point of the 3D skeleton
onto every 2D X-ray image is on the 2D skeleton; (2) the 3D
skeleton is continuous with almost the same topology to the
2D skeleton except occlusion.

» Color consi <
| oror Topological

Pinvaiia left Irigbi consistency

Continuous consistency

1) AT
"
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Fig. 4 Energy constraints determining the probability

Actually, the 3D skeletons could be regarded as a skele-
ton tree consisting of several skeleton segments or branches.
Each segment could be seen as being made up of discretely
sampled points. In order to solve the optimization problem,
we quantize the 3D space into discrete voxels. Each 3D point
p in the sampled space could be assigned with a probability
of belonging to the 3D skeletons. The probability could be
determined by the following terms which are described in
Fig. 4:

— Number of views in which the projected point of p is
valid, which is called color consistency.

— Distance between p and its neighbors in the same 3D
skeleton to ensure continuity, which is called continuous
consistency.

— Distance between the projected 2D point and its nearest
valid 2D skeleton point on the same view, which is called
topological consistency.

Finally, the sampled 3D space between the optical cen-
ter and the intensifier is discretized into voxels and could be
regarded as a Markov Random Field such that the reconstruc-
tion problem could be formulated as an energy minimiza-
tion problem with color, continuous and topological con-
straints. We use three views of angiograms in a cardiac cycle
and choose the projection view I as a reference view with
least foreshortening and overlapping among all the views.
The 3D space is divided into 3D slices which we call layer
L= (1,1, ..., with a given depth interval. The 3D slic-
ing and sampling is described in Fig. 5.

Each depth can be assigned with a label /;. Meanwhile,
each skeleton point on reference view /| corresponds to one
projected line from the source to the intensifier through all
the layers. Therefore, for a given pixel p on I, the pair (p, [;)
uniquely determines a point in 3D space. So, the goal of 3D
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4 Optical Center

Fig. 5 3D space sampling

reconstruction is to optimally assign an label /; to each p on
the centerline of the reference view ;. The energy function
is defined as

E(f)= D Dp(fp)+ 1 D Vpglfp: fo)- (1

pepP p.qeN

We define the V), ,(f}, f;) as the Euclidean distance to
ensure the continuity between adjacent points p and g. And
we define the D,(f,) as the color consistency which is
described as

1 n
Dy(fp) = mzzﬂ-(x,y), )
i=2

where 7 is the number of back projected points, and P; (x, y)
is the projection value of point p on the i-th view, which is
defined as

W, px,y) el
Pi(x,y) =1 W, NpG,y) ¢ 1, 3)
% ZIN=1 Vi(x, y), otherwise

where p(x, y) € I; denotes that p(x, y) is on the skeleton of
I;. Wy, and W, are two constants that control the highest and
lowest value (in our experiments they are set to 0.01 and 1.0,
respectively). For a gray-scale image, N (p(x, y)) denotes
point p(x, y) and 8 neighbors of p(x, y). In our methods, if
p(x, y) cannot be found in /;, we compute its 8 neighbors
and make the average value be the value of point p(x, y). If
none of its neighbors is valid, it is assigned to Wj.

We find the minimum of E(f) using the Belief Propaga-
tion (BP) algorithm, which is comprised of two main steps,
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message propagation and energy minimization. In the mes-
sage propagation step, the color of point p(x,y) € I is
updated by

V, =V, 1 +aminD+ (1 —a)V,,..», )

where « is a constant controlling the weight of the neighbors’
color consistency and dist consistency. In our experiments,
we set o to 0.85. min D stands for the minimum distance from
p(x, y) toitsneighbors, and V). , stands for the value of the
minimum distance point. In our energy minimization, differ-
ent from typical BP, the current energy of the i-th depth(l;)
is defined as

ei(pi) =minlyD(pi,q) + 1 —y)V(g) +ei-1(@)]l, (5)

where g denotes the candidate 3D sample points correspond-
ing to the projected point of A°(p;), and N°(p;) represents
all neighbors of p; except p; itself.

At the end, we compute the minimum sum of all the
grouped vessel skeletons’ cost and obtain the optimal solu-
tion for the whole vessel skeleton tree. Now we have obtained
the initial 3D shape of the vessels.

4.2 Dynamic reconstruction

Based on the initial reconstruction, we continue to general-
ize the above algorithm to track the vessel motions called
Dynamic Reconstruction. Each image pair in the sequence
could correspond to one special vessel skeleton in the motion
sequence. Due to the characteristics of cardiac motion, these
skeletons should be just changed slightly from its proceed-
ing pose and changed slightly to its subsequent pose. Con-
sidering movement tracking of one frame to its next frame,
reconstructed vessels of this frame can be regarded as prior
knowledge to its subsequent pose. Deformed skeletons in the
next frame should be close enough to the proceeding shape
and the movement should be small. Since we treat the sam-
ple space as a discrete voxel space (a.k.a. Markov Random
Field), this can be done by re-weighting the sampled valid
points according to the distance to their corresponding prior
points. Therefore, the energy term E(f) from the standard
energy is reformulated as

E'(f) = E(f) + Rpi(fp, g0, (6)

where R, 1 (fp, gk) is the new constraint to attract the shape
not moving far away from its prior shape g. We use the min-
imum distance between p and its corresponding prior point
k to evaluate p and re-weight its energy. R, «(f}, gx) is a
piecewise linear function based on D, ¢(x) which is the min-
imum distance from p to the prior point. In our implementa-
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tion, we set five pieces: [0,0.5], (0.5,1.0], (1.0,2.0], (2.0,5.0],
(5.0, + 00).

According to Eq. (6), points with distance close enough
should be equipped with small energy and have more chances
to be selected, while points with large distance should be
equipped with high energy to penalize its score. Even worse,
it might be considered to be deleted (ignored) from the can-
didate queue. In our implementation, we may have thou-
sands of prior points and even millions of sampled candi-
date points. To compute the minimum distance efficiently, we
design a three-dimensional kd-tree which provides the abil-
ity of searching nearest neighbors in O (log(n)) time. During
each tracking frame, for every sampled point achieved from
CUDA kernel, we compute its distance to the prior point and
add up the weighted energy. Then, we use BP to compute the
optimal solution. At the end, this optimized result is initial-
ized as the prior shape for the next frame.

5 CUDA-based parallel algorithms

Our methods are evaluated carefully at the very start of
attempting to design parallelized implementation for perfor-
mance enhancement, which allows us to take the full advan-
tage of CUDA in skeleton tracking and extraction and gain
great efficiency in BP messaging. Image preprocessing with
CUDA is described in Fig. 6. The angiograms are divided
into image blocks and each pixel corresponds to one CUDA
thread.

Parallelized vessel extraction. Since the computation on
every pixel is independent, the vessel extraction algorithm
is very suitable to be parallelized and every pixel is mapped
to a CUDA thread for parallelization. For every angiogram

CUDA
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Fig. 6 GPU implementation for image preprocessing

among the imaging sequence and for every specified o,
our parallelized extraction method consists of the following
steps. First, we build the Gaussian kernel mask depending
on o on CPU side and transfer them into the GPU. Sec-
ond, we convolve the entire image using this Gaussian ker-
nel and each pixel point on the image corresponds to one
CUDA kernel. Third, we extract the eigenvalues and eigen-
vectors and compute the coefficients for each point’s Hessian
matrix. This is also done per kernel on GPU. Finally, we use
a double-swap buffer on GPU to compute the possibility of
being part of vessel structures for each pixel(refer to Eq. 15
of [9] for details). In all the procedures, except initializa-
tion, data are on GPU side and stored for further process-
ing.

Parallelized thinning. After vessel extraction, extracted
vessels are stored on GPU to be further processed for skeleton
tracking. During tracking, each valid vessel point is mapped
to one CUDA kernel. In each kernel, we compute the point’s
eight neighbors and assign zero to those not fulfilling our thin-
ning condition as described in Sect. 3.1. Finally, any points
not belonging to the skeleton are removed.

In the key point extraction step, every valid point is
mapped to one CUDA thread. For every point, we iterate
four different degrees and five patterns (Fig. 3b) to identify
whether it is a bifurcation. Meanwhile, points with just one
neighbor are recognized as distal nodes.

Once we get the key points, we collect the skeletons in
a parallelized way. Every bifurcation point is mapped to a
CUDA thread and we perform nearest neighbor search in
each CUDA kernel ending at either bifurcation or end point
to extract skeleton segment.

Parallelized message propagation. Due to the serial char-
acteristics of BP, we are unable to run it completely in paral-
lel. Nonetheless, energy weighting based on distance compu-
tation among thousands of neighbor points during message
propagation can be greatly accelerated by parallelization. In
such situations, we implement a parallelized distance com-
putation method with the help of CUDA which is described
in Algorithm 1. The problem can be abstracted as follows:
given two point vectors of dimension m and n, we intend to
compute the minimum distances from every point of the first
vector to the points of the second vector. We compute the
n x m distance matrix using n x m CUDA threads and then
search for the minimum values of every columns parallelly
to derive a m vector. We normalize the vector and add it to
the candidate energy values. Comparison for our parallelized
message propagation and a classical BP is illustrated in Fig. 7.
The horizontal axis indicates the number of processed points.
The vertical axis shows the processing time. The blue line
and red line, respectively, indicate processing method using
CPU and GPU which have shown our method has gained
great efficiency in message propagation.
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Algorithm 1 Message Propagation —— sa"“pledm ' ' e
Input: B w cpU sample data 18169
pCandi, sampled candidate points. 160001 GPU curve 1
pIMG, 2D image. sz Data, sizes of skeletons. I i
szLn, line counts. p Num, 3D valid point counts
Output: wooer 1
propagated candidate points. 10000 1
8,000~ -
function BPMESSAGE(pNum, pCandi, pI MG, szData, szLn)
pCollect <COLLECTVALIDSIZE( p Nunt) o Ts02s.2
nMAXVSZ < max(pCollect) 4000 1
pCache < allocCache(nMAXV SZ) 2000 ]l fg:gf
fori =0—> ITERATIONS do : : : 591.4
BPMESSAGE_ONESTEP(pCandi, pCache) %003 33280 avog0 O 5 o000 0 134305™

end for
end function

function BPMESSAGE_ONESTEP(pCandi, pCache)
pValidl < pCandilil], pValid2 <— pCandi|j]
fMinD «<—CUDAGETMIND(pValidl, pValid2, pCache)
for k =0 — szValidl do
pValidllk].fEnergy+ = fMinD
end for
end function

function CUDAGETMIND(pValidl, pValid2, pCache)
threadld < getGloballdx2D()
nDataldx < getGloballdx1D()
pCachelthreadld] <-DIST(pValidl[x], pValid2[y])
syncthreads()
fMinD < pCache[nDataldx]
fori =0 — nSZ0do
if pDatalnDataldx +ixnSZ1] < fMinD then
fMinD < pDatalnDataldx +ixnSZ1]
end if
end for
return fMinD
end function

function COLLECTVALIDSIZE(pV alid Pts Num)
threadld < getGloballdx2D()
if threadld > IMAGE_DIM then return ;
end if
if pValidPtsNum[threadld] > O then
n < atomicAdd(gValidCounter, 1)
pDEVValidSZ[n] < pValidPtsNum|threadld]
end if
end function

6 Experiments and validation
6.1 Data acquisition

Among all the procedures, we use two types of imaging data:
synthetic data from our simulation platform and real clinical
data captured by one Philip single-plane X-ray machine from
Beijing Union Hospital. The alias of view angles in X-ray
radiography are illustrated in Fig. 8.

For synthetic data, we use three different views, respec-
tively, at RAO 50, LAO 50, LAO 0, while retaining the same
CRA angle. In total, one sequence consisting of 130 synthetic
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(Number of sampled points)

Fig. 7 Comparison of BP on CPU and GPU. The time cost of CPU
implementation increases fast while the sampled points increase

Optical Center

Fig. 8 View angles in medical imaging

image pairs is used to validate the reconstruction results and
their efficiency.

For real data, seven sequences of X-ray images are used
to validate our method and the corresponding view angles
are listed in Table 1. Validation image pairs count and the
first selected image pair indices are also illustrated. All the
sequences of the views consist of at least 50 images with the
pixel resolution of 512 x 512. As illustrated in Table 1, from
each data, various numbers of image pairs, which is 131 in
total, are selected to validate our reconstruction method.

For both synthetic and real data, ECG-Gating is used to
select images at mostly the same cardiac cycle from each
view.

6.2 Results

The reconstruction method is tested on both synthetic data
and real clinical data which are definitely acquired at SFPS
and 15FPS for 512 x 512 images. Compared with the
real data, the reconstruction of synthetic data is easy to be
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Table 1 Data table for each clinical data set

Data set Sequence view angles (6°) Total image count Selected image Valid count
LAO CRA RAO CRA LAO CRA
1 32 27 25 29 2 29 61 57 57 27 34 38 20
2 29 23 33 23 2 23 53 47 49 24 29 31 17
3 44 24 32 24 —4 24 58 52 57 28 33 25 19
4 31 27 32 27 1 27 75 66 65 53 46 55 12
5 31 27 32 24 -2 23 65 54 83 29 37 35 20
6 40 28 29 31 4 27 57 54 66 36 45 34 13
7 31 22 30 25 3 25 66 66 68 30 37 32 30

Bold: Left view data sets
Italic: Right view data sets
Bold Italic: Middle view data sets

Legends: Reconstructed Skeletons(Yellow)

Ground Truth Skeletons(Green)

Ground Truth Bounding Box(White)

Reconstructed Vessels From Multi-views Of Synthetic Data Rendered With Materials And Lights

Image Pair 191

Image Pair 199

Image Pair 210

Fig. 9 Results of the synthetic data

assessed because of the availability of the vessel ground
truth.

The final reconstruction results of synthetic data are shown
in Fig. 9. In the top row of Fig. 9, the yellow lines indicate the
reconstructed skeletons using our method. The green lines
indicate the ground truth of the synthetic data. The white
box is the bounding box of the ground truth. The second row
represents three pairs of reconstructed vessels with materi-
als and lights. Our synthetic data are from image pair 170 to
image pair 299, 130 pairs in total. The pairs 191, 199, and
210 being drawn, are three out of the 130 reconstructed ves-
sels and they have exhibited almost the same topology and
continuity compared with the ground truth skeleton in the
top row.

Meanwhile, eight frames from synthetic data are shown on
the top row of Fig. 13 and the reconstructed vessels are shown

in the bottom row. It may be noted that we can reconstruct
the vessels’ motion as well.

Real clinical data contain more noise or even incomplete
information leading to more complex reconstruction. We
evaluate our method based on seven data sets and totaly 131
image pairs. Nine pairs of the reconstructed dynamic vessels
are shown in Fig. 10. We use color codes to specify the cor-
responding data set and selected image numbers. All results
from the seven data sets are shown including three from data
set 1 and one from data 2-7, respectively.

6.3 Validation

In order to evaluate the precision of our algorithm, we project
the reconstructed skeletons back onto the image plane and

@ Springer
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1/(27,34,38)

Color Codes: m/(i, j, k)

Data Sequence/(Selected Left
View, Selected Right , Selected
Middle)
1/(32,39,4 1/(37,45,43)

Number
of

3/(39,44,36)

4/(62,55,64) 5/(32,40,38)

6/(43,30,41) 7/(30,37,32)

NS

Fig. 10 Results from real data. Seven data sets are considered. Nine reconstructed pairs are presented including three for data set 1 and one for
data set 2—7, respectively. Color codes are used to specify the number of the data set and selected views

4

7L : compute the minimum distance between the ground truth and
mage Count
6 130 I the projected vessels.
N oy 5 For synthetic data, Fig. 11a shows the 3D ground truth
g Max. 14142 | and reconstructed skeletons. Figure 11b shows one of the
g3 erage [MTS projected ground truth and the reconstructed skeletons. Fig-
nk ure 11c shows the error statistics. From Fig. 11c: itis obvious
! - that most errors lie in the interval [0, 0.1] and we gain the
%0 0z 04 05 08 1 12z 14 maximum error 1.4142 and average error 0.1785 which show
(a) (b) E"OE geml our algorithms’ great accuracy.

For clinical data, Fig. 12 shows the error statistics for
Fig. 11 One of re-projected error of the synthetic data and ground truth each data set. The last two of Fig. 12 specify the total sta-
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o
=3
=3

>

Data Set 1 Data Set 2 Data Set 3
4000 Images 20 | 4000 Images 17 4000 Images 19 |
g Points | 22831 2 Points | 18045 2 Points | 18280
£ 3000 4 E 3000 3000 — H
5 Error(in pixels) 5 Error(in pixels) 5 Error(in pixels)
Z 2000 Min. | 0 || Zz00 Min. | 0 = 2000 Min. | 0 |
e Max. |23.7065 e Max. |13.3417 e Max. |37.2156
1000 Avg. | 4.6884 [| 1000 Avg. | 2.8307 1000 Avg. | 3.6985 |
-
% 2 4 6 8 10 12 14 16 16 20 22 24 % 2 4 6 8 10 12 14 %02 4 6 810121416 1820222426 283032343638
Error Interval Error Interval Error Interval
8000, 10000 3000
7000 Data Set| 4 | Data Set| 5 Data Set| 6
o Images | 12 | 8000~ I 20 25001 Images | 13 ||
2 Points | 19646 2 Points | 34213 z 2000 Points | 14303 |
£ 5000 2 | 1
§ 4000 Error(in pixels) 5 6000 Error(in pixels) E 1500l Error(in pixels) ||
= Min. 0 Z 4000 Min. 0 = Min. 0
Ea Max. | 5.0 s Max. | 27.0 | 7100 Max. |24.3311]]
o Avg. | 14245 2000 Ave. | 3.6817 500 Ava | 4.0653 ||
1000+ !
R 2 4 6 % 2 4 6 8 10 12 14 16 18 20 22 24 26 28 % 2 4 6 8 10 12 14 16 18 20 22 24
Error Interval Error Interval Error Interval
26219 ex 18" |Data Set Total
Data Set 7 M
2 Imag 30 5 |Images 131
s Points | 22831 | g 4|1y | |Points 184859
S Error(in pixels) Sa ——
z, 0 ) Error(in pixels)
- 5090 | -2 Min. 0
0.5 ]
L367) w I Max. 37.2156
o 0 Hﬂﬂﬂr\ﬁ
3 0246 8101214161820222426283032343638  |Avg, 3.1323

Error Interval

Error Interval

Fig. 12 Grouped re-projected error of the clinical data. Errors for each data set 1-7 are represented. The last one shows the total error analysis

Fig. 13 Vessel motion tracking between sequential frames

tistics of the whole seven data sets with an average error
of 3.1323 which indicates our method’s promising accuracy,
too.

For both Figs. 11c and 12, the X axis represents the error
interval. For example, the bar in [0, 1] represents the num-
ber of valid points with error less than 1 pixel. Errors of
most points are mostly distributed near the lower endpoints

of the histogram which also demonstrates high accuracy of
our method.

Because of heavily blurred and incomplete image data,
some errors may occur during reconstruction in some frames
as shown in the second frame of Fig. 13. The vessels marked
in the white rectangle are missing in the second frame and
they are recovered in the following frames, illustrating the
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Legends: [ —-—-- ——-— Extraction ———————— Thinning
| Messaging | -------- —-oneese Energy ————————— Total
1400 T T T T A B T ]
n L
' ‘\ el '“""‘t
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Fig. 14 The overall time analysis together with the detailed statistics of each step based on 130 frames of synthetic data

Data Set Validation Count| | _. _. _ . ._._. Extraction Data Set I Timing(ms)
1 20
3 17 R p——— Thinning
i 3 Messaging
5 20 sarssnssgpansannan Energy
6 13
- 30 ———————— Total

Data Set 2 Timing(ms)

Data Set 3 Timing(ms)

Fig. 15 The overall time analysis together with the detailed statistics of each step with data set 1-7, respectively. The last one shows the total time
analysis
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Table 2 The overall numerical time statistics for data set 1-7, respectively. The last one shows the total time statistics
Time Statistics(ms)
Data Set 1 Data Set 2 Data Set 3 Data Set 4
Step [Min. [Max. |[Avg. |Min. |Max. |Avg. |Min. |Max. |Avg. [Min. [Max. |Avg.
Extraction |182.45 (202.64 |187.09 |182.53 [205.59 [192.53 [184.92 |204 191.55 |179.57 (202.11 (187.72
Thinning |12.586 [21.365 (17.016 (12.127 |17.28 |13.637 |13.448 |20.603 [16.222 [12.925 |17.471 |15.493
Message (198.92 [337.3 |258.55 |206.13 |341.02 (274.34 [157.13 |271.64 |208 251.3 |347.01 [299.25
Energy (878.95 (1786 1267 1157 2078 1621 604.46 |1761 959.09 1895.01 |1933 1249
Total |1657 2765 2140 1920 3178 2471 1498 2730 1897 1694 3379 2220
Data Set 5 Data Set 6 Data Set 7 Total
Step Min. |Max. |Avg. [Min. [Max. |Avg. |Min. |Max. |Avg. [Min. |[Max. [Avg.
Extraction |184.19 (202.94 1194.29 |183.01 (201.36 [191.83 [184.41 |204.55 |194.1 |179.57 (205.59 (191.3
Thinning |13.723 |22.768 |16.676 |12.167 [17.451 [14.291 |13.382 |31.074 |21.785 |12.127 |(31.074 (16.446
Message (280.94 [488.07 |373.34 |105.83 |368.46 |216.83 [254.27 [413.25 |332.54 |105.83 |488.07 |280.4
Energy (1096 2914 1698 261.14 (1672 739.17 |890.48 |2213 1481 261.14 |2914 1288
Total [1951 3801 2604 1014 2541 1627 1782 3406 2449 1014 3801 2201

robustness of our method that could also combat the incom-
plete data.

6.4 Efficiency analysis

Since we have designed and selected the algorithm at the
very beginning carefully, our methods have gained great effi-
ciency. Time analysis is also done on both synthetic and clin-
ical data.

Time analysis for synthetic data is quantized and shown
in Fig. 14. Different legends are used to specify the time
of steps in our method. We show the time consumption for
each step of the 130 validation data. The preprocessing step
Extraction and Thinning are near 200 ms in total, and the
total time is around 1200ms. Since the vessel structures from
each image pair is simple and much alike, all the statistics
are stable, which is explained by the smoothness of the fitting
curves.

On the other side, as with clinical data, detailed statis-
tics of each step for the data set 1-7 are shown in Fig. 15.
Validation count and corresponding legends are also listed.
The corresponding numerical statistics are shown in Table 2,
illustrating the minimum, maximum, and average time con-
sumption for each step of each data set. We can observe
that, as real data are much more complex than synthetic data,
the processing time tends to be longer. However, since the
preprocessing step is greatly parallelized with CUDA, the
preprocessing time only increases slightly. Most of the time
costs are consumed in the energy optimization step because
of the characteristics of BP.

All these experiments are carried on a workstation with
one NVIDIA GTX-780 GPU, one Intel(R) Core(TM) i7-
3770 CPU(3.4GHz) and 8GB RAM. Visual Studio and

CUDA 5 are installed on Windows 7 of this workstation.
CUDA compute capability 3.5 is enabled to use the dynamic
parallelism feature.

6.5 Discussion

Compared with typical registration methods, our method
avoids explicit registration, converts it into an energy mini-
mization problem, and designs a flexible framework with var-
ious constraints. Based on this framework, combined with the
global nature of BP, our reconstruction is more robust com-
pared to typical registration methods, especially for incom-
plete data. Besides, with the help of CUDA, our reconstruc-
tion algorithm gains high efficiency. The average reconstruc-
tion time is 3 s for clinical data and 1.2 s for synthetic data,
which is much faster than classical methods.

7 Conclusion

We have developed a new 4D dynamic vessel reconstruc-
tion system from X-ray angiograms. The uniqueness of our
system is its simultaneous handling on structure, shape, and
motion during vessel reconstruction. The technical core of
our system are the parallel algorithms towards interactive
performance. Specifically, at the vessel skeleton extraction
stage, we developed an efficient parallel method to extract
vessels as well as their skeleton and topology from X-ray
views. At the reconstruction stage, we formulate the dynamic
reconstruction problem as an energy optimization problem
solved by BP without explicit registration. The experimen-
tal results from both synthetic and clinical data have shown
that our method is robust for noise and even incomplete data
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because of the algorithms’ global optimization nature. Our
immediate goal for ongoing work is to continue to improve
our system and its functionalities towards clinic trial in the
near future.
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