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Abstract We articulate a novel approach to geometric model completion via interactive sketches in this

paper. First, the initial incomplete model (with holes) is decomposed into a base model and a high-frequency

component, which represents global rough shape and geometric details, respectively. We then repair the base

model via smooth hole-filling, and compute the geometry detail image using high frequency information. One

novel element of our approach is that we allow users to interactively sketch a few structural curves that span

across hole regions, with a goal to repair both local geometric details and global structure. With the help of

local parameterization, we convert detailed geometry into gradient-domain images which can propagate along

user-specified sketches. By integrating recovered gradient-domain images and base shape, we can generate a

complete model that faithfully recovers both global structure and local details. The salient contribution of this

paper is the unified approach for user interaction, global structure, and geometry details towards high-fidelity

model completion. We demonstrate our new approach using a number of examples that exhibit salient global

structure as well as local geometry details.
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1 Introduction

3D models are ubiquitous in virtual reality, computer games, culture heritage, digital medicine, etc.
Model repair remains a challenging problem for interactive 3D graphics due to imperfectness of data
acquisition devices. Besides hardware limitation and unavoidable noise during data collection processes,
acquired models may have holes due to other factors such as illumination, material, and self-occlusion.
Furthermore, filling holes enabled by recovering operation during mesh editing is far from trivial. This
paper aims to tackle the challenging problem of model completion. The novelty of our algorithm is founded
upon the integrated method that simultaneously addresses the problem of missing global structure and
local geometric details, and we achieve the goal of model completion through user interaction.
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1.1 Related work and motivation

A typical method of model repair is to produce appropriate patches to fill the holes with certain geometric
information and satisfy the boundary condition. The commonly-used computational pipeline is as follows:
1) identify the hole boundary; 2) fill holes with appropriate patches; and 3) optimize the patches (e.g.,
Liepa’s method in [1]). In [1], the advantage is that it not only satisfies the boundary condition but
also approximates the density and smoothness of adjacent meshes. However, the repaired patches are
intrinsically smooth without reconstructing the geometric details of surrounding regions. A different
approach is based on volumetric embedding, yet producing similar smooth results just like the above
method. Such volumetric embedding methods are equivalent to a surface reconstruction process being
applied to the hole region. The general idea is to convert the input model into an intermediate volumetric
representation from which we reconstruct the surface mesh by certain types of iso-surfacing. Popular
examples include [2–4], etc. The strength of such methods is that it can handle any type of mesh data
and guarantee the 2-manifold requirement after repair. Nevertheless, it can only deal with 3D closed
models, and no mechanism is devised for transplanting geometric details from surrounding regions to
hole region.

When the surrounding regions contain rich geometric details, the aforementioned algorithms are unable
to make full use of the geometric information from the known region. In principle, the hole region after
repair (done by these methods) will be too smooth to have satisfactory visual effects and meaningful
quantitative measurements. One way to tackle this problem is context-sensitive model repair and com-
pletion. One popular idea is critically inspired by the sample-driven image restoration method, which
essentially transplants the mesh patches in the known region to the hole region according to the geometric
details of known region. Such approach aims to generate some patches according to the information from
the known region, and then fills them into the hole region through model transfer. The patches not only
satisfy the boundary condition, but also retain the geometric detail characteristics of the surrounding
regions (e.g., [5–8]). As a result, models after repair offer a better sense of reality, especially by users’
visual judgement. Parallelling to the above development, another repair method is based on template.
The aforementioned methods will break down when the model is missing larger geometric area or having
topological defect. To conduct model repair, a complete model, with the same topology or similar geome-
try shape, must be specified by the user or automatically retrieved from the database as a template (e.g.,
[9,10]). The key of the template-driven method is how to correspond between defect models and their
templates. In general, shape registration and matching is extremely challenging for non-similar models
with holes.

Although the above methods are suitable and successful for certain scenarios and can obtain good
results with well-behaved datasets, they typically fail when we apply them to hole-filling where significant
global structure information is also missing. For instance, to complete the hole in Figure 1(a), our
experiment by using [1] is less satisfactory (Figure 1(b)). This is because there is no mechanism to
transplant structure information from known region to hole region. Similar problems also arise in image
restoration, where it is difficult to detect and recover the missing global structure information during
image completion. To solve this problem, Sun et al. [11] first proposed an image restoration method
through user interaction to propagate important structure information from known to unknown regions.
The general idea is to add a number of user-specified curves cross-cutting the known and unknown region,
and these curves will guide the general direction for information transport and recovery.

1.2 Our approach and contribution

Strongly inspired by image restoration research, we propose a user-centered interactive method to trans-
plant global structure information during the hole-filling process, while reconstructing local geometric
details (see Figure 2 for the entire algorithmic pipeline).

To streamline the entire algorithm, we assume that the underlying model is a 2-manifold explicitly
represented by a triangular mesh and every vertex has consistent normal. For any 2-manifold mesh model,
we can traverse its data structure to locate the hole boundary. By analyzing its topology, we are capable
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(a) (b)

Figure 1 The hole missing the salient structure can not be well repaired using conventional methods. (a) The hole of

Armadillo before repair; (b) the hole of Armadillo after repair using Liepa’s method.
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Figure 2 The entire model repair pipeline. The coloring schemes are hole colored in green, filled hole in yellow, user

sketches in red, ROI in cyan, boundary region in purple, selected region in pink, local parameterization in black and white

square. High frequency picture is also color-coded.

of identifying and enumerating all the hole regions.
Our primary goal is to correctly repair the missing global structure of the hole region. Since the global

structure is equivalent to the geometric details at the semantic scale, we must analyze the geometric
characteristics of the known region based on its scales. We resort to the popular multi-scale method by
decomposing the model into a base shape and a high-frequency component that can explicitly record
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the geometric details characteristics of each vertex. The base model should have the same topology as
the original model. The high-frequency part stores the offset of each vertex of the original model to the
corresponding vertex in the base model. After model decomposition, we first repair the holes in the base
model with smooth patches, and we then transplant both the geometric details characteristics and the
global structure to the smoothed region. In particular, we devise a filtering method to create the base
model, which guarantees that each vertex on the original model is only moving to the corresponding
vertex along the normal direction.

In order to properly restore the missing global structure of the hole region, we allow users to in-
teractively sketch curves that can span across the known and unknown regions for direction guidance
and information transport. This interface design can be directly applied to the complete base model
because of its smoothness nature. One key technical issue is to properly identify the region of interest
(ROI) that encloses the user-specified curve network, which implicitly corresponds to the semantic-scale
global structure. Subsequently, the vertices in the hole region and surrounding regions will be locally
parameterized and mapped onto a 2D domain. The parametric domain will be re-sampled to generate a
geometry detail image (GDI) at the vertex scale. Because of the model decomposition in the earlier stage,
the 3D hole completion problem is transformed into a 2D image restoration problem. We articulate an
improved method of image restoration that can restore the geometry detail image under the guidance of
the structure curves. After we integrate the curve network and geometric details into the base model,
the initial model is correctly repaired towards shape completion.

The salient contribution of this paper is to develop a general-purpose framework to restore the missing
geometric details and global structure for model repair, and we achieve these two goals simultaneously.
Our framework provides a easy-to-use graphical user interface (GUI) for users to specify the curves which
imply the missing global structure intuitively, and then automatically repair the model based on the
semantics of surrounding regions. Also, this method can be applied to perform context-based mesh
repair and extended to complete the holes with islands conveniently. Our approach has been proved to
be intuitive, effective, and accurate in practice through extensive experiments.

1.3 Definition and symbols

To streamline the subsequent technical discussion, we now document mathematical notations and their
definitions. The mesh model to be repaired is M , and the geometry of M consists of the position pM

i

of each vertex in R
3, namely PM = {pM

1 , pM
2 , . . . , pM

V }, pM
i ∈ R

3, where V is the number of vertices.
M can be decomposed into base model B and vertex geometric details Δ, which is denoted by M →
B ⊗ Δ. The vertex in B is PB = {pB

1 , pB
2 , . . . , pB

V }, pB
i ∈ R

3, and the unit normal vector in B is
N = {n1, n2, . . . , nV }, ni ∈ R

3. Δ = {δ1, δ2, . . . , δV }, δi ∈ R. Then, ∀δi ∈ Δ, δi = (pB
i − pM

i ) · ni is the
offset that vi moves from M to B along the normal direction. We have pM

i = pB
i − δi ·ni, namely M can

be calculated according to B and Δ.
Although there may be many holes in M , we explain our repair method on one hole ΩM in M that

also corresponds to the hole ΩB in B. The mesh patch (used to fill in ΩM ) is denoted by MΩ, the model
after repair is denoted by M0, and M0 = M ⊕ MΩ. Accordingly, the mesh patch (used to fill in ΩB) is
denoted by BΩ, the model after repair is denoted by B0, and B0 = B ⊕ BΩ. Suppose the set of geometric
details in BΩ is ΔΩ, and the whole geometric details after repair denoted by Δ0 and Δ0 = Δ ⊕ ΔΩ. If
suitable ΔΩ can be located, we can calculate MΩ according to BΩ and ΔΩ, which means BΩ⊗ΔΩ → MΩ.

The reminder of this paper will detail our step-by-step procedure for model decomposition, identifying
the region of interest (ROI), construction of geometry detail image (GDI), interactive user sketches, and
GDI transfer into the hole region.

2 Diffusion-driven base model computation

It is a common strategy to compute base model through mesh fairing. The mesh fairing approach
originates from the de-noising method in image processing. For example, Taubin [12] proposed a mesh
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processing method based on Laplacian flow, which applied the image filter technique to 3D mesh fairing.
Laplacian operator, which has both normal and tangent components, is an isotropic filter operator.
Therefore, vertex drifting cannot be avoided when it is adopted for mesh fairing. Fleishman [13] and
Jones [14] extended the bilateral filtering [15] from image processing to 3D mesh fairing, but these methods
did not enforce vertices to move along the normal direction, which also leads to vertex drifting.

In our system, we have to ensure vertex movement along normal direction between original model M

and base model B. However, the normal directions of vertices in B are unknown before mesh fairing.
Thus we have to first estimate normal direction for each vertex in B, and then compute B by smoothing
M .

Let Gσ(x) denote Gaussian filter: Gσ(x) = e−x2/2σ2
. Due to the large differences between vertex

normals in the original model and the base model, in order to enforce the proper moving direction of
each vertex during iterative diffusion, we shall estimate the unit normal vector set in B. Consider the
surface’s sample variation, we use Voronoi area Aq of vertex q as weight. We also introduce dot product
of two normals as normal difference weight Dq = nq · np. To acquire proper estimation of base model’s
normals, we use the simple robust Gaussian filter method. Similar to the unilateral filter theory, suppose
the set of the neighboring vertices of p is N(p), we have

n̂p =

∑
q∈N(p) nqAqDqGσ(‖q − p‖)

∑
q∈N(p) AqDqGσ(‖q − p‖) . (1)

We improve mesh fairing algorithms based on a new first-order predictor, and smooth the mesh with
the operator. The vertex displacement of M relative to its corresponding vertex in B is recorded, which
gives rise to the decomposition of M into B and Δ. Different from Jones’ method, the predictor Πq of
the vertex q ∈ N(p) which belongs to the neighbor of vertex p is defined as the plane determined by point
q and normal of point p, and prediction Πq(p) of p for q is the projection of point p on plane Sq (Figure
3).

For p, its new spatial location is estimated by the weighted average of each predicted vertex in the
neighboring region, and ∀q ∈ N(p), spatial distance is defined as ‖q − p‖. Therefore, the estimation of
vertex p after diffusion becomes

p̂ =

∑
q∈N(p) Πq(p)AqDqGσ(‖q − p‖)
∑

q∈N(p) AqDqGσ(‖q − p‖) . (2)

Our improved algorithm can make the vertex move along the normal direction of the corresponding
vertex of base model approximatively. It is not necessary to consider all vertices in the entire model, to
accelerate the computation speed, only the vicinity of the hole can influence the effect of mesh completion.

3 User sketches and ROI selection

After the original model is decomposed into base model B and geometric details, we use popular methods
such as [1] to fill the hole on the base model, producing the surface B0. Then users can interactively sketch
some curves indicating significant global structure. These curves should span across the known region
and the hole region. The L curves added by users are C = {c1, c2, . . . , cL}, and two curves ci, cj ∈ C, i �= j

in C are allowed to intersect over B0.
The ROI is defined as the region that may include apparent structural information covered by all the

structural curves ci ∈ C. ROI can be divided into the ROI of known region and the ROI of hole region.
The central idea is to construct ROI of the hole region according to the ROI of known region. As the
curve ci ∈ C is discretized as a set of discrete points on B0 which do not contain any real structural
information, we must analyze the shape features of known regions covered by these curves and properly
define the ROI so that the structural information can propagate along the curves. Similar to [11], once the
missing global structural information is transplanted via front propagation along the ROI, the entire hole
region is divided into a set of subregions by the boundaries of ROI that represents the global structure.
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Figure 3 Illustration of the first-order predictor.

These subregions will not contain any important global structural information, so available model repair
methods can be employed towards model completion.

The process of detecting ROI is equivalent to model segmentation subject to constraints. According to
the curves added by users, the known regions passed by curves should be divided into structural regions
and non-structural regions. In principle, the non-structural regions do not participate in the structural
propagation process. We propose an automatic ROI segmentation for known regions based on region
growing. For the structural curves C = {c1, c2, . . . , cL} input by the user, the corresponding ROI should
be properly identified, labeled as R = {r1, r2, . . . , rL}. Without loss of generality, we detail how to find
a ROI covered by one structural curve below.

The key for model segmentation is to use differential properties of each vertex such as curvature, as
well as the geometric feature description of its neighboring domain, to serve as segmentation criteria. In
our system, we first find an initial vertex set V0 containing the maximum structural features and compute
its statistical characteristics. We then gradually enlarge its neighborhood. The statistical characteristics
SV of the vertex set V is defined as SV =

∑
v∈V δv/‖V ‖ and the difference between the statistical

characteristics SV1 and SV2 is diff (SV1 , SV2) = (SV1 − SV2)/SV2 . Suppose Vi is the vertex set with the
structural features after iterating i times, if the difference diff (SVi , SV0) of statistical characteristics
between SVi and SV0 is more than the user-defined threshold, we will stop growing the neighborhood and
consider that the ROI is complete. Before detecting ROI, we have already decomposed the original model
into the base model B and the geometric details Δ. In our experiments, we set the difference threshold of
statistical characteristics to be 0.2− 0.3. In addition, we allow the user to adjust the threshold according
to the ROI detection result or specify the width of the ROI in known region if the structure information
is ambiguous or complex.

Assume that the ROI from known region has the width k (where k means the k-ring neighborhood),
we must use the width information to control the region growing of ROI in the hole region. The simplest
strategy is to conduct the envelope operation by uniformly growing the structure curve in the hole region
in order to have a “fat” curve that consistently defines the entire ROI from the structural point of view.
Note that, the ROI ri corresponds to the structural curve ci, and ROIs may partially overlap (Figure 2).

4 GDI and model repair algorithm

4.1 Geometry detail image generation

Geometry detail image (GDI) generation is the parameterization and resampling process. First, mesh
vertices are mapped onto 2D points by means of parameterization. Then, a gray image is generated by
resampling geometry details of the model. The GDI is computed by linearly interpolating the information
associated with each triangle. The GDI is an equivalent representation in 2D that encodes the high
frequency displacement of the model.

Parameterization methods are critical to GDI creation. Our parameterization method should try to
minimize the distortion. In particular, we employ the mean value coordinate parameterization, which can
avoid negative energy coefficients and generate quasi-conformal mapping towards the goal of minimizing
distortion. In the parametric domain, in order to minimize the area distortion caused by the parameteri-
zation process, we allow users to directly specify a near-rectangle region (via projection) which can cover
the hole region and its ROI, then the boundary of the selected region is mapped onto the rectangle’s four
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sides in 2D by chord-length parameterization. We compute the weights of internal vertices and solve a
large, sparse least squares linear system.

After parameterization, each vertex will remember its 2D coordinates, and the gray-valued height
function encodes the high frequency information by linear mapping. We resample the 2D parametric
domain using regular grids to compute GDI. We must carefully address the GDI’s resolution problem.
If the resolution is too low, the characteristics of high curvature in 3D will be lost because of down-
sampling. If the resolution is too high, it will cause much higher computational cost in the later stages.
In 2D parametric domain, let width and height of the rectangle region be width and height, respectively.
The average length of all edges from the model in parametric domain is computed by size, and step= α×
size is the sampling step. The GDI resolution is m× n, where m = 	width/step
, n = 	height/step
 and
α is a user-specified constant. The gray values of the pixels corresponding to the hole region should be
undefined in GDI. α is set to 0.3 in our experiments and it can be adjusted according to the requirements
of sampling quality and computation speed.

During the GDI generation process, user-specified structure curves C and their corresponding ROI set
R are also mapped onto GDI pixels, which can explicitly remember the structure curves and their ROI
in the image domain. After GDI is successfully propagated, the discrete representation can be mapped
back to 3D for model completion in the hole region.

4.2 Overview of GDI propagation and completion

The research of image inpainting has gained much popularity (e.g., sample-based shape reconstruction
method in [16], gradient-domain method in [17]). Yet, these methods cannot repair the missing global
structure. Although Sun et al. [11] proposed a method based on structure propagation to repair the
missing global structure, their method uses the concept of Belief Propagation (BP) proposed by [18]
in order to obtain a global optimization solution, which is not computationally effective. Due to the
significant differences between GDI and regular 2D images, existing image repair methods do not function
well for GDI, especially when it comes to tackle the challenging problem of structure propagation. We
improve the existing image repair methods (based on [11, 16, 17]) and design an efficient GDI repair
algorithm.

We assume that GDI to be repaired is I, the image after repair is I0, unknown region in I is ΩI ,
boundary of ΩI is ∂ΩI , and known region in I is I/ΩI . Each pixel in I contains coordinate (px, py), gray
value gray(p), confidence information confidence(p), gradient information G(p) which includes gradient
information Gx(p) along x and gradient information Gy(p) along y, structure curve curve(p), ROI(p)
and distance field distance(p). The curves are formulated as CI = {cI

1, c
I
2, . . . , c

I
L}, where cI

i ∈ CI is a set
of pixels of I. The corresponding ROI of CI in I is RI = {rI

1 , rI
2 , . . . , rI

L}, where rI
i ∈ RI is also a set of

pixels in I. Let pixel patch Ψ be a set of all pixels in a square region which centers around center(Ψ),
and the source pixel patch and target pixel patch involved during the process of repair are denoted by
Ψs and Ψt, respectively. First, the global structure of ΩI is propagated and completed based on CI

and RI . We do not naively fill the region in which CI span across in ΩI with pixels’ gray value from
the known region I/ΩI . Instead, we transplant pixels’ gradient information in I/ΩI to ΩI . The entire
computational pipeline is detailed in Algorithm 1.

4.3 Initialization and pre-computation

We initialize all the characteristics for all pixels in GDI at the beginning. The confidence information
of pixel p is set 0, if p ∈ ΩI or 1, if p ∈ I/ΩI . The gradient information of pixel p within the known
regions is initialized as Gx(p(x, y)) = gray(p(x + 1, y)) − gray(p(x, y)) and Gy(p(x, y)) = gray(p(x, y +
1)) − gray(p(x, y)). The curves curve(p) are initialized as

curve(p) =

{
∅, ∀cI ∈ CI , p /∈ cI ,

Scurve = {n1, n2, . . . , nm|ni ∈ N}, ∀n ∈ Scurve, ∃cI
n ∈ CI s.t. p ∈ cI

n.
(3)
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Algorithm 1: The GDI repair algorithm

∀p ∈ I, initialize the quantities of confidence(p), curve(p), ROI(p), etc.;

∀p ∈ I/ΩI , compute G(p);

∀p ∈ I, compute distance(p);

T ← ∅, Todo← ∅;
//compute the priorities of all pixel patches in ∂ΩI , and add them into a set of target pixel patches T ;

for all Ψ, center(Ψ) ∈ ∂ΩI do;

Compute priority(Ψ);

T ← T + {Ψ};
// add the pixel patches in a ROI to a set which is to be repaired Todo;

for all Ψ ∈ T do;

if ROI(center(Ψ)) �= ∅ then;

Todo← Todo + {Ψ};
T ← T − {Ψ};

// repair the gradient information of pixel patches in ROI region;

while Todo �= ∅ do;

Find the pixel patch with the highest priority in Todo as Ψt;

p← center(Ψt);

if p only belongs to one ROI then;

Find Ψs which is most similar to Ψt from ROI containing p;

Copy the gradient of Ψs to the unknown region of Ψt;

else;

if p belongs to n ROI; Find Ψi
s which is most similar to Ψt from the i(i = 1, . . . , n) ROI where p exists;

Based on Ψi
s, i = 1, . . . , n, generate a pixel patch Ψs;

Copy the gradient domain of Ψs to the unknown region of Ψt;

Update the confidence information of unknown pixels in Ψt;

Update Todo;

// add the remaining pixel patches to the set Todo which is to be repaired;

Todo← T ;

// repair the gradient domain information of left pixel patches

while Todo �= ∅ do

Find the patch Ψt with the highest priority in Todo;

Find Ψs which is most similar to Ψt from the region except ROI;

Copy the gradient domain of Ψs to the unknown region of Ψt;

Update the confidence information of unknown pixels in Ψt;

Update Todo;

Reconstruct I0 based on the gradient domain information.

The ROI ROI(p) is initialized as

ROI(p) =

{
∅, ∀rI

i ∈ RI , p /∈ rI
i ,

SROI = {n1, n2, . . . , nm|ni ∈ N}, ∀n ∈ SROI , ∃rI
n ∈ RI s.t. p ∈ rI

n.
(4)

Then, we define the distance field of pixel p, distance(p), as

distance(p) =

{
∅, ∀rI

i ∈ RI , p /∈ rI
i ,

D = {(i, d)|i ∈ Scurve, d ∈ N}, ∀(i, d) ∈ D, ∃rI
i ∈ RI s.t. p ∈ rI

i , d = L1(p, cI
i ),

(5)

where L1 is used to denote the first-order Minkowski distance. It is commonly known that the distance
field of pixel p can be computed through any breadth-first-search algorithm.

4.4 Priority detection and updating

As illustrated in Algorithm 1, we adopt the sample-pixel-patch-based approach. We repair the pixel
patches in unknown ROI by transplanting information from known ROI. During this process, the order of
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pixel repair is important as it will affect the final result. In particular, we adopt the greedy algorithm, and
the target pixel patches having the highest priority will be repaired first. The priority of the target pixel
patches is defined as priority(Ψt) =

∑
p∈Ψt

‖G(p)‖confidence(p), where ‖G(p)‖ =
√

G2
x(p) + G2

y(p).
The priority of Ψt is determined by two factors: the gradient of all pixels in Ψt and the proportion of
known region in Ψt. The gradient G(q) of all unknown pixels q ∈ Ψt∩ΩI in Ψt is updated by the gradient
in source pixel patches, and the details can be found in section 4.6. The confidence confidence(q) of q is
also updated as confidence(q) =

∑
p∈Ψt∩I/ΩI

confidence(p)/‖Ψt‖, where ‖Ψt‖ is the number of pixels
in Ψt. Meanwhile, after Ψt is repaired, ∂ΩI (the edges of ΩI) will also change, so the new target pixel
patches will be generated, along with the updated priority of these pixel patches.

4.5 Similarity determination for pixel patches

According to the priority of pixel patches, we can choose the pixel patch Ψt, which has the highest priority
among all target pixel patches T . Then we need to seek the pixel patch Ψs which is most similar to Ψt from
the candidate set of source pixel patches S. Similar to the determination criterion in [17], we compare the
difference of two pixel patches’ value and their gradient to measure their similarity. The distance between
pixel patch Ψs and Ψt is defined as d(Ψs, Ψt) = dgray(Ψs, Ψt) + dgrad(Ψs, Ψt), where dgray(Ψs, Ψt) =
∑

ps∈Ψs,pt∈Ψt
‖gray(ps) − gray(pt)‖ and dgrad(Ψs, Ψt) =

∑
ps∈Ψs,pt∈Ψt

‖G(ps) − G(pt)‖.
Pixel ps and pt are the corresponding pixels in pixel patches Ψs and Ψt, respectively. For gray-valued

distance dgray, only pixels with known values (pt ∈ Ψt ∩ I/ΩI) are computed. For gradient distance
dgrad, only pixels with known gradient are computed. In addition, ‖G(ps)−G(pt)‖, the gradient distance
between two pixels is defined as:

√
(Gx(ps) − Gx(pt))2 + (Gy(ps) − Gy(pt))2. According to the distance

between the pixel patches d(Ψs, Ψt), we can seek the pixel patch Ψs which is most similar to Ψt that
satisfies: Ψs = argmin

Ψi∈S
d(Ψi, Ψt) as the candidate.

4.6 Gradient field propagation and inpainting

As shown in Algorithm 1, we recover the gradient of unknown pixels in Ψt based on the pixel patch
Ψs which is most similar to Ψt. As for the pixel patch Ψt that belongs to unknown ROI, we simply
need to seek the source pixels from Ψs that match with the unknown pixels of Ψt, and then transplant
their gradient directly, as shown in Figure 4. When dealing with intersecting ROI, we believe that the
geometric detail characteristics of these regions are related to all the known ROIs. Since we do not use
the BP algorithm or its variants and we completely avoid the global optimization process in the interest
of interactive performance. We simply construct the proper gradient value of pixels in unknown ROI by
the blending method, as shown in Figure 4.

If Ψt belongs to several ROIs, i.e., Ψt stays in an intersecting area of several ROIs, we define the
width of every ROI to be the distance of the largest first-order Minkowski in the ROI. Given that Ψt

belongs to rI
1 , . . . , rI

n, the width of corresponding ROI is wI
1 , . . . , wI

n. According to the similarity measure
in two pixel patches, the most similar pixel patches to Ψt found from ROIs are Ψ1

s, . . . , Ψn
s , pixel pt ∈ Ψt,

distances to all structure curves are d1
t , . . . , d

n
t and pt, most similar pixels are p1

s, . . . , p
n
s , and the distances

from p1
s, . . . , p

n
s to corresponding structure curves are d1

s, . . . , d
n
s . We reconstruct the gradient of unknown

pixels in Ψt by

G(pt) =
∑n

i=1 wi
1w

i
2G(pi

s)∑n
i=1 wi

1w
i
2

, (6)

where wi
1 = e−‖di

s−di
t‖/wi and wi

2 = e−d(Ψi
s,Ψt).

Figure 5 shows the gradient repair progression along x and y of GDI for Armadillo model, respectively.
Our algorithm first repairs the gradient information of pixels belonging to ROI inside the hole ΩI of GDI,
and then handles the gradient of pixels outside ROI yet still in ΩI .
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Source patch Target patch

ROI boundary

Structure
curve

Target patch
Source patch

ROI boundary

Source patch

I/ΩI

ΩI

Figure 4 The repairing scheme for intersecting ROI.

Figure 5 The gradient propagation process along x (above row) and y (below row) for GDI.

(a) (b) (c) (d) (e) (f)

Figure 6 Igea, Dinosaur and Armadillo models’ GDI before and after its reconstruction. Hole is colored in green. (a)

Igea model’s GDI with the hole; (b) Igea model’s GDI after reconstruction; (c) Dinosaur model’s GDI with the hole; (d)

Dinosaur model’s GDI after reconstruction; (e) Armadillo model’s GDI with the hole; (f) Armadillo model’s GDI after

reconstruction.

4.7 Gradient-driven image reconstruction

We reconstruct the image by integrating gradient G0. Essentially, we compute I0 whose gradient is best
approximated by G0. This is done via minimization of ‖ � I0 − G0‖. By introducing the Laplacian
operator � and divergence operator div, the problem can be conveniently converted to compute the
Poisson equation in [19]: �I0 = div(G0).

Because the gray-valued function of ∂ΩI in GDI I is known, we use it as Dirichlet boundary condition
and compute the above Poisson equation to restore the image I0. Figure 6 is the images of Igea, Dinosaur,
and Armadillo models’ GDI before and after their reconstruction.

5 Filling holes with islands

We now discuss how to extend our method to complete the hole with isolated islands. As we mentioned
above, the given model is converted into a multi-resolution representation first. Then, the base model is
completed through filling smooth patch and the detailed information is encoded in GDI and completed
in image domain. Finally, the reconstruction detail is transferred back to the model.
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(a) (b) (c)

(d) (e) (f)

Figure 7 The result of the hole with the island completion in Armadillo. (a) The hole with the island.; (b) the rectangle

region added by the user; (c) the result of the base model completion; (d) the structure curves specified by the user; (e) the

ROI region (yellow) and the parameterization region (blue); (f) the result of the whole mesh repair.

(a) (b) (c) (d)

Figure 8 The result of the hole with the island completion on Terra Cotta. (a) The hole with the island; (b) the result

of the base model completion; (c) the structure curves specified by the user; (d) the result of the whole mesh repair; (e) the

result of the hole with the island completion on Terra Cotta.

Reviewing all steps of our method, the main challenge is that the boundary-based method for hole-
filling [1] cannot generate a unique solution for base model consisting of several disconnected components.
To address this issue, we present a method to deal with the hole with isolated islands during base model
creation: 1) The user specifies some rectangle regions linking the known region with the islands (Figure
7(b)); 2) we triangulate the rectangle regions [1] added by the user and refine the filled mesh [20]; 3)
we treat the mesh within the added rectangle as the known region, and then triangulate the remaining
region inside the original hole [1] and refine the filled mesh [20]; and 4) we use the second-order weighted
umbrella operator to smooth all the filled triangular mesh with the fixed boundaries of the hole and the
islands [21](Figure 7(c)).

Once the base model is repaired, a few structure curves are specified by users (Figure 7(d)), and the
procedures mentioned in the above sections are employed to complete the rest of repair steps. Figure
7(f) shows the result of Armadillo model repair and Figure 8 shows the key procedures for completing
the hole with an island on Terra Cotta.

6 Experimental results

Although the method presented above aims to complete the hole missing global structure information,
it can also be generalized to perform a context-based mesh repair without user’s input easily. Figure 9
shows the procedure of completing a hole on Bunny without user’s interaction. Our goal is to fill the hole
on Bunny (Figure 9(a)) with the context geometric details. After mesh decomposition and base model
completion (Figure 9(b)), the user may not need sketch any curve over the repaired base model since
this hole does not miss any salient global structure information. We simply map the hole region and the
surrounding regions onto a 2D domain and generate its GDI (Figure 9(c)), and then restore the missing
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Table 1 The detailed performance statistics of our method

Armadillo Dinosaur Igea Terra Cotta

Vertices 172335 55974 133160 257749

Diffused vertices 9699 9257 11431 12184

Diffusion time (s) 9.7 7.8 8.2 10.4

Base model hole-filling time (s) 1.3 0.2 3.1 0.5

Parameterization time (s) 0.2 0.1 0.4 0.2

GDI size (pixels) 167 × 179 101 × 120 298 × 157 152 × 161

Initialization time (s) 0.1 0.03 0.2 0.1

Gradient map completion (s) 35.2 6.6 41.5 15.4

Image reconstruction from gradient (s) 0.4 0.1 1.0 0.3

Mesh patch generation (s) 0.002 0.001 0.003 0.002

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 9 Context-based mesh completion. (a) The hole in Bunny; (b) the result of base model completion; (c) the GDI

before repair; (d) the GDI after repair; (e) the result of Bunny model repair; (f) the result of Bunny model repair (side

view); (g) the geometry detail before completion; (h) the geometry detail after completion.

high-frequency information in 2D domain (Figure 9(d)). Finally, the reconstruction detail information
is transferred back to the model (Figure 9(e) and Figure 9(f)). Figure 9(g) and Figure 9(h) show the
geometry detail of Bunny model before and after completion.

Figures 10–13 show the detailed comparison for Armadillo model, Igea model, Dinosaur model, and
Terra Cotta model by using Liepa’s, Ju’s, Kazhdan’s, and our current methods, respectively. As clearly
demonstrated in these figures, when comparing with the previous model repair algorithms for hole-filling,
our method is especially suitable for recovering the global structure during the hole-filling process with
much better results. Table 1 details the performance statistics of our method when being applied to
different models.

7 Discussion and conclusions

Potentially, there might be two possible time-consuming processes in our hole-filling algorithm: model
decomposition and GDI computing. This is because that, we need to pre-estimate the vertex normal
on the base model that corresponds to the original model in order to displace the vertices only along
the normal direction of the base model, and we also need to devise the improved filtering algorithm for
extracting the base model and the geometric characteristics of vertices. All of these extra efforts naturally
give rise to more computational cost during model smoothing. Yet, comparing with the voxel-based repair
methods ([2–4]), ours is a true local repair method that only focuses on the hole region and its nearby
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Figure 10 Different results and their comparison for Armadillo repair. (a) Armadillo model; (b) the hole in Armadillo;

(c) the result using Liepa’s method; (d) the result using Ju’s method; (e) the result using Kazhdan’s method; (f) the result

using our method.

Figure 11 Different results and their comparison for Igea repair. (a) Igea model; (b) the hole in Igea; (c) the result using

Liepa’s method; (d) the result using Ju’s method; (e) the result using Kazhdan’s method; (f) the result using our method.

Figure 12 Different results and their comparison for Dinosaur repair. (a) Dinosaur model; (b) the hole in Dinosaur; (c)

the result using Liepa’s method; (d) the result using Ju’s method; (e) the result using Kazhdan’s method; (f) the result

using our method.

Figure 13 Different results and their comparison for Terra Cotta repair. (a) Terra Cotta model; (b) the hole in Terra

Cotta; (c) the result using Liepa’s method; (d) the result using Ju’s method; (e) the result using Kazhdan’s method; (f)

the result using our method.
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region. As a result, we can expect the improved performance for both model decomposition and GDI
computation.

Another issue of concern is that our GDI reconstruction is sample-based. We must seek the most
similar source pixel block from the known region for information transfer. In general, traversing the
entire model is rather time-consuming. Nonetheless, we have already designed an interactive mechanism
that effectively constrains the ROI to be in the vicinity of user-specified curves, which can well match
with the global structure. As a result, we only need to conduct local search within or without ROI for
transplanting global structure or local geometric details. Therefore, it enhances the accuracy of model
completion.

Our method converts the mesh repair in 3D to the image repair in 2D planar domain, which means
that the hole to be filled and the region surrounding the hole should be parameterized into a 2D planar
domain. In addition, the boundary-based method such as [1] is used to complete the base model, but
this procedure cannot repair the sharp feature in the model properly, so it is hard to complete the hole
missing the distinctive edges and corners through our method, because sharp features (including edges
and corners) do not exist in the vicinity of hole regions and only structure information is designed to
propagate along user sketches.

In summary, we have articulated an interactive, intuitive, and efficient model completion method. By
conveying the user’s knowledge to the model completion procedure, our new algorithm simultaneously
reconstructs the global structure and the local geometric details during the hole-filling process. This model
completion method is capable of propagating the global structure along the user-defined curve network.
From the experimental results, we have observed that, with the help of interactive user sketches, excellent
results can be achieved while overcoming typical drawbacks of conventional model completion methods.
We plan to explore further improvements and conduct thorough evaluations/comparisons in our future
work.
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