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Abstract—We provide a physically-based framework for simulating the natural phenomena related to heat interaction between objects

and the surrounding air. We introduce a heat transfer model between the heat source objects and the ambient flow environment, which

includes conduction, convection, and radiation. The heat distribution of the objects is represented by a novel temperature texture. We

simulate the thermal flow dynamics that models the air flow interacting with the heat by a hybrid thermal lattice Boltzmann model

(HTLBM). The computational approach couples a multiple-relaxation-time LBM (MRTLBM) with a finite difference discretization of a

standard advection-diffusion equation for temperature. In heat shimmering and mirage, the changes in the index of refraction of the

surrounding air are attributed to temperature variation. A nonlinear ray tracing method is used for rendering. Interactive performance is

achieved by accelerating the computation of both the MRTLBM and the heat transfer, as well as the rendering on contemporary

graphics hardware (GPU).

Index Terms—Heat transfer, lattice Boltzmann model, thermal flow dynamics, heat shimmering, mirage, GPU acceleration, nonlinear

ray tracing.
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1 INTRODUCTION

VARIOUS natural phenomena involve hot objects, dynamic
flows, and heat transfers, such as melting, dissolving,

shimmering, and mirage, which are of great interest to
researchers in computer graphics and scientific simulations.
For simulating these phenomena, it is imperative to provide
a correct and efficient modeling of the heat transfer as well
as the interaction between the objects and the flow. This
paper presents a physically-based method that provides a
basic framework for modeling these thermal phenomena.

The shimmering effect can be achieved by ad hoc data-
driven methods, such as noise-based approaches. However,
these require a substantial amount of manual work to adjust
the parameters. In contrast, our method simulates the
phenomena physically with thermal air flow effects. The
parameters in our system have real physical meanings and
are easily employed to control the resulting behavior,
especially for realistic 3D scenarios. Our method is particu-
larly valuable as it is not easy for a noise-based model to
implement the shimmering effect once air flows are interact-
ing with internal objects. Finally, although the focus of this
paper is on heat shimmering and mirage, our method also
works well with other thermal flow phenomena. For
example, it can be used to model air flow and contaminant
transport in urban environments with the inclusion of
thermal effects due to surface heating by the sun.

Our method includes conduction, convection, and radia-
tion, which are the three basic types of heat transfer in the
real world. Heat sources are defined as any arbitrarily
shaped objects interacting with the surrounding air. The
temperature distribution on the objects can be calculated
from radiators (e.g., the sun) or defined by the user with
other physical or nonphysical methods. Such temperature
distribution is applied to the surface geometry by a novel
mechanism, termed temperature texture. We model the heat
transfer from the heat sources to the ambient flow.
Although heat transfer modeling has been used before in
computer graphics, to the best of our knowledge, this is the
first physically-based implementation for heat exchange
between arbitrarily-shaped, heated objects and the sur-
rounding air. The different heat exchange behaviors are
determined by material and flow properties, which are
controlled by physically meaningful parameters, such as
thermal conductivity, Prandtl number, and flow velocity. In
the air region, a hybrid thermal lattice Boltzmann model
(HTLBM), which couples the multiple-relaxation-time LBM
(MRTLBM) with a finite difference discretization of an
advection-diffusion equation for temperature, is used for
modeling the thermal flow dynamics.

Heat shimmering and mirage appear when the heated air
has a different refractive index than that of the cooler
surrounding air, resulting in an altered light direction
through the hot air compared to that of the cooler air. Here,
the changes in the index of refraction are attributed to
temperature variation. Once the dynamic temperature dis-
tribution is computed by our physically-based modeling
framework, we apply a nonlinear ray tracing method to
render the resulting visual effects. The local and explicit
operations of the HTLBM make it possible to accelerate both
the physical simulation and the rendering on a contemporary
graphics processing unit (GPU) for interactive performance.
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In summary, the main contributions of this paper are:
1) proposing the first approach that physically models the
heat transfer from heat sources to the surrounding air,
2) introducing the concept of temperature texture to represent
temperature distributions on heat sources, and 3) implement-
ing thermal flow modeling in an HTLBM framework with
GPU acceleration. Our method is applicable for the visual
simulation of heat shimmering and mirage, and it can be used
to model various other thermal flow phenomena.

2 BACKGROUND

Modeling the temperature evolution in a flow is an essential
step for heat-related phenomena. In earlier work concerned
with the modeling of shimmering and mirage [1], [22], the
temperature or index of refraction is manually established
for particular situations. In another work [25], the tempera-
ture fields are determined by superinterpolated weighted
blobs, which are created at user-specified heat sources with
an initial temperature. The temporal evolution of the blobs
is achieved by advecting their centers through a turbulent
wind field, which is generated by a physically-based
simulation [24].

The temperature evolution in fluid has also been
modeled by others, but not specifically for shimmering or
mirage effects. Over the past decade, a variety of physics-
based approaches have been applied to model fluid
dynamics. In particular, numerical methods for solving
the Navier-Stokes (NS) equations have led to significant
advances in the visualization of gas, fire, and fluids [3], [6],
[8], [9], [23], in which the temperature is considered to affect
the flow dynamics. Usually, an advection-diffusion equa-
tion governs the temperature evolution. By applying
Boussinesq approximations (the density variation only
appears in the force term), a buoyancy force determined
by the temperature is applied to the fluid equations.

Unlike previous work that manually arranges the heat
distribution or calculates it by heated blobs advected in a
wind field, our framework simulates the temperature
evolution by physically modeling the thermal flow dy-
namics. Our method is also different from the fluid
modeling methods that include temperature evolution.
These existing approaches only consider the heat evolution
inside the fluid or implement the heat transfer between the
fluid and the suspended particles by an empirical equation
[7], while ours models the heat transfer between the
arbitrarily shaped heat sources with different material
properties and the surrounding air.

LBM [26] is a relatively new approach in computational
fluid dynamics (CFD) with a simple and parallelizable grid-
based numerical scheme. The fundamental idea of the LBM is
to construct simplified kinetic models that incorporate the
essential physics of microscopic processes such that the
macroscopic averaged properties obey the desired macro-
scopic NS equations. The LBM does not need to iteratively
solve the large linear system produced by the Poisson
equation of the pressure. Therefore, it has the advantage of
being easy to implement and, in addition, it is especially
suitable for GPU acceleration. Furthermore, the LBM scheme
handles complex and moving boundaries very well. How-
ever, the LBM is an explicit solver and requires relatively
small time steps. Multiresolution schemes and adaptive time
step schemes have been applied to the LBM to address this

issue [17]. Generally, the LBM has achieved success in the
world of physics both from the analytical and practical points
of view. It has also been used in graphics for simulating a
variety of fluid phenomena with complex boundary condi-
tions [4], [21], [27], [28], [30]. Comparing our current work
with the former LBM work, we are the first to implement the
thermal LBM in graphics, where the air flow is affected by the
heat and also contributes to the heat evolution.

Some previous research has reported on the rendering of
heat shimmering and mirage. Berger et al. [1] first
implemented ray tracing for mirages. They generated
mirage images by sending rays through multiple air layers
with different refractive indices. Musgrave [19] pointed out
that the primary reason for mirage creation is total
reflection. Groeller [10] developed algorithms to trace
nonlinear rays through a class of force fields. Berger et al.
[1] calculated the trajectory of a light ray by changing the
refractive index gradient parameters. Stam and Languenou
[25] presented a method to trace the rays by integrating the
basic equations from geometrical optics with perturbation.
The equations govern the propagation of rays in a medium
with a continuously varying index of refraction. Recently,
Seron et al. [22] solved the problem of light propagation
through an inhomogeneous medium using a general
equation based on Fermat’s principle. They applied the
method to the distortions of the spherical shape of the sun
during sunsets. Unlike these methods, our approach
computes the index of refraction physically as a function
of the pressure and temperature at a particular position.
Such computation is performed at discrete steps when a
light ray traverses the medium and the ray direction is
changed at each step by applying Snell’s Law to model the
refraction of the ray.

In the next section, we describe our heat transfer model for
heat sources, as well as the temperature texture. We then
describe our thermal flow modeling in Section 4. In Section 5,
the nonlinear ray tracing rendering scheme is discussed. In
Section 6, we describe our GPU acceleration. Finally, several
examples demonstrate the visual results of our method.

3 HEAT TRANSFER

In the real world, there are three ways in which heat may be
transferred between substances that are at different tem-
peratures: conduction, convection, and radiation [12]. The
flow of heat by conduction occurs when a temperature
gradient exists in a body. Different materials transfer heat
between them by conduction at different rates, which is
measured by the material’s thermal conductivity k. Four-
ier’s law describes the heat conduction as

q ¼ �krT; ð1Þ

where q is the heat-transfer rate per unit area and rT is the
temperature gradient.

Convection involves the energy exchange between a
surface and an adjacent fluid. The fluid immediately
adjacent to the surface forms a thin boundary layer. Heat
is conducted into this layer, where the fluid carries the heat
away. A high velocity produces a large temperature
gradient. Thus, the temperature gradient at the wall
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depends on the flow field. Newton’s law of cooling
expresses the effect of convection as

q ¼ hðTbody � T1Þ; ð2Þ

where h is the convection heat-transfer coefficient which is a
function of the geometry and fluid properties, Tbody is the
temperature of the surface, and T1 is the temperature of the
oncoming fluid.

Radiation is the heat transfer by emission and absorbtion
via electromagnetic waves. It may occur through regions
where no material medium is involved; for example, from
the sun to the earth through mostly empty space. An ideal
thermal radiator (black body) emits energy at a rate
proportional to the fourth power of the temperature T of
the body and directly proportional to its surface area A (� is
the Stefan-Boltzmann constant) as

qemitted ¼ �AT 4: ð3Þ

In our method, heat transfer occurs in three different
situations: 1) in the air (conduction and convection), 2) from
the heat source objects to the ambient air (convection), and
3) on the heat source objects (user defined or radiation from
the sun). The first phenomenon is modeled with a standard
advection-diffusion equation of temperature, which is part
of the HTLBM to simulate thermal flow dynamics and is
discussed in Section 4. Here, we describe our heat transfer
implementation in the other two situations. To the best of
our knowledge, physically-based modeling of heat transfer
from arbitrarily shaped objects to the air with different
material properties, as well as radiation from the sun to the
objects, have not appeared before in computer graphics.

3.1 Heat Transfer from Heat Sources to the Air

Heat exchange between the object surface and the air is
modeled by (2), where h is the key coefficient to be
computed according to flow velocity, material, and geome-
try. Considering a thin thermal boundary layer, with a
characteristic length L, a local Nusselt number (a ratio of
conductive to convective thermal resistance of the fluid) is
defined as

Nu ¼ hL
k
: ð4Þ

For a plate interface, Nu relates to the flow properties as

Nu ¼ 0:332Re
1
2Pr

1
3; ð5Þ

where Pr is the Prandtl number that approximates the ratio
of momentum diffusivity and thermal diffusivity. The value
of Pr for different materials can be found in physics
handbooks. Re is the local Reynolds number at position P

in the thermal boundary layer, which is the ratio of inertial
to viscous forces and is defined as

Re ¼ uL

�
; ð6Þ

where � is the kinematic fluid viscosity, u is the flow
velocity, and L is the distance from P to the plate interface.

For an arbitrary object, the interface between the air and
a small region of itself can be locally simplified as a plate

interface. Therefore, we can combine (4) and (5) to compute
the local heat-transfer coefficient h at a position P , and then
calculate the temperature change by (2). Note that the
radiation from the object to the air is usually very small and,
thus, is neglected.

As shown in Fig. 1, on a blue cutting plane of the LBM
grid (in white lines), a grid point P has a closest distance x
to the red object surface. P has a flow velocity u and
viscosity �. In our simulation, we modify the temperature
values of the LBM grid points that are close to the heat
source surface (i.e., in the thin thermal boundary layer) as
follows:

1. Find the Prandtl number, Pr, of air and the thermal
conductivity, k, of the heat source material in physics
handbooks.

2. Calculate the local Reynolds number, Re, from (6);
let L ¼ x.

3. Combine (4) and (5) to compute the convection heat-
transfer coefficient, h.

4. Use (2) to modify the temperature T1 of point P
from the heat source temperature Tbody.

Following this algorithm, the temperatures of the LBM
lattice points inside the thermal boundary layer are
modified at every computational step. This procedure sets
up the thermal boundary condition of the heat transfer
computation in the air.

In the algorithm above, Tbody of the object surface is the
heat source temperature. Given the temperature distribu-
tion of the object surface, we calculate the average Tbody in a
surface area surrounding the closest point to P . In Fig. 1,
this area is shown as the yellow region on the red object
surface. This mechanism is used because the surface
temperature distribution typically has a higher resolution
than that of the LBM lattice. The temperature distribution of
the heat source is discussed in Section 3.2 and Section 3.3.

3.2 Heat Sources

Our model considers two kinds of heat sources. The first
kind of heat sources are objects that generate heat
themselves, such as room heaters, hot food, grills, etc. We
define the temperature distribution on such object surfaces
using temperature textures, described in Section 3.3. On the
other hand, objects may absorb energies coming from outer
radiators. For outdoor scenes, the sun is the most important
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radiator, which is located at infinity and sun-rays that arrive
at the objects are all parallel to each other.

The intensity of solar radiation heavily depends on
atmospheric conditions, time of the year, and the incident
angle for the sun-ray on the surface of the objects. At the
outer limit of the atmosphere, the total solar irradiation is
Ebo ¼ 1; 395W=m2. The actual solar irradiation that can
reach a planar surface on the ground can be calculated as

Ic
Io
¼ e�namsm; ð7Þ

where Io ¼ Ebosin� (� is the angle between the sun-ray and

the surface), m ¼ csc� is the relative thickness of the air

mass, ams ¼ 0:128� 0:054 logm is the molecular scattering

coefficients and n is the turbidity factor [12].
The surface of the heat source objects may not always be

flat. We further project the solar irradiation Ic from a planar

surface onto surface areas at an arbitrary orientation, called

Ix, as shown in Fig. 2. At a radiation equilibrium, the

temperature of the object surface can then be calculated

from the following equation:

Ix
A

� �
sun

�sun ¼ �lowtemp�ðT 4 � T 4
surrÞ; ð8Þ

where A is the area of the surface, �sun is the absorptivity

between the object surface and the sun, and �lowtemp is the

absorptivity between the object surface and surrounding

air. � ¼ 5:669� 10�8W=m2 is the Stefan-Boltzmann con-
stant. �sun and �lowtemp vary between different materials and
can be found in physics handbooks. These two parameters
determine the surface temperature. Therefore, different
materials show different temperature distributions under
the same radiation. Using heat shimmering as an example,
Fig. 3 shows the different shimmering results created by
three materials exposed to the sun: white paint with weak
shimmering, asphalt with moderate shimmering, and
copper with strong shimmering. The absorptivity para-
meters of the white paint is set as �sun ¼ 0:12 and �lowtemp ¼
0:90 [12]. For asphalt, �sun ¼ 0:90, �lowtemp ¼ 0:90 and, for
copper, �sun ¼ 0:18, �lowtemp ¼ 0:03. The sun-ray has an
incident angle of 75 degrees and n is set to 2.0.

In the simulation, we compute the temperature distribu-
tion of an outdoor object as follows:

1. Choose the appropriate parameters for the scene:
environment temperature, incident direction of the
sun-ray, material of the object, etc.

2. Calculate the solar radiation energy on a planar
surface by (7). This planar surface approximates a
large region of the object and is actually formed by
small regions with different orientations.

3. For every small region of this planar surface:

. Calculate the actual heat on the region by
projecting the radiation from the surface.

. Calculate the equilibrium temperature by (8).

3.3 Temperature Texture

Heat sources are modeled as geometric objects inside the
computational volume. Usually, the computational lattice of
the LBM has a lower resolution when considering the
temperature distribution. When we compute the tempera-
ture of one LBM grid point, we cannot use only the closest
point on the object surface. The heat variation between two
neighboring grid points will be lost. We therefore utilize the
idea of texture mapping and propose a temperature texture
to overcome this problem. Temperature textures are
associated with the heat source objects. Instead of mapping
colors to the objects, temperatures are mapped to the
objects. The temperature texture can be computed either by
physical methods (as in Section 3.2) or by user definitions.
During simulation, the temperature of an LBM grid point is
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computed by interpolating in a region around its closest
heat source point in the temperature texture. Therefore, the
temperature texture provides a good data structure to store
heat distribution for thermal boundary conditions, and it is
straightforward in a GPU implementation.

Fig. 4 illustrates a snapshot of the shimmering effects
over a brick wall from a simplified heated terrain with its
temperature texture rendered over the surface. Different
colors illustrate temperature difference: Red indicates high-
er temperatures, yellow indicates medium temperatures,
and green indicates lower temperatures.

4 THERMAL FLOW MODELING

We model and simulate thermal flow dynamics using a
hybrid thermal lattice Boltzmann model (HTLBM). In this
approach, the heat transfer in the air is modeled with an
advection-diffusion equation coupled to the LBM.

Most of the previous LBM works in graphics [27], [28],
[30] are based on a single-relaxation-time LBM (SRTLBM),
where one constant related to the viscosity, the relaxation
time, is used to control the behavior of the fluid. In
SRTLBM, the thermal effects cannot be easily incorporated
in the flow dynamics. In this paper, a hybrid TLBM
(HTLBM) [14] that couples temperature, modeled by an
advection-diffusion equation, to the multiple-relaxation-
time LBM (MRTLBM) [5] is used for modeling thermal
flows. We have introduced this scheme to the visualization
community [21], where MRTLBM was applied to dispersion
simulation in an urban environment. In this paper, we
implement the HTLBM with graphics hardware accelera-
tion to model the thermal flow dynamics and, specifically,
those related to heat shimmering and mirage.

4.1 Multiple-Relaxation-Time Lattice
Boltzmann Method

LBM models Boltzmann particle dynamics on a 3D lattice.
The Boltzmann equation expresses how the average number
of flow elements or “particles” with a given velocity changes
between neighboring sites due to interparticle interactions
and ballistic motion. The variables associated with each
lattice site are the particle distributions fi that represent the
probability of the presence of a fluid particle with a given

velocity direction ei. Particles stream synchronously along
the lattice links in discrete time steps. Between streaming
steps, they undergo collision.

For our work, we use the 13-velocity 3D lattice denoted
as D3Q13. As illustrated in Fig. 5, this lattice is a structured
grid whose unit cell includes the center cell with zero
velocity and the 12 minor-diagonal neighbor links (the six
axial and eight major-diagonal links are not used). For a
node r at time t, the macroscopic fluid density, �ðr; tÞ, and
velocity, uðr; tÞ, are computed from the velocity distribu-
tions as follows:

� ¼
X
i

fi u ¼ 1

�

X
i

fiei: ð9Þ

In SRTLBM, the Bhatnager, Gross, Krook (BGK) model is
usually used to represent the particle collisions [26]. The
BGK model represents collisions as a statistical redistribu-
tion of momentum, which locally drives the system toward
equilibrium while conserving mass and momentum. In
terms of this model, the Boltzmann dynamics can be
represented as a two-step process of collision and ballistic
streaming:

fiðr; tþÞ ¼ fiðr; tÞ �
1

�
ðfiðr; tÞ � feqi ð�;uÞÞ; ð10Þ

fiðrþ ei; tþ 1Þ ¼ fiðr; tþÞ: ð11Þ

In these equations, r locates a node of the lattice and
fiðr; tþÞ denotes the postcollision distribution. The distribu-
tion denoted as feqi represents a local equilibrium distribu-
tion whose value depends only on conserved quantities—
mass � and momentum �u. Finally, the constant �
represents the relaxation time scale that determines the
viscosity of the flow.

MRTLBM is a newer version of LBM developed by
d’Humiéres et al. [5]. This collision model abandons
SRTLBM to achieve better numerical stability and greater
flexibility in selecting the transport coefficients. The
essential idea is to make a change of basis from phase
space (i.e., the space of the distributions fi) to the space of
hydrodynamic moments (i.e., density, momentum, energy,
etc.) and to perform the collision step in the latter space. As
in the BGK model, collisions are implemented via a
relaxation, but in the moment space, each moment is
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terrain with its temperature texture rendered in color over the terrain.

Fig. 5. The D3Q13 lattice geometry. The particle distribution fi is

associated with the link corresponding to the ei velocity vector.



allowed to relax individually. Although the relaxation rates
are not all independent, the additional flexibility allows one
to maneuver the model into regions of higher stability while
decoupling some of the transport coefficients. After relaxa-
tion, the inverse transformation is applied to return to phase
space where streaming, boundary update rules, and
additional microphysics are implemented as before.

Mathematically, the change of basis from the space of
distributions to the space of moments is given by:

jmi ¼Mjfi; jfi ¼M�1jmi; ð12Þ
jfi ¼ ðf0; f1; . . . ; f12ÞT ; ð13Þ
jmi ¼ ðm0;m1; . . . ;m12ÞT ; ð14Þ

where T denotes the transpose. Each of the 13 moments
fmijði ¼ 0; 1; . . . ; 12Þg has a physical meaning. For example,
m0 is the mass density �, m1;2;3 are the components of the
momentum vector j, m4 is the energy, and the other higher
order moments are components of the stress tensor and
other high order tensors. The rows of the matrix M relate
the distributions to the moments. For example, since
� ¼

P
i fi, the first row of M consists of all ones. Although

the values of the distributions and the moments vary over
the nodes of the lattice, the matrix M is simply constant for
a given lattice.

In MRTLBM, the two step process of collision and
streaming becomes:

jfðr; tþÞi ¼ jfðr; tÞi �M�1S½jmðr; tÞi � jmeqðr; tÞi�; ð15Þ
jfðrþ ei; tþ 1Þi ¼ jfðr; tþÞi: ð16Þ

The components of the vector jmeqi are the local equilibrium
values of the moments. Among them, the mass density and
the momentum (m0 to m4) are conserved. Expressions for
the nonconserved moments depend only on local values of
the conserved moments [14]. The matrix S in the collision
equation is a diagonal matrix whose elements are the
relaxation rates, fsijði ¼ 0; 1; . . . ; 12Þg. Their values are
directly related to the kinematic shear and bulk viscosities,
� and �, respectively:

� ¼ 1

2

1

s6
� 1

2

� �
; ð17Þ

� ¼ 2

3
� �c2

s0

� �
1

s5
� 1

2

� �
; ð18Þ

where � is the specific heat and cs0 is the isothermal speed
of sound. The user has the freedom to choose the flow
parameters to define characteristics of the fluid being
modeled. This choice then determines the relaxation rates.

MRTLBM can also accommodate a body force due to
gravity or some other external field. This is implemented
by adding the force F to the momentum, j0 ¼ jþ F	t
(typically, 	t ¼ 1). In practice, for stability, the force term
is executed in two steps, one-half before the relaxation
step and one-half after.

Note that SRTLBM can be seen as a special case of
MRTLBM associated with a specific choice of parameter
values in the equilibria of the moments so that only one
single relaxation rate, 1=� , remains free. Although
MRTLBM requires somewhat more computation compared

to SRTLBM, much of the computational cost can be
ameliorated by adopting a simpler lattice such as the
D3Q13, which is made useable by the improved stability of
the MRTLBM. Yet, MRTLBM retains the parallelizability of
SRTLBM.

4.2 Coupling Advection-Diffusion Temperature

To capture thermal effects, temperature is coupled to
MRTLBM through the energy moment that the model
exposes. For the D3Q13 lattice, the energy equilibrium is
modified as

meq
4 ¼ n1ðc2

s0 � n2Þ�þ n3ðn4 � �Þj � jþ q1T: ð19Þ

The new variables in (19) are the temperature T and its
constant coupling coefficient q1. The parameters, n1 to n4,
are constants and their values are determined by linear
stability analysis [14]. The heat transfer here is modeled
separately with a standard advection-diffusion equation,
giving rise to our HTLBM as

@tT þ u � rT ¼ 
�T þ q2ð� � 1Þc2
s0r � u; ð20Þ

where 
 is the thermal diffusivity of the fluid and q2 is
another constant coupling coefficient. This equation is
solved with the following finite-difference equation:

T ðr; tþ 1Þ � T ðr; tÞ ¼ � j � r�T þ 
��T

þ q2ð� � 1Þ � c2
s0r� � j;

ð21Þ

where � denotes the corresponding finite-difference opera-
tors. The density is conserved and can be treated as a
constant. By setting � ¼ 1 in HTLBM, the velocity u can be
replaced by the momentum j. Since (20) has no direct
relation with the computation of HTLBM, the thermal
model can be replaced by any plausible thermal model.
However, for stability, the stencils of the finite difference
operators must respect the symmetry of the lattice. Because
the LBM is an explicit fluid solver, here, we adopted the
simple and explicit solver for the temperature evolution
(21), which uses the same small time step and lattice
spacing as in the LBM. Thus, it can be easily accelerated on
parallel machines with the LBM to achieve fast perfor-
mance. In our simulation, both the LBM and the tempera-
ture evolution have the limitation that they can only model
flows with low Mach number. This means that the velocity
of the flow should be small compared to the speed of sound.
However, the air flows in the shimmering and mirage
generally satisfy this requirement.

In some numerical methods [3], [6], [9], the temperature
evolution is modeled and applied to the flow dynamics as a
buoyancy force, which is based on the Boussinesq approx-
imation and the coupling parameters are usually chosen
manually. Our HTLBM can also easily include the body
forces, however, we instead couple the temperature effect
as an energy term, and the coupling parameters are
computed by the physically-based linear analysis [14].
Therefore, our method can be extended to situations where
the Boussinesq approximation is not satisfied, including the
case when temperature-dependent transport coefficients are
used. Second, unlike previous methods, ours has a viscous
dissipation term in the temperature evolution equation (the
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last term in (20)). This term is set to zero for incompressible
flows. The HTLBM we used simulates weakly compressible
NS equations. Therefore, we include this term which, in
practice, plays an important role in generating the shim-
mering effects.

Fig. 6 illustrates the temperature propagation effects
from a hot bagel. Fig. 6a shows the temperature distribution
surrounding the bagel. The color varies from red to green to
blue as the temperature varies from high to medium to low.
Fig. 6b shows the streamlines of the flow generated by the
temperature variation on a cutting plane.

4.3 Boundary Conditions

Interactions between an LBM flow field and an immersed
object result from the exchange of momentum at their
shared boundaries. The treatment of boundary conditions
in LBM has been discussed in our previous work. In
HTLBM, boundary conditions are also handled in the
discrete velocity space. We implemented periodic, out-flow
and bounce-back conditions [26] for the surrounding walls
of the simulation space, as well as improved bounce-back
rules for curved, moving, no-slip boundaries [18] for the
inside objects.

For modeling thermal flow dynamics, heat exchange at
boundaries is considered as thermal boundary conditions. In
solving the temperature evolution equation (20), the walls of
the computational volume are treated via the adiabatical
thermal boundary condition @n̂T ¼ 0, where n̂ defines the
unit normal outward. To implement this, the temperature is
computed on the same lattice in two steps. First, the
advection-diffusion equation is solved for interior nodes of
the lattice, then the adiabatical condition is applied for the
walls. For heat source objects inside the volume, we apply the
algorithm described in Section 3 to set the temperature of the
nodes close to the object surfaces. This represents another
type of the thermal boundary condition in (20).

4.4 Computational Procedure

To recapitulate, the computation procedure for our HTLBM
simulations involves the following series of steps:

0. Initialize HTLBM with correct initial conditions and
boundary conditions.

1. Perform streaming (16) of fi for i ¼ 0 . . . 12.
2. Transform to moment space mi, for i ¼ 0 . . . 12.
3. Add half of the body forces, j0 ¼ jþ 1

2 F, to m1;2;3.
4. Compute the heat transfer and solve (21) for one

step.
5. Perform collision (15), incorporating the value of T

to m4 (19).

6. Add another half of the body forces, j00 ¼ j0 þ 1
2 F, to

m1;2;3.
7. Transform back from mi to fi, for i ¼ 0 . . . 12.
8. Apply air flow boundary conditions and thermal

boundary conditions.
9. Return to Step 1.

The momentum j0 provides the flow velocity that is the output
at each step. The heat transfer computation in Step 4 is
computed in parallel with the LBM, and is coupled at Step 5.

5 NONLINEAR RAY TRACING

The temperature variation resulting from the interaction
between the heat sources and the surrounding air is
computed from the method described above. The changes
in the index of refraction of the air are attributed to such
temperature variation. Refraction, which produces the
shimmering phenomena, occurs when light rays cross the
interface between regions that have different indices of
refraction. The relation between the angle of incidence �1

and the angle of refraction �2 is described by Snell’s Law:

n1

n2
¼ sin �2

sin �1
; ð22Þ

where n1 and n2 are the corresponding indices of refraction
of the two materials, and the incident ray and the refracted
ray stay in the same plane.

For air, the dependence of the index of refraction on
temperature and pressure can be empirically described by
the following equation [16]:

n ¼ c1 � Pa � ð1:0þ Pa � ð60:1� 0:972 � T Þ � 10�10Þ
1:0þ c2 � T

; ð23Þ

where c1 ¼ 0:0000104, c2 ¼ 0:00366, and n is the index of
refraction of air. The constant pressure of the air, Pa, is
measured in Pascal and the temperature, T , in Celsius.

A light ray traverses the temperature volume with a
small step size. At each step, we calculate the gradient of the
temperature field by trilinear interpolation at the hit point,
which defines the normal N of the interface. Then, the index
of refraction is determined by (23). By bending the light ray
using Snell’s Law (22), the new resulting ray direction is
obtained, and the ray is traversed to the next hit point.
When bending the ray, total reflection may occur, which
causes a mirage. Our algorithm includes this situation:
When calculating �2 in (22), if j sin �2j > 1, total reflection
occurs. As a consequence, the ray direction is changed to
the total reflection direction at the point. Therefore, the
effects of a mirage are naturally included in our model.

A heat source object is voxelized and each voxel is
assigned a segmentation flag: inside or outside. For each
ray, if a sampling point is inside the object, the nonlinear
ray tracing stops and returns the color of the object texture.

6 HARDWARE ACCELERATION

An attractive feature of our model is that the computation is
inherently local and explicitly parallel. This feature allows
us to accelerate our simulation on a low-cost SIMD
processor (GPU) and achieve a performance of several
frames per second. Using the GPU for general-purpose
computation (GPGPU) has become an active field [20]. For

ZHAO ET AL.: VISUAL SIMULATION OF HEAT SHIMMERING AND MIRAGE 185

Fig. 6. Hot bagel. (a) Temperature distribution surrounding the bagel.

(b) Streamlines of the flow on a cutting plane.



fluid simulation, researchers [2], [11], [13] have used the
GPU to implicitly solve the NS equations by ways of finite
difference methods, which iteratively solve linear systems
with Jacobi, Gaussian-Seidel, conjugate gradient, or multi-
grid methods. While achieving interactive performance for
2D flows or simple 3D flows, these methods have not solved
complicated 3D flow simulations with complex inside
objects. Our model, which is based on the local lattice
operations, is naturally suitable for GPU acceleration with
its data parallelism and locality in memory access.

To implement the HTLBM computation on the GPU, we
encode the lattice data as colors and pack them into texture
atlases. The lattice operations described in Section 4.4,
which update the lattice data based on neighboring
attributes, are implemented in fragment programs. For
each data element, the fragment programs retrieve appro-
priate information from the local region, then compute and
update with the new values. This procedure is similar to
what Li et al. [15] have proposed for the GPU-mapping of
the SRTLBM computations. A similar technique also applies
for the GPU implementation of the computations related to
the temperature distribution on heat source objects as well
as for the heat transfer from the heat sources to the air.
However, because these computations are only necessary
for the regions surrounding the objects, we can save storage
and computation time by defining bounding boxes around
the objects and only execute heat transfer computations
within these regions.

For rendering, we have also implemented on the GPU
the procedures required for the nonlinear ray tracing
through the temperature volume. By executing the whole
simulation cycle (including both computation and render-
ing) on the GPU, we do not need to read data from the GPU,
which could be a major bottleneck. For every image pixel, a
ray is shot from the eye to its position. The information of
all rays is stored in a 2D texture (each texel corresponds to
one ray) and is processed by a fragment program. On
current GPUs, the Shader Model 3.0 allows loops, dynamic
branching, and program lengths of up to 65,535 instruc-
tions. Using these facilities, we are able to use only a single
pass of fragment processing to iteratively forward the rays
and compute their refractions until they terminate. This
allows for a much easier GPU implementation than the
previous GPU-based nonlinear raycaster [29] which re-
quired multiple rendering passes.

In Table 1, we report the performance of our GPU-
accelerated simulation for the desert scene in Fig. 7, timed
on an nVidia GeForce 6800 Ultra. The 3D simulation lattice
size is 50� 50� 50, which is moderate for GPU implemen-
tation of both simulation and rendering. To reduce the
possible low frequency artifacts, a higher resolution lattice
may be adopted for the simulation. However, it will

consume a great amount of computational resources (some-
times unbearable for the texture memory on the GPU) to
create more visual details and, hence, cannot fulfill the
performance requirement. A multiresolution LBM simula-
tion method may be adopted to optimize the use of
resources, which will be implemented in our future work.
The numerical model requires 62þ 10 ms for each time-
step. For rendering an image of 400� 400 pixels, with the
step size set to 1.0, our GPU-based nonlinear ray-casting
takes 104 ms for each frame. The total time for one
combined step of modeling and rendering is 176 ms,
resulting in a 5.7 frames per second animation. For
comparison, we list in Table 1 the time for the same
computation implemented on one 3.0GHz Pentium Xeon
CPU with 1GB Memory.

7 RESULTS

We have applied our heat evolution computation and
nonlinear ray tracing methods in several example scenarios.
To better illustrate our methods, we have generated the
visual results from the beginning of the heat transfer from
the heat sources to the air. Therefore, the shimmering has a
startup stage with a dramatic heat spreading trace and
strong trembling effect before reaching a steady state with
only a moderate trembling effect. The startup stage is not
easily observed in the real world due to the more typical
gradual heat build-up. Our animation speeds up this build-
up procedure and allows the visualization of the interesting
behavior of shimmering at both stages.

Fig. 7 illustrates the shimmering effects easily observed in
a desert on a sunny day. The ground is heated up rapidly by
the sun and the heat rises to the air. Due to the nonuniform
and dynamic distribution of the air temperature, the back-
ground landscape appears distorted to the observer. In
Fig. 7b, and in the corresponding zoom-in view in Fig. 7d,
heat comes up from the ground and shimmering is clearly
visible on the bush at the center of the scene. Shimmering
phenomena can also be observed above a truck hood due to
the engine heat. Such an effect is illustrated in Figs. 8a, 8b, and
8c, where one can see the distorted road and hill in the
background, especially in the zoom-in view of Fig. 8d.
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TABLE 1
Per Step Modeling and Rendering Time (in Milliseconds)

and Frames per Second (FPS) for the CPU, GPU,
and the GPU/CPU Speedup Factor

Fig. 7. Desert shimmering: (a) original scene, (b) heat shimmering,

(c) zoom-in view of (a), and (d) zoom-in view of (b).



One of the benefits of our method is that an arbitrarily-
shaped heat source can be embedded inside the thermal
flow modeling volume. In Fig. 9, we model a hot bagel just
unloaded from an oven. It transfers the heat to the ambient
air and generates a special shimmering effect. In Fig. 9b, the
bagel begins to spread heat upwards and distortion of the
wall behind it is visible. The distortion rises with the heat,
as shown in Fig. 9c. Our method uses the HTLBM to model
flow dynamics, thus, wind can be incorporated into our
example. In Fig. 9d, the shimmering is affected by a wind
blowing from the right.

Mirage occurs when some rays are bent by total
reflection, a situation which is handled naturally in our
algorithm. In Fig. 10, comparing with a static desert scene
(Fig. 10a), a phantom body of water appears in the desert
with shimmering (Fig. 10b) and may become larger
(Fig. 10c). In Fig. 11, we compare a real photo with our
mirage effect. Fig. 11a is a real photo taken in Finland.
Fig. 11b shows an original synthetic scene with no mirage.
Using it as the background and starting our simulation, the
mirage effect similar to the real photo (of Fig. 11a) appears,
as shown in Fig. 11c.

As a lattice-based method, the LBM simulation suffers
from the same problem as other Eulerian methods—the
accuracy of the simulation depends on the size of the
simulation grid. Low frequency noise may appear in a low-
resolution simulation which is required in order to achieve
interactive simulation speed. This problem can be overcome
by using a high-resolution simulation lattice at the expense
of performance. Alternatively, without compromising the
simulation performance, high frequency small-scale details
can be added to the temperature volume that is used for
rendering, thereby, reducing the low frequency artifacts.

8 CONCLUSIONS

We have described a physically-based solution for simulating
and animating heat shimmering and mirage phenomena. It
allowed us to physically model one of the most important
heat exchange scenarios: between arbitrarily shaped heat
objects and the surrounding air. The temperature distribution
on the heat source is defined by a temperature texture. We
have further implemented a hybrid thermal LBM method to
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Fig. 8. Shimmering from a truck hood due to the engine heat. (a) Original scene, (b) heat starts to emanate from the hood, resulting in a distorted

background, (c) heat shimmering rises, and (d) zoom-in view of (b).

Fig. 9. Shimmering from a hot bagel. (a) Original scene, (b) heat starts to emanate from the bagel, resulting in a distorted wall behind it, (c) heat

shimmering rises, and (d) wind blowing from the right.

Fig. 10. Mirage in a desert. (a) Original scene, (b) a phantom body of water appears, and (c) water area becomes larger.



simulate the thermal flow dynamics. By these means, we have
modeled and animated the heat evolution that occurs in the
real world using a physically-based approach. The tempera-
ture variation affects the trajectory of light rays, which
generates the shimmering and mirage phenomena. We have
introduced a nonlinear ray tracing method to render the
visual results of these phenomena. Interactive performance
has been obtained by implementing both the simulation and
rendering on the GPU.

Our method provides a framework for modelling the
thermal interaction between heat sources, objects, and the
thermal flow. In the future, we will extend our framework
to simulate other thermal flow phenomena (melting,
dissolving, boiling, etc.) by incorporating object deforma-
tion, morphing, and phase-changing.
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