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ABSTRACT 
Stuttering is a speech disorder which impacts the personal and 
professional lives of millions of people worldwide. To save them-
selves from stigma and discrimination, people who stutter (PWS) 
may adopt different strategies to conceal their stuttering. One of 
the common strategies is word substitution where an individual 
avoids saying a word they might stutter on and use an alternative 
instead. This process itself can cause stress and add more burden. 
In this work, we present Fluent, an AI augmented writing tool 
which assists PWS in writing scripts which they can speak more 
fluently. Fluent embodies a novel active learning based method of 
identifying words an individual might struggle pronouncing. Such 
words are highlighted in the interface. On hovering over any such 
word, Fluent presents a set of alternative words which have similar 
meaning but are easier to speak. The user is free to accept or ignore 
these suggestions. Based on such user interaction (feedback), Fluent 
continuously evolves its classifier to better suit the personalized 
needs of each user. We evaluated our tool by measuring its ability 
to identify difficult words for 10 simulated users. We found that our 
tool can identify difficult words with a mean accuracy of over 80% 
in under 20 interactions and it keeps improving with more feedback. 
Our tool can be beneficial for certain important life situations like 
giving a talk, presentation, etc. The source code for this tool has 
been made publicly accessible at github.com/bhavyaghai/Fluent. 

CCS CONCEPTS 
• Social and professional topics → People with disabilities; 
• Human-centered computing → Interactive systems and 
tools; • Computing methodologies → Active learning set-
tings. 
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1 INTRODUCTION 
Stuttering or Stammering is a speech disorder which is generally 
characterized by disfluencies like part-word repetitions eg. "I w-w-
w-want a drink", prolonging a sound eg. "Ssssssssam is nice", blocks 
eg. "I want a (pause) cookie", etc.[1]. Possible causes of Stuttering in-
clude Family history, differences in how brain works during speech, 
etc. According to American Speech-Language-Hearing Association 
(ASHA), more than 70 million people worldwide stutter[1]. It is 
found in all parts of the world and impacts people across culture, 
race, sex, age, ethnicity, etc. [4, 23, 70]. 

Stammering can have a profound negative impact on the per-
sonal and professional life of people who stutter (PWS). On the 
personal front, it can cause anxiety, frustration, embarrassment 
and public stigma[45]. The general public has a less positive view 
of such people[28] and they might face discrimination and social 
devaluation[6]. On the professional front, such individuals might 
be perceived as less capable than their peers who do not stutter. For 
example, physicians who stutter are perceived to be more afraid, 
tense, nervous and to be less mature, intelligent and competent than 
their peers who do not stutter[53]. Similarly, lawyers are perceived 
as less educated, competent and intelligent than their peers who 
do not stutter [54]. Also, 85% of employers think that stuttering de-
creases employability; and only 9% of employers think that people 
who stutter should be hired in a situation when two applicants are 
equally qualified [35]. Moreover, such individuals can also develop 
negative attitudes towards themselves [7]. 

Speech therapy can be an effective tool for handling or living 
with stuttering. Multiple studies have corroborated the overall posi-
tive impact of stuttering treatment on an individual[25, 68]. Having 
said that, there is no known cure for stuttering[32]. Moreover, ac-
cess to speech therapy can be limited[63] and it might be associated 
with blaming and shaming[16]. As a result, many adults who stutter 
will continue to do so for their entire lives. 

Adults who stutter are likely to have been living with their 
stuttering since childhood. As a person gets older, they become 
more conscious of their situation and learn to anticipate stuttering 
moments better (also known as anticipation effect)[21]. When an 
individual anticipates stuttering, they use different strategies to 
hide their condition which are known as Avoidance behaviours. This 
may include using fillers (e.g. ‘um’, ‘like’), changing the feared word 
with its synonym (substitution), talk around the feared word (cir-
cumlocution), etc. Research has shown that avoidance behaviours 
are common among PWS[42] and all people who stutter use such 
strategies to some degree[56]. It should be noted that avoidance be-
haviours such as word substitution doesn’t improve the underlying 
condition and can even have some negative effects[5, 8]. However, 
such tactics can help conceal stuttering with little or no observable 
disfluency. This might save a person from embarrassment, stress, 
etc. in professional settings like giving a talk, presentation, or in 
personal settings like dating, etc. [12]. 
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Figure 1: Visual Interface of Fluent. Words highlighted in blue are the ones which the user might find difficult to pronounce. 
Hovering over such words presents a set of alternatives (including Ignore option) which have similar meaning but might be 
easier to pronounce. In the above picture, the user hovers over the word ‘country’ and the tool presents a set of alternatives 
namely, nation, state, commonwealth, area, etc. Buttons on the top right corner allows the user to provide explicit feedback 
(Refine Model) and provide a set of words which they find easy/difficult to pronounce (Preferences). 

A recent study based on a large diverse set of PWS found that 
the goal of the majority of the participants (69.5%) is to ‘not stutter’ 
(hide stuttering) vs ‘stuttering openly’ while speaking[59]. One 
of the factors which may impact the likelihood of stuttering is 
phonological patterns[26]. In other words, PWS are likely to stutter 
on some words more than others. To prevent oneself from stuttering, 
one has to identify which words they might struggle with and then 
think of a way to manage it. This process itself can take time, effort 
and can cause additional stress [44]. In this work, we leverage recent 
advancements in AI such as phonetic embeddings to reduce this 
burden and help PWS hide their stuttering. 

We present Fluent, a novel machine in the loop writing tool for 
assisting PWS with writing scripts, which they can speak more 
fluently (minimize the number of stuttering events). Given a piece 
of text, our tool helps identify words that a person might struggle 
pronouncing (trigger words). Such words are highlighted in the user 
interface in real time. For each of such words, our tool provides a set 
of alternatives which have similar meaning but might be easier to 
pronounce. The user can simply hover over any of the highlighted 
words to choose from the set of alternatives (see Figure 1). Since 
each user can have different requirements, our tool evolves itself 
via user feedback to provide better personalized support over time. 
Fluent can be used for writing speeches, scripts, dialogues which 
might be used by anchors, politicians, actors, etc. This might not 
only save time but also enhance their confidence and ultimately 
impact their performance. The primary contributions of this work 
are as follows:-

• We devise a novel method to identify words an individual 
might struggle pronouncing. 

• We design and implement a new writing tool ‘Fluent’ which 
embodies our approach to identify trigger words and sug-
gests suitable alternatives. 

• We evaluate our system by measuring its ability to identify 
trigger words for 10 simulated users. 

2 BACKGROUND AND RELATED WORK 
2.1 AI for Stuttering 
Existing literature at the intersection of AI and stuttering focuses on 
building machine learning systems to identify and classify different 
types of disfluencies like Blocks, Prolongations[17], Sound Repeti-
tions [47], Interjections, etc. in speech utterances[9]. Such systems 
are typically trained on speech samples which are annotated for 
different kinds of disfluencies [2, 17, 18, 36, 57]. Other approaches 
have leveraged data based on facial muscle movements[13], breath-
ing patterns[64], brain activity[30], etc. The goal of such systems is 
to assist SLPs during the stuttering assessment phase. During the 
assessment phase, the SLP counts the number and type of stuttering 
events in speech. This process can be tedious and subjective [37]. 
Automated ML systems can perform this task and help save time 
while providing objective results. 

Overall, this promising space seems under-explored as a lot of 
the work in this area pivots around a single problem i.e., stuttering 
detection. In this work, we have taken a different route of develop-
ing assistive writing technology for PWS by leveraging AI based 
methods. Unlike previous work, our system relies on self reported 
textual data to learn more granular phonetic patterns that an indi-
vidual might struggle pronouncing. Moreover, our system utilizes 
user feedback to provide more personalized feedback. 

2.2 AI based Writing Tools 
The landscape of AI based writing tools typically comprises of 
Natural language processing (NLP) based software systems aimed 
at improving productivity[10], creativity[20], inclusion[58], etc. 
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Figure 2: Workflow of Fluent 

Grammarly[33] is a popular AI writing assistant which provides 
real time suggestions for fixing grammatical errors, improved word 
choice, refining tone, etc. Textio[58] is another AI powered writing 
tool which helps with hiring content. It suggests word level changes 
for writing inclusive and effective job descriptions. Similarly, there 
are other tools meant for a specialized task or audience. For example, 
FLOW [10] is an interactive writing assistant for people who learn 
english as a foreign language, Creative Help[48] and LISA[49] help 
with story writing, SWAN [34] helps with scientific writing, etc. 

There has been some research on developing smart authoring 
tools for people with special needs. For example, Wu et al.[67] 
developed a writing tool powered by Neural Machine Translation 
model to empower people with Dyslexia. There are also writing 
tools meant for people with visual impairments[24, 65], Sign Lan-
guage Users[29], etc. However, little to no attention has been paid 
towards people with speech disorders. In this paper, we have taken 
a small step to fill this gap by developing the first smart writing 
tool for people who stutter (PWS). 

2.3 Active Learning 
Supervised machine learning (ML) models require large amounts 
of labeled training data to provide good results. In many ML set-
tings, unlabeled data points are abundant but labeling them can be 
time consuming and expensive[69]. For such cases, Active learning 
(AL) serves as a viable learning paradigm as it focuses on training 
effective ML models using minimum number of labeled training 
instances[50]. AL achieves this by intelligently selecting data sam-
ples from a pool of unlabeled data which are then labeled by the 
oracle (e.g., a human annotator)[38]. The ML model is retrained 
iteratively for every new set of labeled data points as they come in. 
This process continues for a predefined number of iterations or until 
the annotation budget lasts[3]. Here, the data points can be selected 
using different sampling strategies like Uncertainty sampling[38], 
Query by committee sampling[19, 52], Hierarchical sampling[14], 
QUIRE[27], etc. Active learning has been found to work well for dif-
ferent applications[22, 46] including Text classification[61], Named 
entity recognition[11], etc. However, it comes with its own set of 
practical challenges[31, 51]. Research has shown that its benefits 
mightn’t generalize reliably across models and tasks[39]. In this 
work, we are trying to leverage AL in the context of stuttering. More 

specifically, we are investigating if AL can help learn the unique 
phonetic patterns that an individual might struggle pronouncing. 

3 FLUENT 
3.1 Design Goals 
We have identified the following design goals based on the existing 
literature on stuttering, interactive systems[66] and the personal 
experiences of an author of this paper who stutters: 
G1. Identify Difficult words: Given a piece of text, our tool 

should identify words which a given individual might find 
hard to pronounce. Here, each individual might struggle 
with different sounds, syllables, etc. Our goal is to build a 
generic tool which can learn the individual requirements of 
each user to provide personalized support. 

G2. Alternatives: Given a word which might be hard to pro-
nounce, our tool should provide a set of alternatives which 
have similar meaning and can can be easily pronounced by 
the individual it is targeted to. 

G3. Interface Design: The Interface should be designed such 
that it is easy to latch onto (intuitive), accessible and should 
shield the user from underlying technical details (minimalist). 
It should provide the desired functionality while ensuring 
minimal lags to ensure smooth user experience. 

3.2 Identifying Difficult to Pronounce Words 
An intuitive solution to classify words based on their pronunciation 
can be to use acoustic word embeddings. Such embeddings provide 
a fixed vector representation for a given speech signal. However, we 
might get different embeddings for the same word pronounced by 
people from different gender, age, accent, etc.[62] Moreover, dealing 
with sound can be more computationally expensive (defeating G3). 
So, we used Phonetic embeddings[43] based on CMU dictionary 
which is independent of speaker bias. Phonetic embeddings map 
each word to its corresponding vector representation based on the 
constituting phonemes. Words with similar pronunciation will be 
closer to each other in the embedding space. 

In the beginning, the user is asked to list a set of atleast 5 words 
which they find easy and difficult to pronounce respectively (see Fig. 
3). The larger the number of words, the better. Such words are also 
referred as seed words (see Figure 2). Here, we are expecting the 
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Figure 3: User Preferences. The user can provide details on 
which words they find easy/difficult to pronounce. 

user to have a certain level of self awareness about their condition. 
Each word in either lists is mapped to its corresponding phonetic 
embedding[43]. Thereafter, we train an off the shelf binary SVM 
model (Active learner) to classify between easy and difficult words. 
For a given word, this trained model returns a numerical score 
between 0 and 1 which represents the likelihood that the word is 
hard to pronounce. We use this classifier over each word in the 
text editor and highlight words whose probability of being difficult 
is greater than a threshold. By default, the threshold value is 0.7. 
The user is free to change this threshold. Higher threshold might 
result in more false negatives and lower threshold might lead to 
more false positives. Here, we have used spacy1 based tokenizer to 
extract words from the raw text in the interface. 

3.3 Adapting to Personalized needs 
Initial classification model trained over few training instances can 
be suboptimal. To refine the model further and better adapt to 
personalized needs, we utilize explicit and implicit feedback from 
the user. Implicit feedback is gathered based on which option is 
selected from the dropdown menu on hovering over a highlighted 
word. If the user chooses the ‘Ignore’ option, we add the highlighted 
word to our list of easy words. Otherwise, we add it to the list of 
hard words and add the alternative word chosen to the easy list. 
Thereafter, we retrain the model over the updated word lists. 

For explicit feedback, we ask the user to indicate if a specific word 
is difficult or not (see Figure 4). Here, the chosen word is selected 
from the pool of all unlabeled words in the phonetic embedding 
about which the current SVM model is most uncertain about. More 
specifically, we use entropy based uncertainty sampling[50] to se-
lect the next word. Based on the user provided label, the word is 
added to an existing list of easy or hard words. Thereafter, the 
model is retrained based on the updated word lists and the next 
word with highest predictive uncertainty is chosen. This iterative 
process might lead to fast convergence of the SVM model while 
requiring minimum number of labeled instances. 

1https://spacy.io/ 

Figure 4: Explicit Feedback: Query for refining Active learn-
ing classifier 

3.4 Finding Alternative Words 
To find suitable alternatives for a given word, we first generate a 
list of words which have similar meaning. Thereafter, we discard 
those synonyms which might be difficult to say as per the current 
SVM classifier. One possible option to generate synonyms is using 
online dictionaries like Thesaurus. Such dictionaries provide high 
quality synonyms but are limited in their coverage i.e., they don’t 
provide synonyms for lots of words. Other possible approach is 
to use nearest neighbours as synonyms in word embeddings like 
word2vec[40]. This approach provides broad coverage but the qual-
ity of synonyms suffer. In the work, we have used DataMuse API2 

which uses multiple online dictionaries, WordNet, Word2Vec and 
other databases to yield good quality synonyms for most words. 
Moreover, we identify words which represent names, places, dates, 
etc. using Named Entity Recognition from the spacy1 package. Our 
tool just highlights such words and leaves it to the user to deal with 
such cases; it doesn’t generate alternatives for such words. 

3.5 Interface Design 
Fluent is implemented as a web application using python based 
web framework Flask. The visual interface (see Fig.1) is built using 
javascript based open source library Summernote. This makes Flu-
ent easily accessible using a web browser across different platforms 
without needing any third party software or specialized computing 
resources. The default visual interface is designed to look like a 
generic rich text editor. Additional features pertaining to stuttering 
popup only upon clicking buttons on the top right of the interface. 
This is to ensure easy flow of ideas without getting distracted by too 
many options. For highlighting a word, we took inspiration from 
popular writing tools like Textio[58] which also uses a different 
background color to highlight a word. To display the set of alter-
native words, we have used a popup mechanism populated with 
alternatives which appears right below the word being hovered 
over. Such a design choice is implemented to mimic spell checkers 
and other tools like Grammarly[33] which most people might have 
interacted with at some point. This might help users to quickly 
latch on to our interface without needing additional training. 

4 EVALUATION 
We evaluate our system in term of its ability to identify trigger 
words for 10 hypothetical users who interact with the system in a 
specific manner. 

User Profiles. We intended to evaluate our system on a diverse 
set of realistic user profiles with varying degrees of stuttering. 

2https://www.datamuse.com/api/ 

https://www.datamuse.com/api/
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Figure 5: Plots showing the mean values for Accuracy, Precision & F1 Score for 10 simulated users across 500 interactions. 

So, we modeled 4 different user profiles based on self reported 
data from stuttering communities on facebook/reddit and one from 
the personal experiences of an author of this paper who stutters. 
Here, each user profile is defined by a phonetic pattern that they 
find difficult to pronounce and their corresponding seed words 
(see Supplementary material). For example, User 1 struggles to 
pronounce words which start with a consonant followed by a ‘r’ 
sound. To model severe stuttering for the last 5 profiles, we used 
a combination of two or three phonetic patterns from the top 5 
profiles. For example, User 10 struggles with 3 phonetic patterns i.e., 
words starting with ‘st’ or ‘fl’, words with ‘r’ or ‘l’ letter at second 
place and words with ‘sc’ or ‘ch’ sound anywhere in the word. 

Data. We used 2467 TED talks transcripts3 data which con-
tains 57k unique words to evaluate our tool. We computed the 
ground truth (true label) for each word across all users based on 
their respective phonetic pattern. For each unique word, we got 10 
binary labels corresponding to each user. With the ground truth 
available, we split the 57k words into train and test data in the 
ration 75:25. We evaluate our classifier on how well it can predict 
the true label for the test data. 

Simulation. At the beginning, each user provides 5 easy and 5 
difficult words based on their unique condition. We train a SVM 
classifier based on these words. Thereafter, we have simulated two 
scenarios where the user provides only explicit or implicit feedback. 
This is to investigate how well each feedback mechanism works in-
dividually and relative to each other. In reality, a user can choose to 
provide both forms of feedback. For reference, we have also added 
a third scenario where we label words randomly. To simulate each 
interaction for the implicit feedback scenario (confidence threshold 
= 0.1.), each user searches for the first highlighted word among 
the TED dataset and interacts with it. Here, the user chooses the 
‘Ignore’ option if the highlighted word is a false positive. Other-
wise, the user chooses the first alternative suggested by the system. 
For explicit feedback, we assume that each user will provide the 
correct response for all queries. After each explicit/implicit feed-
back (interaction), word lists are updated and the model is retrained. 
Thereafter, we measure metrics like precision, accuracy and f1 score 
corresponding to each user over the test dataset. Higher values for 
such metrics indicates better personalized support. 

Results. Figure 5 shows the mean scores for accuracy, precision 
and F1 score for 10 users across 500 interactions. We can see an 
overall positive trend for both forms of feedback across different 
3Dataset link: https://www.kaggle.com/rounakbanik/ted-talks?select=transcripts.csv 

metrics. In under 20 interactions, the classifier reached a mean accu-
racy of over 80% for both forms of feedback (random classifier will 
yield 50%). This shows that both forms of feedback are effective in 
enhancing the performance of our classifier. It is interesting to ob-
serve that explicit feedback is more effective than implicit feedback 
and random labeling across different metrics. It should be noted 
that an implicit feedback can potentially add two data points (if the 
highlighted was actually a trigger word) compared to a single data 
point for explicit feedback per interaction. This suggests that active 
learning can significantly accelerate the learning process in the con-
text of stuttering. So, it is advisable that the user provides explicit 
feedback whenever possible to accelerate the learning process. 

Implicit feedback might be a bit slower but it may be a more 
natural and non-intrusive way to provide feedback. To help users 
choose a threshold wisely (see Figure 3), we explored the relation 
between confidence threshold and F1 score for the implicit feedback 
scenario (see Figure 6). Our experiment suggests that F1 score 
can vary significantly for different threshold values and a lower 
threshold might generally yield higher F1 score. 

Overall, our experiments demonstrate that our approach of us-
ing phonetic embeddings combined with active learning provides 
promising results. Our tool can effectively learn the personalized 
needs of different users within a short span of time. 

5 DISCUSSION, LIMITATIONS AND FUTURE 
WORK 

Intended Use. Fluent is designed to assist PWS get through cer-
tain important life situations like giving a talk. In the process, it 
might make the person more self-aware about their condition by 
helping them discover trigger words which they were previously 
unaware of. It might also enrich their vocabulary by suggesting 
alternatives. However, it should be noted that word substitution 
is a just a coping mechanism and it doesn’t improve the under-
lying condition. Our tool just helps at concealing the underlying 
condition better. Avoiding behaviors can be empowering[12] but 
they can also have some negative effects. For example, research has 
shown that people who try to conceal stuttering report lower levels 
of self-esteem and quality of life[5, 8]. Users are advised to visit a 
Speech language pathologist for a proper personalized treatment. 

Design. This work ventures into a previously unexplored ter-
ritory of building a smart text editor for PWS. So, there are no 
existing design guidelines to build such a system. In this work, we 
have emulated the general design principles of smart text editors 

https://www.kaggle.com/rounakbanik/ted-talks?select=transcripts.csv
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Figure 6: Plot showing how F1 score varies for different 
thresholds. Larger the threshold, lower the mean F1 score. 

like Grammarly and relied upon the personal experiences of an au-
thor of this paper who stutters to make certain design choices. Such 
design decisions may/mayn’t generalize to the PWS at large. Future 
work might involve PWS to evaluate the design decisions made in 
this work and devise a set of comprehensive design guidelines to 
inform the development of such tools in the future. 

Efficacy. We have focused on evaluating the learning capability 
of our system from a machine learning perspective. Our promising 
results are based on 10 simulated users who interacted with the 
system in a specific predefined fashion. In the real world, people 
might struggle on varied sets of words and and might interact with 
the system in different ways. The next step will be to perform a 
comprehensive evaluation from a human centered perspective. It 
will be interesting to conduct an empirical study with PWS and 
investigate the usability, utility and effectiveness of Fluent relative 
to a plain text editor. Future work might explore the utility of this 
tool for speech therapy and also measure the impact of this tool on 
an individual’s confidence and stress levels while speaking. 

Substitution. Each word in the English language has its own sub-
tle meaning. So, it mightn’t be possible to substitute a word com-
pletely. However, we have tried to suggest similar meaning words 
by leveraging knowledge from multiple dictionaries, WordNet[41], 
word2vec embedding[40], etc. Future work might incorporate con-
textualized word embeddings like BERT[15], etc. to further refine 
the set of alternatives for a given word. It should be noted that 
words representing immutable categories like names, places, dates, 
etc. can’t be substituted. Our tool just highlight such cases and 
leave it to the user to deal with them. 

Target Users. Fluent requires the user to provide seed words 
in the beginning and assumes that the subsequent user feedback 
is mostly accurate. This requires the user to have a certain level 
of self awareness about one’s condition. Moreover, if one suffers 
from acute stammering, then one might need to substitute multiple 
words in a sentence which might break the semantic structure of the 
sentence. So, our tool mightn’t work well for such people. Future 
work might explore the utility of our tool for non-native speakers 
and other speech disorders like lisp. For example, people who have 
a lisp might find certain sounds like "s" hard to pronounce. So, 
they might struggle on words like misses, session, aesthetics, etc. 
Similarly, native french speakers find words like thorough, through, 
clothes, etc. difficult because ‘th’ sound doesn’t exist in french. It 

will be interesting to see how well our tool can identify words with 
such underlying phonetic pattern. 

Vocabulary. Fluent can analyze and possibly highlight only those 
words which are present in the phonetic embedding. In our case, 
the phonetic embedding has more than 116k unique words which 
is substantially larger than an average person’s active vocabulary 
size of ~20k words. So, our tool should be able to deal with most 
words used by an average person. However, it might not contain 
domain specific jargon. Moreover, our tool can’t deal with numbers 
say 64, abbreviations say NY and symbols say $ unless they are 
written in worded form like Sixty four, New York, etc. Future work 
might might try to deal with such cases and extend support for 
other languages (not just english). 

Granularity. Fluent processes running text by breaking it down 
into words and then analyzes each one of them individually. It is 
possible that an individual might pronounce a word (say ‘juror’) 
well on its own but might struggle when the same word occurs in 
a specific context/sentence (say ‘rural juror’). Our current system 
doesn’t capture such cases as it analyzes each word on its own 
without considering its context. Future work might account for 
such cases by analyzing word n-grams (contiguous sequence of 
words) apart from just individual words. 

User Feedback. Fluent elicits binary user feedback i.e., whether a 
word is difficult to pronounce or not. Such a feedback is less cogni-
tively taxing on the user and can also be gathered in a non-intrusive 
fashion (Implicit feedback). However, the real situation might be 
more subtle. For e.g., a person might struggle on a word sometimes 
but not always. To cater to such situation, our tool can be easily 
modified to elicit to a more nuanced (continuous) feedback instead 
of a discrete binary label. For eg., we can ask the user to rate their 
confidence behind the binary label or to rate the difficulty of a word 
on a n-point likert scale. Such nuanced feedback can be incorpo-
rated by existing active learning frameworks for more effective 
learning[55]. Here, we should also study and consider the kinds of 
feedback PWS naturally want to provide[22]. Apart from severity, 
Stuttering behaviour can also vary with time and situation[60]. 
Future work should also try to capture such variability. 

6 CONCLUSION 
We have presented Fluent, a smart text editor meant for people who 
stutter. Fluent embodies a novel adaptive, interactive and iterative 
technique to identify words which an individual might struggle 
pronouncing and propose suitable alternatives. Our experiments 
show promising results and corroborate this problem as a possi-
ble research direction. We hope this work will encourage other 
researchers to work on this important and under-explored area. In 
the long run, we hope our work might inspire popular tools like MS 
PowerPoint, MS Word, etc. to add accessibility features for PWS. 
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