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Abstract

We propose Regularized Max Pooling (RMP) for image classification. RMP classi-

fies an image (or an image region) by extracting feature vectors at multiple subwindows at

multiple locations and scales. Unlike Spatial Pyramid Matching where the subwindows

are defined purely based on geometric correspondence, RMP accounts for the deforma-

tion of discriminative parts. The amount of deformation and the discriminative ability for

multiple parts are jointly learned during training. RMP outperforms the state-of-the-art

performance by a wide margin on the challenging PASCAL VOC2012 dataset for human

action recognition on still images.

1 Introduction

One of the most fundamental and challenging tasks in computer vision is image categoriza-

tion. Image categorization aims at recognizing the semantic category of an image, such as

whether the image depicts a certain scene (e.g., street, office), contains a certain object (e.g.,

backpack, car), or captures a certain action (e.g., reading, riding bicycle).

A popular approach for image categorization is Spatial Pyramid Matching (SPM) [15].

SPM works by partitioning the image into increasingly fine sub-regions and aggregating

local features found inside each sub-region (e.g., computing histograms [26] of quantized

SIFT descriptors [17]). This approach has shown impressive levels of performance on var-

ious image categorization tasks. However, SPM relies on rigid geometric correspondence

of grid division, which ignores the importance of semantic or discriminative localization.

This model has limited discriminative power for recognizing semantic category with huge

variance in location or large deformation.

To avoid the problem of rigid alignment, various works have proposed to model objects

or scenes by parts in a deformable configuration [1, 8, 11, 20, 21, 24]. One particularly

successful model is the Deformable Part Model (DPM) [8], which has yielded impressive

results for object detection [6]. However, the flexibility of DPM comes with several restric-

tions. DPM requires iterative learning of latent discriminative parts. This learning procedure

requires DPM to use visual features that can be swiftly extracted. Otherwise, the learning
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procedure would be prohibitively expensive. That is perhaps why DPM is often associated

with HOG [4]. In contrast, SPM can be used with any type of features. Furthermore, DPM

is often used with a small number of parts at the same scale. While it is conceptually possi-

ble to increase the number of parts of a DPM, the practical benefit has not been established

in practice. Ott and Everingham [19] showed that increasing the number of parts can even

hurt the performance. Zhu and Ramanan [31] used DPM with a large number of parts for

face detection, but their method requires fully supervised training data, i.e., the locations

of parts are known during training. If the locations of parts are unknown, the performance

significantly drops [32]. Also, parts might not be so essential [5].

In this paper, we propose Regularized Max Pooling (RMP). RMP combines the flexibility

of a SPM and the deformability of a DPM. RMP is applicable to any type of features. It

considers a large number of parts at different locations and scales. Parts are geometrically

anchored, but can be discriminatively deformed. The learning of a RMP classifier is simple,

without the need for expensive iterative updates.

We will demonstrate the benefits of RMP in recognizing human actions in still images.

RMP outperforms DPM and SPM, especially for action classes with high level of deforma-

tion. Furthermore, the simplicity and flexibility of RMP allow it to be used with any type

of features, including Convolutional Neural Network (CNN) features [14, 16]. Together

with CNN features, RMP establishes the new state-of-the-art performance for human action

recognition in still images, evaluated on the challenging dataset of PASCAL VOC2012 [7].

Related Work. Since the introduction of SPM [15], several improvements have been pro-

posed. Harada et al. [10] propose a method to learn cell weights of SPM. Sharma and Ju-

rie [25] learn spatial division beyond regular grid. Yan et al. [30] propose to pool features

from densely sampled areas. Similarly, Jia et al. [12] learn adaptive receptive fields instead

of manually defining special regions for feature pooling. These methods improve SPM, but

they still rely on geometric correspondence between images.

There exist matching models that overcome the geometric rigidity of spatial pyramid.

Kim et al. [13] propose a pyramid graph model that simultaneously regularizes match con-

sistency at multiple spatial extents. Weinzaepfel et al. [29] propose DeepFlow, a multi-layer

architecture for large displacement matching. These methods, however, are designed to re-

cover dense correspondence between similar (stereo) images. They are not applicable to

image categorization.

2 Regularized Max Pooling

An RMP model is a collection filters. Each filter is anchored to a specific image subwin-

dow and associated with a set of deformation coefficients. The anchoring subwindows are

predetermined at various locations and scales, while the filters and deformation coefficients

are learnable parameters of the model. Fig. 1 shows a possible way to define subwindows.

To classify a test image, RMP extracts feature vectors for all anchoring subwindows. The

classification score of an image is the weighted sum of all filter responses. Each filter yields

a set of filter responses, one for each level of deformation. The deformation coefficients are

the weights for these filter responses.

In this section, we first review Least-Squares Support Vector Machines (LSSVM) [28],

the corner stone for learning the filters. Subsequently, we will describe how the filters and

deformation coefficients are learned.
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(a) Grid division (b) Examples of considered subwindows

Figure 1: From grid division to subwindows. (a): An image is divided into 4× 4 blocks.

We consider rectangular subwindows that can be formed by a contiguous chunk of blocks.

There are 100 such subwindows, and (b) shows four examples.

2.1 Review of Least-Squares SVM

LSSVM [28], also known as kernel Ridge regression [23], has been shown to perform equally

well as SVM in many classification benchmarks [27]. LSSVM has a closed-form solution,

which is a computational advantage over SVM. Furthermore, once the solution of LSSVM

has been computed, the solution for a reduced training set obtained by removing any training

data point can be found efficiently. This enables reusing training data for further calibration,

as in cross-validation. This section reviews LSSVM and the leave-one-sample-out formula.

Given a set of n data points {xi|xi ∈ ℜd}n
i=1 and associated labels {yi|yi ∈ {1,−1}}n

i=1,

LSSVM optimizes the following:

minimize
w,b

λ ||w||2 +
n

∑
i=1

(wT xi + b− yi)
2. (1)

For high dimensional data (d ≫ n), it is more efficient to obtain the solution for (w,b)

via the representer theorem, which states that w can be expressed as a linear combination

of training data, i.e., w = ∑n
i=1 αixi. Let K be the kernel matrix, ki j = xT

i x j. The optimal

coefficients {αi} and the bias term b can be found using closed-form formula: [αT ,b]T =
My. Where M and other auxiliary variables are defined as:

R =

[

λ K 0n

0T
n 0

]

,Z =

[

K

1T
n

]

,C = R+ZZT ,M = C−1Z,H = ZT M. (2)

If xi is removed from the training data, the optimal coefficients can be computed:

[

α(i)

b(i)

]

=

[

α
b

]

+

(

[αT b]zi − yi

1− hii

)

mi. (3)

Here, zi is the ith column vector of Z and hii is the ith element in the diagonal of H. Note that

R,Z,C,M, and H are independent of the label vector y. Thus, training LSSVMs for multiple

classes is efficient as these matrices need to be computed once. A more gentle derivation of

the above formula is given in [2].
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2.2 Learning formulation for RMP

Given a set of images {Ii}
n
i=1 and associated labels {yi|yi ∈ {1,−1}}n

i=1, consider a particular

set of geometrically defined subwindows which can encode semantic content of an image at

different locations and scales (e.g., Fig 1). Let {I j}m
j=1 denote the set of subwindows for

image I. Let φ be the feature function of which the input is an image region and the output is

a column vector. Let D j be the feature matrix computed at location j for all images and K j

the corresponding kernel, i.e., D j = [φ(I j
1) · · ·φ(I

j
n)] and K j = (D j)T D j. The joint kernel for

all subwindows is the sum of all kernels: K = ∑m
j=1 K j; this corresponds to concatenating

all feature vectors computed at all subwindows. Given the kernel K, we train an LSSVM

(Sec. 2.1) and obtain a coefficient vector and bias term α,b. The filter for subwindow j can

be computed as w j = D jα .

For a particular subwindow j and an image I, the regularized maximum score is defined:

f j(γ) = max
k∈{1,··· ,m}

{

(w j)T φ(Ik)− γ.dist(Ik,I j)
}

. (4)

Here γ is a non-negative regularization parameter and dist(·, ·) is the square geometric dis-

tance between two regions. The square geometric distance from a region R′ to a reference

region R is defined as:

dist(R′,R) =

(

x′− x

w

)2

+

(

y′− y

h

)2

+

(

log2

(

w′

w

))2

+

(

log2

(

h′

h

))2

, (5)

where (x,y,w,h) and (x′,y′,w′,h′) are the center locations, the widths, and the heights of

regions R and R′ respectively. This distance function is asymmetric. It is invariant to the

scale of the coordinate system. The last two terms of Eq. (5) measure the scale distance

between R′ and R. We use log2(·) to ensure that the scale distance from R′ to R is the same

for the following two cases: (i) R′ is k times bigger than R; (ii) R′ is k times smaller than R.

The value of f j(γ) is the regularized maximum response; it seeks a location with high

filter response and low deformation cost w.r.t. to the anchor region I j. If γ is 0, f j(γ) is

the maximum filter response. If γ is big, γ.dist(Ik,I j) will be big except for k = j where

dist(I j,I j) = 0. Thus, for a big γ , f j(γ) = (w j)T φ(I j), which is the filter response of the

anchor region.

The right setting for γ depends on the level of deformation of region j of the seman-

tic class in consideration. Since the deformation level of a region is unknown, we start

with an over-complete set of γ’s and learn the tradeoff between deformation and discrimi-

nation. For each region j of an image I, we construct a feature vector by varying the value

of γ ∈ {γ1, · · · ,γk} and compute the regularized maximum response. Let f j be the vector of

obtained values, i.e., f j = [ f j(γ1), · · · , f j(γk)]
T . For each image, we obtain a feature matrix

by accumulating the filter responses for all regions F= [f1 · · · fm]. Let Fi be the feature matrix

for image Ii. We jointly learn the deformation and discriminative ability of all regions by

solving the following optimization problem:

minimize
S,b

n

∑
i=1

(trace(ST Fi)+ b− yi)
2 (6)

s.t. sl j ≥ 0 ∀l = 1, · · · ,k, ∀ j = 1, · · · ,m. (7)

The above optimizes over a weight matrix S ∈ ℜk×m and a bias term b. Each column of

S is a weight vector for a particular region; it learns weights for the regularized maximum
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responses for different values of γ’s. The weights should be non-negative to emphasize

the relative importance of higher filter responses. The objective of the above formulation

minimizes the sum of L2 losses. This is consistent with the loss terms of LSSVM (Eq. 1).

We start with an over-complete set of γ’s and let the algorithm determines the right

level of allowable deformation. In our experiments, we use γ1 = 0, γk = ∞, γl = 2l/104

for l = 2, · · · ,k − 1, with k = 15. The feasible set of S is suitable for different levels of

deformation, including the following two extreme cases:

1. Well-aligned semantic concept. For an image categorization task where the semantic

concepts are well aligned, rigid geometric alignment is the right model. In this case,

the weight matrix S could be all zeros except for the last row of all ones (the last row

corresponds to γ = ∞).

2. Highly deformed semantic concept. For categorization tasks where the semantic con-

cepts have high level of deformation, geometric correspondence should be ignored. In

this case, the weight matrix S could be all zeros except for the first row of all ones (the

first row corresponds to γ = 0).

There is a practical concern regarding the double use of training data. The filters are

learned from non-deformed subwindows and are overfitted to them. Thus, no deformation

will be incorrectly favored. In other words, the optimization of Eq (6) will return a solution

that corresponds to the first aforementioned extreme case.

To avoid double use of training data, we compute {Fi} using the leave-one-out versions

of α,b. Recall from Eq. (3) that the coefficient vector and bias term α(i),b(i) of an LSSVM

trained without the ith training image can be computed efficiently. Let F(i) denote the leave-

one-sample-out version of Fi, the learning formulation is adjusted as follows:

minimize
S,b

n

∑
i=1

(trace(ST F(i))+ b(i)+ b− yi)
2 (8)

s.t. sl j ≥ 0 ∀l = 1, · · · ,k, ∀ j = 1, · · · ,m. (9)

The learning formulation in Eq. (8) is similar to Eq. (6), except for the inclusion of the bias

adjustment terms {b(i)}. This formulation corresponds to a linear program, which can be

optimized efficiently using a linear programming solver such as Cplex1.

It is important to note that the technique proposed here is applicable to any type of clas-

sifiers. If LSSVM is used, the leave-one-sample-out versions of {Fi} can be computed effi-

ciently. If, for some reason, LSSVM cannot be used, the training data should be divided into

two subsets, one for computing {Fi} and the other for learning S and b.

3 Experiments

We perform a set of experiments on the Action dataset from the PASCAL VOC2012 Chal-

lenge [7]. This dataset contains action classes with different levels of deformation, making

it ideal for analyzing the performance of various methods with respect to the amount of

deformation. The performance measure is Average Precision (AP), which is the standard

measurement used by PASCAL VOC Challenge.

1http://www-01.ibm.com/software/commerce/optimization/cplex-optimizer/
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Figure 2: Random images from VOC2012 Action Dataset. From left to right and top

to bottom, the classes are: jumping, phoning, playinginstrument, reading, ridingbike, rid-

inghorse, running, takingphoto, usingcomputer, and walking.

3.1 VOC2012 Action dataset

The Action dataset is the dataset for the “Action Recognition from Still Images” challenge.

This dataset contains 11 action classes: jumping, phoning, reading, playing instrument, rid-

ing bike, riding horse, running, taking photograph, using computer, walking, and others

(images that do not belong to any of the first 10 classes). Some examples are shown in

Fig. 2.

The Action dataset consists of three disjoint subsets for training, validation, and testing

respectively. The annotation of the test subset is not available to us, and the performance on

this subset can only be obtained by submitting the results to the PASCAL VOC evaluation

server. Most results presented on this paper are computed on the validation data. We only

run our method on the test data once, and the results returned by the PASCAL VOC evalua-

tion server are used to compare with competition entries and a state-of-the-art method. The

number of human subjects (not images) in the train, validation, and test subsets are are 3134,

3144, and 6283 respectively. Note the ROI (bounding box) is provided for each person.

3.2 Feature extraction

We use CNN features [16], which have been shown to yield good performance for ImageNet

classification [14] and object detection [9]. We extract a 4096-dimensional feature vector

for each subwindow using a Caffe implementation [3] of the CNN described by Krizhevsky

et al. [14]. To compute the CNN feature vector for a subwindow, we first resize the image

to 224× 224 pixels (the desired input for our CNN network). This resized image is mean-

subtracted and forward propagated through five convolutional layers and two fully connected

layers. We refer readers to [3, 14] for more network architecture details.

3.3 Comparison with DPM and SPM

We first compare the performance of RMP with SPM and DPM. We consider two separate

cases: unknown and known ROI (human bounding box). In the former case, the ROI is

unknown and the task is to categorize the action of a human in an image without knowing

where the person is (for both testing and training data). In the latter case, the ROI is known

and the task is to categorize the ROI (instead of the image).
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SPM-SVM SPM MultiReg RMP

jumping 65.4 64.2 67.6 69.6

phoning 36.3 37.9 38.1 39.7

play’instru 78.3 78.5 80.6 83.8

reading 43.9 42.1 45.8 47.7

ridingbike 78.7 79.4 80.9 81.9

ridinghorse 85.4 85.3 87.0 88.1

running 72.3 73.6 75.8 78.6

takingphoto 33.5 29.8 36.3 45.0

usingcomp 71.4 71.5 73.8 75.7

walking 34.5 34.6 36.1 40.5

mean 60.0 59.7 62.2 65.1

Table 1: Whole image classification - unknown human bounding boxes. This table shows

the average precision values. SPM and SPM-SVM perform similarly. RMP outperforms the

other methods on all action classes.

Table 1 reports the performance of several methods for the case where the human bound-

ing box is unknown. All methods shown in the table use the same feature type. SPM is

the method that uses 3-level spatial pyramid of CNN features. MultiReg is similar to SPM.

It is also based on rigid geometric correspondence, but extracts features from a different

set subwindows. In particular, MultiReg divides an image into a grid of 16 blocks (4× 4)

and considers all 100 rectangular subwindows that can be obtained by a contiguous set of

blocks (Fig. 1). RMP uses the same set of subwindows as MultiReg, but the subwindows can

deform (translation and scale). SPM, MultiReg, and RMP are all based on LSSVM. SPM-

SVM is a variant of SPM; it uses SVM instead of LSSVM. As can be seen, RMP outperforms

SPM, SPM-SVM, and MultiReg. Since all of these methods use the same feature type, the

superiority of RMP can be accounted for by its ability to handle deformation. Notably, SPM

with SVM and SPM with LSSVM perform equally well. In subsequent experiments, we

choose LSSVM because of its computational advantage.

Tab. 2 shows the APs for recognizing the actions inside the provided human bounding

boxes. SPM, MultiReg, and RMP are used as described above, except the inputs are ROIs

instead of whole images. These methods use the linear kernel. We also experimented with

RBF kernel, and the results are shown as SPM-RBF and MultiReg-RBF in Table 2. The RBF

kernel is defined as: k(x,y) = exp(− 1
σ ||x−y||2). The kernel width σ is set to be the average

value of ||x− y||2; which is computed over all pairs of training examples (x,y). DPM is the

method that is based on a the output of a DPM object detector [8]. For each action class, we

train a DPM detector. To classify a test image, we first resize the image so that the larger

dimension of bounding box of the person performing the action is 300 pixels. Centering the

image on the bounding box, we cropped the image so that its width and height are 1.5 the

width and height of the bounding box. We run the object detector on the cropped image and

use the highest detection score for categorization.

As can be seen from Tab. 2, DPM performs poorly, except for ridingbike, ridinghorse,

running, and walking. This is perhaps because these action classes are less deformed than

the other classes. For example, a running or walking pose has lower variance than playin-

ginstrument or takingphoto poses (see Fig. 3). This suggests the limited ability of DPM for



8 MINH HOAI: REGULARIZED MAX POOLING FOR IMAGE CATEGORIZATION

DPM SPM SPM-RBF MultiReg MultiReg-RBF RMP

jumping 41.6 75.1 75.1 77.6 76.5 78.2

phoning 25.6 39.0 39.3 40.9 40.6 42.4

play’instru 29.8 77.6 78.0 80.0 79.5 82.2

reading 24.7 49.7 52.0 53.0 54.0 53.2

ridingbike 69.0 88.2 88.4 89.9 89.2 90.5

ridinghorse 77.5 89.3 89.4 91.2 90.8 90.7

running 74.4 80.7 79.6 83.0 81.5 84.1

takingphoto 15.8 53.3 55.3 58.4 59.6 63.1

usingcomp 37.8 62.1 64.2 63.3 63.9 64.8

walking 52.3 60.0 61.4 64.1 64.5 64.7

mean 44.9 67.5 68.3 70.1 70.0 71.4

Table 2: ROI (human bounding box) classification. This shows the APs for various meth-

ods. The benefits of RMP are more significant for classes with high level of deformation

such as takingphoto and playinginstrument.

Figure 3: Example images for takingphoto (left) and walking (right). The ROIs (human

bounding boxes) are drawn in black and yellow. The ROIs for takingphoto have higher

level of deformation than for walking. This explains why RMP yields higher benefit for

takingphoto than for walking.

modeling semantic classes with huge deformation (as also observed in [22]). Furthermore,

DPM is outperformed by all other methods. This is perhaps because HOG is not as powerful

as CNN features, as also shown in [9]. It is probably fairer to use DPM with CNN fea-

tures. However, DPM requires iterative training and sliding window evaluation, so a direct

combination of DPM and CNN is computationally prohibitive.

There are some other notable facts from Tab. 2. First, a non-linear kernel does not con-

sistently improve the performance. The RBF kernel increases the performance of SPM but

decreases the performance of MultiReg. Second, RMP outperforms the other methods, es-

pecially for classes with large deformation such as takingphoto and playinginstrument.

To understand the conditions under which RMP is expected to yield significant benefits,

compare Table 1 and Table 2. In particular, consider the performance differences between

RMP and MultiReg. RMP and MultiReg extract features from the same set of subwindows,

but RMP allows deformation while MultiReg does not. In both tables, RMP outperforms

MultiReg. However, the gap between RMP and MultiReg is bigger in Tab. 1 than in Tab. 2.
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Oxford Stanford Shenzhen Hacettepe & Oquab RMP

Univ. & MIT Univ. Bilkent Univ. et al. [18] (ours)

jumping 77.0 75.7 73.8 59.4 78.4 82.3

phoning 50.0 44.8 45.0 39.6 46.0 52.9

play’instru 65.3 66.6 62.8 56.5 75.6 84.3

reading 39.5 44.4 41.4 34.4 45.3 53.6

ridingbike 94.1 93.2 93.0 75.7 93.5 95.6

ridinghorse 95.9 94.2 93.4 80.2 95.0 96.1

running 87.7 87.6 87.8 74.3 86.5 89.7

takingphoto 42.7 38.4 35.0 27.6 49.3 60.4

usingcomp 68.6 70.6 64.7 55.2 66.7 76.0

walking 74.5 75.6 73.5 56.6 69.5 72.9

mean 69.5 69.1 67.0 56.0 70.2 76.4

Table 3: Comparison with state-of-the-art methods.. The first four methods are entries

from the VOC2012 Challenge. Oquab et al. [18] is a method that also uses deep learning.

Best results are printed in bold. Our method is the new state-of-the-art for 9 out of 10 classes,

and it performs best overall.

Recall that Tab. 1 corresponds to image categorization while Tab. 2 corresponds to ROI

categorization. The semantic content of whole images have higher degree of deformation

than the content delineated by human bounding boxes. Thus the relative benefits of RMP are

bigger for higher level of deformation.

3.4 Comparison with the state-of-the-art

We compare the performance of RMP with the entries of PASCAL VOC2012 Challenge and

the recent work of Oquab et al. [18]. The results on the test set are obtained by submit-

ting the output of RMP to the PASCAL evaluation server. This submission is done once; it

conforms to the rules of the PASCAL VOC Challenge. For this VOC challenge, the human

bounding boxes are provided, so we also use them in training and testing. For each action

class, we train an RMP classifier for the human bounding boxes and another RMP classifier

for the whole images, using images in both training and validation data. The latter classifier

provides useful contextual cue for recognizing human action. Given an ROI and its contain-

ing image, let roi_score and image_score be the classifier scores for the ROI and the

image, respectively. We adopt a simple combination scheme to compute the action score:

action_score = 2×roi_score + image_score. Tab. 3 shows the results of RMP

and the state-of-the-art methods. Our method achieves the best performance overall, and it

exceeds the state-of-the-art for 9 out of 10 classes.

4 Conclusions

We have proposed RMP for image categorization. RMP combines the deformability of DPM

and the flexibility of SPM. It classifies an image by extracting features at multiple deformable

subwindows. An RMP classifier can be learned efficiently, without the need for expensive it-

erative update. The benefits of RMP have been demonstrated over DPM and SPM, especially



10 MINH HOAI: REGULARIZED MAX POOLING FOR IMAGE CATEGORIZATION

for classes with high level of deformation. The simplicity and flexibility of RMP allow it to

be used with any type of features. Together with CNN features, RMP produces results that

exceed state-of-the-art performance on the challenging task of recognizing human actions in

still images.
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