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Contributions
§ A state-of-the-art Hand Detector
§ Two large scale annotated hand datasets
§ An attention method for object detection

Goal
§ To improve the hand detection performance of OpenPose and

Mask-RCNN on unconstrained images with large variation in
appearance of hands (close-up shots, occlusions, motion blur)
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§ Given a 3D feature map                               ,     our method 
computes a contextual feature map                                    such that

similarity  context                            semantics context

§ The contextual attention module can be inserted in detection 
networks and the parameters of the attention module can be 
learned together with the other parameters of the detector   
end-to-end.  

Contextual Attention
§ We propose a method to incorporate contextual cues during 

the detection process. This is based on two types of non-local 
contextual pooling: (1) feature similarity (2) spatial relationships 
between semantically related entities. 

Orientation
§ We extend Mask-RCNN to include an additional network 

branch to predict hand orientation
§ Orientation branch shares weights with other branches, so it 

does not incur significant computational expenses
§ Orientation Loss:

§ Total Loss: 

Datasets
§ TV-Hand:

§ Image frames extracted from video clips of ActionThread
dataset, and contains 8.5K images with 9.5K hands.

§ COCO-Hand:
§ Images from a subset of Microsoft COCO dataset, and has 

around 26K images with 45K hands.

Quantitative Results
§ Benefits of Context:

§ Precision Recall, Orientation Performance:

§ OpenPose:

§ Ours:

§ Mask-RCNN:

§ Benefits of Data:

Qualitative Results

§ Quantitative Comparison:
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Failure Cases

§ Ours:


