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q Gazeformer is a multimodal transformer encoder-decoder based architecture

q Gazeformer uses a Language Model (LM) to encode target name
o Scalable – can hypothetically encode any target
o Target semantics might help extend to unknown categories

q Gazeformer adopts a transformer encoder-decoder architecture
o Learns interactions between image and target semantics
o Models spatio-temporal context required for scanpath generation
o Efficiently generates entire sequence of fixations in parallel

q Gazeformer regresses fixation parameters using Gaussian distributions
o Previous methods predicted fixation probabilities over discrete image patches

q Gazeformer learns scanpath termination
o Learns if a latent vector corresponds to a valid fixation or padding

Motivation

q We propose a novel ZeroGaze task
o Tests scalability of gaze prediction models for visual search
o Extends zero-shot learning to gaze prediction

q We propose a novel Gazeformer model to solve ZeroGaze
q Improves scalability – extends to unknown targets
q Improves effectiveness – more accurate gaze prediction
q Improves efficiency – faster than previous methods

Solution

Training Dataset: 
search target in N categories 

find “fork” find “cup”

q Gaze prediction models for visual search require, for each target 
category – (1) human gaze data, (2) detectors to encode the target

q Hard to scale when gaze/detection annotation is unavailable

q Models must be scalable, accurate, fast to be used in HCI applications
o Collecting annotation for all possible targets is impractical
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find “laptop”
(outside N categories)

find “fork”
(in N categories)

Conventionally But what about 
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Gazeformer Experimental Results

“Scalable” : ZeroGaze Setting

“Effective”: GazeTrain Setting

Qualitative Results of Gazeformer and baselines for ZeroGaze Setting

Synonym/hyponym of target names Targets with no COCO annotation
Gazeformer also extends to unknown and uncommon categories

“Fast”: Inference Time
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Training Dataset: 
search target in N categories 

find “tv” find “bowl”
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Fixation Queries
(for i = {0,1, …, L-1})2D pixel positional encoding
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