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ABSTRACT
This paper describes the use of a high-level, precise, and executable
language, DistAlgo, for expressing, understanding, running, optim-
izing, and improving distributed algorithms, through the study of
Lamport’s algorithm for distributed mutual exclusion. We show
how a simplified algorithm, reached by several rounds of better
understanding and improvement of the original algorithm, leads
to further simplification and improved understanding of fairness.
This allows us to use any ordering for fairness, including improved
fairness for granting requests in the order in which they are made,
over using logical clock values. This leads to the discovery that
logical clocks are not fair in general.
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1 INTRODUCTION
Distributed algorithms carry out the logic of distributed systems.
From distributed control such as distributed consensus to distrib-
uted data such as distributed hash tables, the underlying algorithms
dictate the correctness and efficiency of distributed systems.

For better understanding, evaluation, and improvement of dis-
tributed algorithms, their precise implementation and execution (or
specification and simulation) are not only important, but essential,
in dealing with the myriad of complex interactions that can arise
in real-world distributed systems.

Many languages and tools have been proposed, for actual im-
plementations, e.g., Argus [17], Emerald [4], and Erlang [16], as
well as for formal specifications, e.g., TLA [15] and IOA [11, 26]. A
recent language, DistAlgo [23], combines the advantages of exist-
ing languages: high-level as in pseudocode languages, precise as in
specification languages, and directly executable as in programming
languages.

This paper describes the use of DistAlgo for expressing, un-
derstanding, running, optimizing, and improving distributed algo-
rithms, through the study of Lamport’s algorithm for distributed mutual
exclusion. We show how a simplified algorithm, reached by several rounds of better understanding and improvement of the
original algorithm, leads to further simplification and improved
understanding of fairness. This allows us to use any ordering for
fairness, including improved fairness for granting requests in the
order in which they are made, over using logical clock values. This
leads to the discovery that logical clocks are not fair in general.

DistAlgo has been used to implement a wide variety of well-
known distributed algorithms and protocols in our research, as well
as the core of many distributed systems and services in dozens of
different course projects by hundreds of students; some of these
are summarized previously [23]. However, this does not mean that
algorithm designers see the value of using DistAlgo in algorithm
design. The main contribution of this paper is showing, through a
case study, that

1) distributed algorithms can be expressed precisely, at the same
high level as English descriptions or pseudocode, in an exe-
cutable language and be run directly,

2) clear and precise algorithm specifications and language opti-
mizations can lead to improved algorithms, and

3) the improvement led to the discovery that ordering using logi-
cal clock values is not fair when fairness requires that requests
be granted in the order in which they are made.

Logical clocks are proposed in Lamport’s seminal paper [13],
which also describes the use of logical clocks with an algorithm for
distributed mutual exclusion. Logical clocks are used for ordering of
events in distributed systems, to overcome the lack of synchronized
real-time clocks or physical clocks. Distributed mutual exclusion is
for multiple processes to access a shared resource mutually exclu-
sively. Lamport’s algorithm was designed to guarantee that access
to the resource is granted in the order in which requests are made,
and the order was determined using logical clock values.

Both logical clocks and distributed mutual exclusion have since
been studied extensively, especially with use of logical timestamps
for ordering of events and guaranteeing fairness, as discussed in
Section 7. To the best of our knowledge, no prior work presented
improved fairness for the required request ordering, or showed that
using logical timestamps is not fair for the required ordering.
In particular, we show that use of DistAlgo allows us to easily remove unnecessary use of logical times, and then remove logical clocks altogether, and use instead any desired ordering directly and exactly. As a side result of this, we show that logical clocks are not fair in general. These results are built on top of earlier optimization and improvement of Lamport’s algorithm that led us to remove unnecessary enqueue and dequeue of each process itself and to replace use of queues needing complex dynamic data structures with use of sets needing only simple counts and bits [24].

The rest of this paper is organized as follows. Section 2 describes Lamport’s logical clocks and distributed mutual exclusion algorithm. Section 3 summarizes DistAlgo and its use in specification and simplification of Lamport’s distributed mutual exclusion algorithm. Section 4 describes elimination of unnecessary use of logical times. Section 5 presents different notions of fairness using different orderings. Section 6 shows why logical clocks are not fair in general. Section 7 discusses related work and concludes.

2 LOGICAL CLOCKS AND DISTRIBUTED MUTUAL EXCLUSION


Lamport’s logical clocks

A system consists of a set of processes. Each process consists of a sequence of events. Sending or receiving a message is an event. The observable ordering of events in a system is captured by the “happened before” relation, →, the smallest relation satisfying:

1) if a and b are events in the same process, and a comes before b, then a → b,
2) if a is the sending of a message by one process and b is the receipt of the message by another process, then a → b, and
3) if a → b and b → c, then a → c.

Logical clocks implement the “happened before” relation by defining a clock Ci for each process Pi such that, for any events a in Pi and b in Pj, if a → b, then Ci’s value of a is smaller than Cj’s value of b. Two implementation rules are used:

1. Each process Pi increments Ci’s value between any two successive events.
2. When sending a message m by process Pi, m contains a timestamp that is Ci’s value of the sending event. Upon receiving m by process Pj, Cj’s value is set to be greater than or equal to its current value and greater than the timestamp in m.

A total order of events is obtained by ordering pairs of logical timestamp of an event and process id where the event happens, in lexical order. That is, process ids are used to break ties in logical clock values.

Lamport’s distributed mutual exclusion

The problem is that n processes access a shared resource, and need to access it mutually exclusively, in what is called a critical section, i.e., there can be at most one process in a critical section at a time. There is a fairness requirement, stated in [13] as:

Different requests for the resource must be granted in the order in which they are made.

Lamport’s algorithm assumes that communication channels are reliable and first-in-first-out (FIFO).

Figure 1 contains Lamport’s original description of the algorithm, except with the notation < instead of ⇒ in rule 5 (for comparing pairs of logical time and process id using lexical ordering: (t, p) < (t2, p2) if t < t2 or t = t2 and p < p2) and with the word “acknowledgment” added in rule 5 (for simplicity when omitting a commonly omitted [9, 26] small optimization mentioned in a footnote). This description is the most authoritative, is at a high level, and uses the most precise English we found.

The algorithm is then defined by the following five rules. For convenience, the actions defined by each rule are assumed to form a single event.

1. To request the resource, process Pi sends the message Tm-Pi requests resource to every other process, and puts that message on its request queue, where Tm is the timestamp of the message.
2. When process Pj receives the message Tm-Pi requests resource, it places it on its request queue and sends a (timestamped) acknowledgment message to Pi.
3. To release the resource, process Pi removes any Tm-Pi requests resource message from its request queue and sends a (timestamped) Pi releases resource message to every other process.
4. When process Pj receives a Pi releases resource message, it removes any Tm-Pi requests resource message from its request queue.
5. Process Pi is granted the resource when the following two conditions are satisfied: (i) There is a Tm-Pi requests resource message in its request queue which is ordered before any other request in its queue by the relation <. (To define the relation < for messages, we identify a message with the event of sending it.) (ii) Pi has received an acknowledgment message from every other process timestamped later than Tm.

Note that conditions (i) and (ii) of rule 5 are tested locally by Pi.

Figure 1: Original description in English.

The algorithm is safe in that at most one process can be in a critical section at a time. It is live in that some process will be in a critical section if there are requests. It is fair in that requests are granted in the order of <, on pairs of logical time and process id, of the requests. Its message complexity is 3(n − 1) in that 3(n − 1) messages are required to serve each request.

3 LANGUAGE AND OPTIMIZATION

Liu et al. [23, 24] proposes DistAlgo, a language for high-level, precise, executable specifications of distributed algorithms, and studies its use for specification, implementation, optimization, and simplification, with Lamport’s distributed mutual exclusion as an example.
DistAlgo, a language for distributed algorithms

For expressing distributed algorithms at a high level, DistAlgo supports four main concepts by building on an object-oriented programming language, Python: (1) distributed processes that can send messages, (2) control flow for handling received messages, (3) high-level queries for synchronization conditions, and (4) configuration for setting up and running. DistAlgo is specified precisely by a formal operational semantics [23].

(1) Distributed processes that can send messages. A type \( P \) of processes is defined by

\[
\text{process } P: \text{stmt}
\]

The body \( \text{stmt} \) may contain, among usual definitions,

- a \text{setup} definition for setting up the values used the process,
- a \text{run} definition for running the main flow of the process, and
- \text{receive} definitions for handling received messages.

A process can refer to itself as \text{self}. Expression \text{self}.attr (or \text{attr} when there is no ambiguity) refers to the value of \text{attr} in the process.

- \text{new} \( n \) \( P \) creates \( n \) new processes of type \( P \), and assigns the new processes to \( \text{ps} \).
- \( \text{ps}.\text{setup(args)} \) sets up processes \( \text{ps} \) using values of \( \text{args} \).
- \( \text{ps}.\text{start()} \) starts run of \( \text{ps} \).

\( \text{new} \) can have an additional clause, at \text{node}, specifying remote nodes where the created processes will run; the default is the local node.

A process can easily send a message \( m \) to processes \( \text{ps} \):

\[
\text{send } m \text{ to } ps
\]

(2) Control flow for handling received messages. Received messages can be handled both asynchronously, using \text{receive} definitions, and synchronously, using \text{await} statements.

- A \text{receive} definition is of the following form:

\[
\text{receive } m \text{ from } p: \text{stmt}
\]

It handles, at yield points, \text{un-handled} messages that match \( m \) from \( p \). A yield point is of the form \( \cdots \text{where } l \) is a label. There is an implicit yield point before each \text{await} statement, for handling messages while waiting. The \text{from} clause is optional.

- An \text{await} statement is of the following form:

\[
\text{await } \text{cond}_1: \text{stmt}_1 \text{ or } \cdots \text{ or } \text{cond}_k: \text{stmt}_k \text{ timeout } t: \text{stmt}
\]

It waits for one of \( \text{cond}_1, \ldots, \text{cond}_k \) to be true or a timeout after \( t \), and then nondeterministically selects one of \( \text{stmt}_1, \ldots, \text{stmt}_k \), \text{stmt} whose conditions are true to execute. Each branch is optional. So is the statement in \text{await} with a single branch.

(3) High-level queries for synchronization conditions. High-level queries can be used over message histories, and patterns can be used to match messages.

- Histories of messages sent and received by a process are kept in \text{sent} and \text{received}, respectively. \text{sent} is updated at each \text{send} statement, by adding each message \text{sent}. \text{received} is updated at the next yield point if there are un-handled messages, by adding un-handled messages before executing all matching \text{receive} definitions.

Expression \text{sent} \( m \) to \( p \) is equivalent to \( m \) to \( p \) \text{in} \text{sent}. It returns true iff a message that matches \( m \) to \( p \) \text{in} \text{sent}. The to clause is optional. Expression \text{receive} \( m \) from \( p \) is similar.

- A pattern can be used to match a message, \text{sent} \( m \) and \text{received}, and by \text{receive} definition. A constant value, such as "release", or a previously bound variable, indicated with prefix \( \pi \), in the pattern must match the corresponding components of the message. An underscore \( _{\_} \) matches anything. Previously unbound variables in the pattern are bound to the corresponding components in the matched message.

For example, \text{receive("release", t3, p2)} matches every triple in \text{received} whose first component is "release" and third component is the value of \( p_2 \), and binds \( t_3 \) to the second component.

A query can be an existential or universal quantification, a comprehension, or an aggregation over sets or sequences.

- An existential quantification and a universal quantification are of the following two forms, respectively:

\[
\text{some } v_1 \text{ in } s_1, \ldots, v_k \text{ in } s_k \text{ has } \text{cond}
\]

\[
\text{each } v_1 \text{ in } s_1, \ldots, v_k \text{ in } s_k \text{ has } \text{cond}
\]

They return true iff for some or each, respectively, combination of values of variables that satisfies all \( v_i \) in \( s_i \) clauses, \text{cond} holds.

- A comprehension is of the following form:

\[
\{ e: v_1 \text{ in } s_1, \ldots, v_k \text{ in } s_k, \text{cond} \}
\]

It returns the set of values of \( e \) for all combinations of values of variables that satisfy all \( v_i \) in \( s_i \) clauses and condition \text{cond}.

- An aggregation is of the form \text{agg} \( s \), where \text{agg} is an aggregation operator such as \text{count} or \text{max}. It returns the value of applying \text{agg} to the set value of \( s \).

- In all query forms above, each \( v_i \) can be a pattern.

Other operations on sets can also be used, e.g., \( s_1 \cap s_2 \) returns the union of sets \( s_1 \) and \( s_2 \).

(4) Configuration for setting up and running. Configuration for requirements such as use of logical clocks and use of reliable and FIFO channels can be specified in a \text{main} definition. For example, \text{configure clock = Lamport} specifies that Lamport's logical clocks are used; it configures sending and receiving of a message to update the clock value, and defines a function \text{logical_time()} that returns the clock value.

Specification, execution, optimization, and simplification

DistAlgo algorithms can be expressed in DistAlgo precisely and at a high level, and be executed directly. The executable specifications are actual implementations that can be drastically optimized using a systematic method based on incrementalization [18, 20, 21, 29]. Precise high-level specification and systematic incrementalization have allowed us to discover simplifications and even higher-level specifications of distributed algorithms [22, 23].

For Lamport's algorithm for distributed mutual exclusion in Figure 1, repeated improvements to high-level specification and systematic incrementalization led to the following results.

Original. The original algorithm can be expressed in DistAlgo at the same high level as Lamport's English description in Figure 1, except that operations of both \( P_i \) and \( P_j \) are expressed as operations of a process \( P \).
**Send-to-self.** It is easy to see that, in rules 1 and 3 in Figure 1, \( P_i \) need not enqueue or dequeue its own request, but just send request and release messages to all processes including itself. The enqueue and dequeue are taken care of by rules 2 and 4 when it receives a message from itself.

**Inc-with-queue.** Expensive conditions (i) and (ii) in rule 5 in Figure 1 can be optimized by incrementally maintaining their truth values as messages are sent and received, including using a dynamic queue data structure for (i) for comparison with earliest of other requests.

**Ignore-self.** Discovered in the result of Inc-with-queue, in rules 1 and 3 in Figure 1, \( P_i \) need not enqueue or dequeue its own request or send request and release messages to itself, but just send to others. Condition (i) in rule 5 compares only with other requests anyway.

**Inc-without-queue.** Expensive condition (i) in rule 5 in Figure 1 can be better optimized, when incrementally maintaining its truth value, by using just a count of requests earlier than the process’s own request and using a bit for each process if messages can be duplicated.

**Simplified.** Discovered with both Inc-with-queue and Inc-without-queue, condition (i) in rule 5 in Figure 1 can just compare with any request for which a corresponding release has not been received, omitting all updates of queue in rules 1-4, yielding a higher-level specification than Original.

The precise programs for Original, Inc-with-queue, Inc-without-queue, and Simplified are given in [23]. The program for Simplified is shown in Figure 2, including configuring and running 50 processes.

## 4 REMOVING UNNECESSARY USE OF LOGICAL TIMES

Use of logical clock times requires calls to `logical_time()`. Excessive use of logical times may make an algorithm more complex than necessary. We show how incrementalization allows us to remove unnecessary uses.

Consider the program Simplified in Figure 2. Systematic incrementalization can derive from it the same optimized programs Inc-with-queue and Inc-without-queue as from Original. However, systematic incrementalization can allow one to easily see that incrementalization would be simpler and yield simpler optimized programs if logical times are not used for acknowledgment and release messages.

In particular, in Figure 2, a release message corresponding to a request message is recognized by having a larger timestamp (\( t_3 \)) such that \( t_3 > t_2 \) on line 8, instead of having simply the same timestamp (\( t_2 \)). So is an acknowledgment message (by having \( t_2 > t \) on line 9, instead of simply \( t \)). The latter expresses condition (ii) in rule 5 in Figure 1. The former imitates the latter for condition (i) in Simplified.

Therefore, the program Simplified can be further simplified: a release message sent on line 12 can use the same time, \( t \), as the request message; and an acknowledgment on line 14 can use the same time as the request received on line 13, instead of not using that time, as described in rule 2 of Figure 1. Precisely, Figure 2 can be simplified as follows.

1. Replace `logical_time()` on line 12 with \( t \), and replace some received("release", \( t_3 = p_2 \)) has \( t_3 > t_2 \) on line 8 with received("release", \( t_2 = p_2 \)).
2. Replace \( t \) on line 13 with a fresh variable, say \( t \), replace `logical_time()` on line 14 with \( t \), and replace some received("ack", \( t_2 = p_2 \)) has \( t_2 > t \) on line 9 with received("ack", \( t = p_2 \)).

This yields the further simplified algorithm in Figure 3. This replaced two existential quantifications with two constant-time tests. Therefore, the conditions are not only simpler, but more efficient even if executed without optimization.

## 5 REQUEST ID, REQUEST ORDER, AND FAIRNESS

Simplified use of logical times makes the essence of the ordering clear. Understanding the essence of ordering allows easy use of different orderings and better orderings. More importantly, it allows better characterization of fairness.

Consider the further simplified algorithm in Figure 3. The request time \( t := logical_time() \) on line 6 is the only use of logical time. It is then easy to see that the request time is used for two different purposes:

1) comparison as part of < for ordering the requests, on line 8 in Figure 3, for condition (i) in rule 5 in Figure 1, and

2)
def setup(s): # take set of other proc
    self.s := s

def mutex(task):
    -- request
    self.t := logical_time() # 1
    send ("request", t, self) to s # 1
    await each received("request", t2, p2) has # 5(i)
        (not received("release", t2, p2)
         implies (t, self) < (t2, p2))
    and each p2 in s has # 5(ii)
        received("ack", t, p2)
    task() # 11
    -- release
    send ("release", t, self) to s # 3
    receive ("request", t2, p2): # 2
    send ("ack", t2, self) to p2 # 2

Figure 3: Further simplified algorithm in DistAlgo. The boxes indicate the changed parts from Figure 2. Definitions of run and main are as in Figure 2.

2) identifying a request on line 7, and its corresponding release and acknowledgment messages on lines 12 and 14, used in lines 8-9 for conditions (i) and (ii) in rule 5.

Any other measure that can fulfill these two purposes can be used to replace the request time to give a different order in which the requests are granted.

Request id for request order

For identifying a request, a request id can use any value that is different from previous request id values of the same process. It does not even have to be larger for later requests.

For ordering the requests using a request id, the id just needs to support an order-comparison operation. The order that requests are granted depends on whether they are sequential or concurrent, as discussed below.

Let $R_1$ and $R_2$ be requests made by two different processes $P_1$ and $P_2$, respectively.

Sequential requests. We say that $R_1$ and $R_2$ are sequential with $R_1$ before $R_2$ if $R_1$ is granted before $R_2$ is received by $P_1$.
We assert that $R_1$ is granted before $R_2$ is granted. This is because (1) as given, $R_1$ is granted before $R_2$ is received by $P_2$, (2) by condition (ii) in rule 5, $R_2$ can only be granted after all processes, including $P_1$, have received $R_2$ and acknowledged it, and (3) by transitivity using (1) and (2), $R_1$ is granted before $R_2$ is granted.

Concurrent requests. We say that $R_1$ and $R_2$ are concurrent if they are not sequential.
We assert that concurrent requests are granted in the order of smaller request id (paired with process id) first. This is because (1) as given, $R_1$ and $R_2$ are concurrent, i.e., $R_1$ is not granted before $P_1$ has received $R_2$, and symmetrically, $R_2$ is not granted before $P_2$ has received $R_1$, (2) by rule 2, upon $P_1$ receiving $R_2$, $R_2$ is among pending requests at $P_1$, and symmetrically, upon $P_2$ receiving $R_1$, $R_1$ is among pending requests at $P_2$, (3) by (1) and (2), both $R_1$ and $R_2$ will be among pending requests at both $P_1$ and $P_2$ before either is granted, and (4) by condition (i) in rule 5, when $R_1$ and $R_2$ are both among pending requests, only the one with the smaller request id (paired with process id) can be granted first.

That is, two sequential requests with $R_1$ before $R_2$ will be granted in the order of $R_1$ before $R_2$, regardless of the request id ordering. The request id (paired with process id) comparison is only used to order concurrent requests.

Ordering by per-process count

A simplest request id that also gives a simplest ordering is a local request count in each process, by (1) setting up $self.t$ to be 0 in setup, i.e., adding the following after line 3 in setup:
    self.t := 0
and (2) incrementing $t$ before sending it in a request, i.e., replacing line 6 with the following:
    $t := t + 1$
This ordering means that, among concurrent requests from different processes, a request from a process for which a smaller number of requests has been granted will be granted earlier, regardless of any order in which the requests are made.

Ordering after locally observable requests

A simplest request id that also gives a simplest ordering that attempts to follow the order in which requests are made among concurrent requests is to let a new request of a process be after all requests that the process has received, by (1) setting up the following, as above, after line 3 in setup:
    self.t := 0
and (2) incrementing $t$ before it is received in a request, i.e., replacing line 6 with the following:
    $t := t + 1$
This ordering uses only id values of directly received requests. A request by a process $P_i$ might not have been directly received by $P_j$ before a request by $P_j$ is made, but the request by $P_j$ may have been received by a third process $P_k$ which then sends a non-request message that is received by $P_j$ before the request by $P_j$ is made. That is, the request by $P_j$ is made before the request by $P_k$ and should be granted first. Ordering after locally received requests does not obey such transitive ordering that needs to be observed globally.

Ordering after globally observable requests

In general, there may be a chain of events in between a request by $P_1$ and a request by $P_2$ to observe globally that the request by $P_1$ is made before the request by $P_2$. Precisely, the fairness requirement (⋆) requires that

if request $R_1$ "happened before" request $R_2$, i.e., $R_1 \rightarrow R_2$,
then $R_1$ be granted before $R_2$, and as for logical clocks, process ids be used to break ties.

Note that this global ordering using $\rightarrow$ requires the use of all messages, even if it is to order only requests. To observe this ordering, non-request messages need to pass on the id values of request messages transitively, by sending any directly observed request id value...
and the id values transitively received in all messages. To optimize, only the maximum of these id values need to be sent.

While this maximum id value gives the desired ordering, it conflicts with the simplification in Section 4 that acknowledgment and release messages use the id value of the corresponding request. There are two simple solutions to this:

1. Add a fourth component in messages (only needed for acknowledgment and release messages), so the two different values (maximum id value for request order comparison, and id value of corresponding request for identification) are in two different components.

2. Use only the maximum id value in messages, and recognize corresponding acknowledgment and release messages as having a larger id value, as in Figure 2.

We show the program for the second solution, for easy comparison with Figure 2; it is straightforward to construct the program for the first solution in a similar way. Precisely, in Figure 2, add the following in setup as before:

```python
self.t := 0
```

replace line 6 with the following that increments t to be after itself and id values in all received messages, not just received requests:

```python
t := max ((t) + (t: received(_,t,_)h)) + 1
```

and replace `logical_time()` on lines 12 and 14 with the following that passes on the maximum id value:

```python
max ((t) + (t: received(_,t,_,_))
```

The expression for aggregation with \( \max \) can be optimized by incrementally maintaining its value as messages are received [18, 23]. Precisely, in Figure 2, add the following in setup as before:

```python
self.t := 0
```

replace line 6 with the following:

```python
t := t + 1
```

replace `logical_time()` on lines 12 and 14 with t, and add the following receive definition:

```python
received (_,t2,_,_):
  t := max(t,t2)
```

It is easy to see that \( t \) is a specialized logical time that increments only when sending a request. This ordering ensures that any request that is globally observable to be before another request is granted before the other request. Thus, ordering after globally observable requests paired with process ids satisfies the fairness requirement (⋆).

What is fair?

Any ordering on requests gives a kind of fairness in the sense of that ordering. We summarize the different kinds of fairness for the three orderings discussed: per-process counts, locally observable requests, and globally observable requests.

- All three orderings are fair in that sequential requests are granted in their sequential order, and concurrent requests are granted in the order of smaller request id first.
- The last two orderings are fair in that all requests are granted in the order of smaller request id first, and that a request made after receiving another request is not granted before the other request. The first ordering does not satisfy this.
- The last ordering is fair in that a request made after a chain of events starting with another request is not granted before the other request, which satisfies the fairness requirement (⋆). The first two orderings do not satisfy this.

In general, one may even have request ids be generated and compared by a separate protocol, supporting more complex fairness schemes, for example, priority by payment, or simply an oracle.

### 6 Logical Clocks Are Not Fair

Clearly, ordering after globally observable requests differs from ordering using logical clock values. Looking into the difference easily leads to the discovery that ordering by logical clock values is not fair in general.

The idea is that logical clocks can increment values at events where the clock value should not be incremented for a desired ordering requirement. Using such values for ordering may violate the desired ordering requirement, such as ordering by requests only. Note that these events must still be used to determine the request ordering by taking the maximum of id values and passing it on, but just that they should not increment the id value.

Consider a small example, with three processes \( P_1, P_2, \) and \( P_3 \), all starting at logical time 0, and \( P_1 \) has a smaller id than \( P_2 \).

1. Suppose \( P_1 \) requests first, is granted, and then sends a release to \( P_1 \) and \( P_2 \). Before receiving the release from \( P_3 \), having each only received a request from \( P_3 \) and sent back an acknowledgment, \( P_1 \) and \( P_2 \) have the same logical time.

2. Suppose after \( P_3 \) is granted, \( P_1 \) and \( P_2 \) both request, and there is no chain of events between the two requests to tell their order. Because \( P_1 \) has a smaller id than \( P_2 \), \( P_1 \)’s request should be granted first. This is the order that satisfies the fairness requirement (⋆).

3. Suppose, however, that the release from \( P_3 \) is received by \( P_1 \) before \( P_1 \)’s request and is received by \( P_2 \) after \( P_2 \)’s request. Then \( P_1 \)’s request will have a larger timestamp than \( P_2 \)’s request according to logical clocks, meaning that \( P_2 \)’s request will be granted first. This conflicts with the order that satisfies the fairness requirement (⋆).

That is, the requests by \( P_1 \) and \( P_2 \) happened concurrently, but the logical timestamp of the release message to \( P_1 \) that does not respect the order of requests makes \( P_1 \) be treated unfairly.

In general, there can be many different kinds of events and messages. Fairness should be specified and implemented based on the desired requirements exactly. Blind use of logical clocks can be a source of not only inefficiency, but also unfairness.

### 7 Related Work and Conclusion

Beyond pseudocode notations or English, a wide spectrum of languages and tools have been developed and used for implementation and specification of distributed algorithms: from programming languages with networking libraries, messaging interfaces, remote calls, asynchronous support, built-in processes, etc., to formal specification languages based on state machines, process algebras, logic rules, and more. A few examples are given in Section 1. More extensive related works are discussed in [23]. DistAlgo is unique in that it allows algorithms to be expressed at the same high level as
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pseudocode and English, yet is precise and directly executable, and thus allows much easier understanding of the algorithms.

Logical clocks and distributed mutual exclusion have been studied and discussed extensively, in books, e.g., [8–10, 12, 26, 32, 33], and formal specifications, e.g., [26, p. 646–649; 14; 28]. Since Lamport’s algorithm, many other algorithms for distributed mutual exclusion have been developed, e.g., [10, 31, 34–36, 38], to remove the requirement of FIFO channels, reduce the number of messages, etc. Logical clocks have been used particularly to provide fairness, i.e., serving requests in the order in which they are made, e.g., [25, 34]. However, only the order of logical timestamps is used. Since Lamport’s clock, more sophisticated logical clocks have been developed, e.g., [1, 2, 7, 27]. A scheme is also proposed to avoid unfairness in using pairs of logical timestamps and process ids, by dynamically changing the process ids, which they call node numbers [30]. To our knowledge, no prior work showed that using logical timestamps can be unfair.

Just like logical clocks are easy [3], seeing their being unfair is also easy, especially after simplification facilitated by precise high-level specifications. Such specifications have also helped us discover useless replies, unnecessary delays, and a main liveness violation that was previously unknown [19] in a more practical variant of Paxos for distributed consensus [37]. Methods for writing such high-level specifications are centered around expressing synchronization conditions as high-level queries over message histories [22]. Using message histories also yields simpler specifications and easier proofs [5] than otherwise [6].

In conclusion, DistAlgo is a language for expressing distributed algorithms precisely at a high level and running them directly. It has helped greatly in improving the understanding of distributed algorithms, including many algorithms for the core of distributed systems, taught in distributed systems courses and implemented in many course projects [23]. Future work includes further studies of important algorithms, by expressing them precisely at a high level, and continued improvements to the DistAlgo compiler and optimizations, as needed for maintenance of any modern language implementation, driven by constant changes in the underlying software and hardware technologies.
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