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ABSTRACT
The suffix array SA[1. .𝑛] of a text𝑇 of length 𝑛 is a permutation of

{1, . . . , 𝑛} describing the lexicographical ordering of suffixes of 𝑇

and is considered to be one of the most important data structures for

string processing, with dozens of applications in data compression,

bioinformatics, and information retrieval. One of the biggest draw-

backs of the suffix array is that it is very difficult to maintain under

text updates: even a single character substitution can completely

change the contents of the suffix array. Thus, the suffix array of a

dynamic text is modelled using suffix array queries, which return

the value SA[𝑖] given any 𝑖 ∈ [1. .𝑛].
Prior to this work, the fastest dynamic suffix array implementa-

tions were by Amir and Boneh, who showed how to answer suffix

array queries in Õ(𝑘) time, where 𝑘 ∈ [1. .𝑛] is a trade-off parame-

ter, with Õ(𝑛/𝑘)-time text updates [ISAAC 2020]. In a very recent

preprint, they also provided a solution with O(log5 𝑛)-time queries

and Õ(𝑛2/3)-time updates [arXiv 2021].

We propose the first data structure that supports both suffix

array queries and text updates in O(polylog𝑛) time (achieving

O(log4 𝑛) and O(log3+𝑜 (1) 𝑛) time, respectively). Our data struc-

ture is deterministic and the running times for all operations are

worst-case. In addition to the standard single-character edits (char-

acter insertions, deletions, and substitutions), we support (also in

O(log3+𝑜 (1) 𝑛) time) the “cut-paste” operation that moves any (arbi-

trarily long) substring of 𝑇 to any place in 𝑇 . To achieve our result,

we develop a number of new techniques which are of independent

interest. This includes a new flavor of dynamic locally consistent

parsing, as well as a dynamic construction of string synchroniz-

ing sets with an extra local sparsity property; this significantly

generalizes the sampling technique introduced at STOC 2019. We

complement our structure by a hardness result: unless the Online

Matrix-Vector Multiplication (OMv) Conjecture fails, no data struc-

ture with O(polylog𝑛)-time suffix array queries can support the

“copy-paste” operation in O(𝑛1−Y ) time for any Y > 0.
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1 INTRODUCTION
For a text𝑇 of length𝑛, the suffix array SA[1. .𝑛] stores the permuta-

tion of {1, . . . , 𝑛} such that 𝑇 [SA[𝑖] . .𝑛] is the 𝑖th lexicographically

smallest suffix of𝑇 . The original application of SA [49] was to solve

the text indexing problem: construct a data structure such that, given

a pattern 𝑃 [1. .𝑚] (typically with𝑚 ≪ 𝑛), we can quickly count

(and optionally list) all occurrences of 𝑃 in 𝑇 . Since the sought

set of positions occupies a contiguous block SA[𝑏. .𝑒) (for some

𝑏, 𝑒 ∈ [1. .𝑛 + 1]) and since, given 𝑗 ∈ [1. .𝑛], we can in O(𝑚) time

check if the value SA[ 𝑗] is before, inside, or after this block, the
indices 𝑏 and 𝑒 can be computed in O(𝑚 log𝑛) time with binary

search. If 𝑏 < 𝑒 , we can then report all occurrences of 𝑃 in 𝑇 at the

extra cost of O(𝑒−𝑏). Soon after the discovery of SA it was realized

that a very large set of problems on strings is essentially solved (or

at least becomes much easier) once we have a suffix array (often

augmented with the LCP array [39, 49]). This includes, for example,

the following problems (see also the textbook of Gusfield [34]):

• finding repeats (e.g., MaximalRepeats, LongestRepeated-

Factor, TandemRepeats);

• computing special subwords (e.g., MinimalAbsentWord,

ShortestUniqeSubstring);

• sequence comparisons (e.g., LongestCommonSubstring,

MaximalUniqeMatches); and

• data compression (e.g., LZ77Factorization, BWTCompres-

sion).

This trend continues in more recent textbooks [47, 53, 59], with

the latest suffix array representations (such as FM-index [24], com-
pressed suffix array [32], and 𝑟 -index [28]) as central data structures.

There are even textbooks such as [1] solely dedicated to the appli-

cations of suffix arrays and the closely related Burrows–Wheeler

transform (BWT) [12].

The power of suffix array comes with one caveat: It is very

difficult to maintain it for a text undergoing updates. For example,
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for𝑇 = b𝑛 (symbol b repeated 𝑛 times) we have SA𝑇 = [𝑛, . . . , 2, 1],
whereas for𝑇 ′ = b𝑛−1c (obtained from𝑇 with a single substitution),

it holds SA𝑇 ′ = [1, 2, . . . , 𝑛], i.e., the complete reversal. Even worse,

if 𝑛 = 2𝑚 + 1 and 𝑇 ′′ = b𝑚ab𝑚 (again, a single substitution), then

SA𝑇 ′′ = [𝑚+1, 𝑛,𝑚, 𝑛 − 1,𝑚 − 1, . . . ,𝑚 + 2, 1], i.e., the near-perfect
interleaving of two halves of SA𝑇 . In general, even a single character

substitution may permute SA in a very complex manner. Thus, if

one wishes to maintain the suffix array of a dynamic text, its entries

cannot be stored in plain form but must be obtained by querying

a data structure. The quest for such dynamic suffix array is open

since the birth of suffix array over three decades ago. We thus pose

our problem:

Problem 1.1. Can we support efficient SA queries for a dynami-

cally changing text?

Previous Work. One of the first attempts to tackle the above

problem is due to Salson, Lecroq, Léonard, andMouchard [63]. Their

dynamic suffix array achieves good practical performance on real-

world texts (including English text and DNA), but its update takes

Θ(𝑛) time in the worst-case. A decade later, Amir and Boneh [5]

proposed a structure that, for any parameter 𝑘 ∈ [1. .𝑛], supports
SA and SA

−1
queries in Õ(𝑘) time and character substitutions

in Õ(𝑛/𝑘) time. This implies the first nontrivial trade-off for the

dynamic suffix array, e.g., Õ(
√
𝑛)-time operations. Very recently,

Amir and Boneh [6] described a dynamic suffix array that supports

updates (insertions and deletions) in the text in Õ(𝑛2/3) time and SA

queries in O(log5 𝑛) time. They also gave a structure that supports

substitutions in Õ(𝑛1/2) time and SA
−1

queries in O(log4 𝑛) time.

A separate line of research focused on the related problem of

dynamic text indexing introduced by Gu, Farach, and Beigel [33].

This problem aims to design a data structure that permits up-

dates to the text 𝑇 and pattern searches (asking for all occurrences

of a given pattern 𝑃 in 𝑇 ). As noted in [5], the solution in [33]

achieves Õ(
√
𝑛)-time updates to text and Õ(𝑚

√
𝑛 + occ log𝑛) pat-

tern search query (where occ is the number of occurrences of 𝑃

in 𝑇 ). Sahinalp and Vishkin [62] then proposed a solution based

on the idea of locally consistent parsing that achieves O(log3 𝑛)-
time update and O(𝑚 + occ) pattern searching time. The update

time was later improved by Alstrup, Brodal, and Rauhe [3] to

O(log2 𝑛 log log𝑛 log∗ 𝑛) at the expense of the slightly slower query
O(𝑚 + occ + log𝑛 log log𝑛). This last result was achieved by build-

ing on techniques for the dynamic string equality problem proposed

by Mehlhorn, Sundar, and Uhrig [51]. This was improved in [29] to

O(log2 𝑛)-time update andO(𝑚+occ)-time search. A slightly differ-

ent approach to dynamic text indexing, based on dynamic position
heaps was proposed in [23]. It achieves O(𝑚 log𝑛 + occ) amortized

search, but the updates take Θ(𝑛) time in the worst case. There is

also work on dynamic compressed text indexing. Chan, Hon, Lam,

and Sadakane [13] proposed an index that uses O( 1Y (𝑛𝐻0 (𝑇 ) + 𝑛))
bits of space (where 𝐻0 (𝑇 ) is the zeroth order empirical entropy of

𝑇 ), searches inO(𝑚 log
2 𝑛(logY 𝑛+log𝜎)+occ log1+Y 𝑛) time (where

𝜎 is the alphabet size), and performs updates in O(
√
𝑛 log2+Y 𝑛)

amortized time, where 0 < Y ≤ 1. Recently, Nishimoto, I, Inenaga,

Bannai, and Takeda [58] proposed a faster index for a text 𝑇 with

LZ77 factorization of size 𝑧. Assuming for simplicity 𝑧 log𝑛 log∗ 𝑛 =

O(𝑛) and 𝑧 = Ω(log𝑛 log∗ 𝑛), their index occupiesO(𝑧 log𝑛 log∗ 𝑛)
space, performs updates in amortized O((log𝑛 log∗ 𝑛)2 log 𝑧) time

(in addition to edits, they also support the “cut-paste” operation that

moves a substring of 𝑇 from one place to another), and searches in

time O(𝑚 ·min{log log𝑛 log log 𝑧/log log log𝑛,
√︁
log 𝑧/log log 𝑧} +

log 𝑧 log𝑚 log
∗ 𝑛(log𝑛 + log𝑚 log

∗ 𝑛) + occ log𝑛).
We point out that although the (compressed) dynamic text index-

ing problem [33, 58] discussed above is related to dynamic suffix

array, it is not the same. Assuming one accepts additional log fac-

tors, the dynamic suffix array problem is strictly harder: it solves

dynamic indexing (by simply adding binary search on top), but

no converse reduction is known; such a reduction would compute

values of SA in O(polylog𝑛) time using searches for short patterns.

Thus, the many applications of SA listed above cannot be solved

with these indexes. Unfortunately, due to lack of techniques, the

dynamic suffix array problem has seen very little progress; as noted

by Amir and Boneh [5], “(. . . ) although a dynamic suffix array algo-

rithm would be extremely useful to automatically adapt many static

pattern matching algorithms to a dynamic setting, other techniques

had to be sought”. They remark, however, that “Throughout all this

time, an algorithm for maintaining the suffix tree or suffix array

of a dynamically changing text had been sought”. To sum up, until

now, the best dynamic suffix arrays have been those of [5], taking

Õ(𝑘) time to answer SA and SA
−1

queries and Õ(𝑛/𝑘) time for

substitutions, and [6], taking Õ(𝑛2/3) time for insertions/deletions

and O(log5 𝑛) time for SA queries, or Õ(𝑛1/2) time for substitutions

and O(log4 𝑛) time for SA
−1

queries. No solution with polylog𝑛-

time queries and updates (even amortized or expected) was known,

not even for character substitutions only.

Our Results. We propose the first dynamic suffix array with all

operations (queries and updates) taking only O(polylog𝑛) time.

Our data structure is deterministic and the complexities of both

queries and updates are worst-case. Thus, we leap directly to a

solution satisfying the commonly desired properties on the query

and update complexity for this over thirty-years old open prob-

lem. In addition to single-character edits, our structure supports

the powerful “cut-paste” operation, matching the functionality of

state-of-the-art indexes [3, 58]. More precisely, our structure sup-

ports the following operations (the bounds below are simplified

overestimates; see Theorem 6.7):

• We support SA queries (given 𝑖 ∈ [1. .𝑛], return SA[𝑖]) in
O(log4 𝑁 ) time.

• We support SA
−1

queries (given 𝑗 ∈ [1. .𝑛], return SA
−1 [ 𝑗])

in O(log5 𝑁 ) time.

• We support updates (insertion and deletion of a single symbol

in 𝑇 as well as the “cut-paste” operation, moving any block

of 𝑇 to any other place in 𝑇 ) in O(log3+𝑜 (1) 𝑁 ) time.

Here, 𝑁 = 𝑛𝜎 is the product of the current text length and the size

of the alphabet Σ = [0. .𝜎).
The above result may leave a sense of incompleteness regard-

ing further updates such as “copy-paste”. We show that, despite

its similarity with “cut-paste”, supporting this operation in the dy-

namic setting is most likely very costly. More precisely, we prove

that, unless the Online Matrix-Vector Multiplication (OMv) Conjec-

ture [37] fails, no data structure that supports SA or SA
−1

queries

in O(polylog𝑛) time can support the “copy-paste” operation in

O(𝑛1−Y ) time for any Y > 0. In fact, we prove the following more

general result (which can be easily extended to SA queries; see [43]):
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Theorem 1.2 (♠). For all constants 𝛼, 𝛽 > 0 with 𝛼 + 𝛽 < 1, the
OMv Conjecture implies that there is no dynamic algorithm that
preprocesses a text 𝑇 in time polynomial in |𝑇 |, supports copy-pastes
in O(|𝑇 |𝛼 ) time, and inverse suffix array queries in O(|𝑇 |𝛽 ) time,
with each answer correct with probability at least 2

3
.

Thus, the trade-off similar to the one achieved by Amir and

Boneh [5] (Õ(𝑘)-time query and Õ(𝑛/𝑘)-time update) may still

be possible for a dynamic suffix array with copy-pastes; we leave

proving such upper bound as a possible direction for future work.

Technical Contributions. To achieve our result, we develop new

techniques and significantly generalize several existing ones. Our

first novel technique is the notion of locally sparse synchroniz-

ing sets. String synchronizing sets [40] have recently been intro-

duced in the context of efficient construction of BWT and LCE

queries for “packed strings” (where a single machine word stores

multiple characters). Since then, they have found many other ap-

plications [2, 4, 14, 41, 42]. Loosely speaking (a formal definition

follows in Section 2), for any fixed 𝜏 ≥ 1, a set S ⊆ [1. .𝑛] is a
𝜏-synchronizing set of a string 𝑇 ∈ Σ𝑛 if S samples positions of 𝑇

consistently (i.e., whether 𝑖 ∈ [1. .𝑛] is sampled depends only on the

length-Θ(𝜏) context of 𝑖 in 𝑇 ) and samples everywhere in 𝑇 except

in highly periodic fragments (the so-called density condition). In all

prior applications utilizing synchronizing sets, the goal is to ensure

that S is sparse on average, i.e., that the size |S| is minimized. In this

paper, we prove that at the cost of increasing the size of |S| by a

mere factor O(log∗ (𝜏𝜎)), we can additionally ensure that S is also

locally sparse. We then show that such S can be maintained dynam-

ically using a new construction of S from the signature parsing (a

technique introduced in [51] and used, for example, in [3, 58]). The

crucial benefit of local sparsity is that any auxiliary structure that

depends on the length-Θ(𝜏) contexts of positions in S, including
S itself, can be updated efficiently. Another result of independent

interest is the first dynamic construction of string synchronizing

sets. For this, we internally represent some substrings of𝑇 using the

abstraction of dynamic strings [3, 30, 51, 61]. The problem with all

existing variants of dynamic strings, however, is that they rely on

representing the strings using a hierarchical representation whose

only goal is to ensure the string shrinks by a constant factor at each

level. This, however, is not sufficient for our purpose: in order to

satisfy the density condition for the resulting synchronizing set,

we also need all symbols at any given level to have some common

upper bound on the expansion length. The notion of such “bal-

anced” parsing is known [11, 61], but has only been implemented

in static settings. We show the first variant of dynamic strings that

maintains a “balanced” parsing at every level, and consequently lets

us dynamically maintain a locally sparse string synchronizing set.

The mainstay among data structures for pattern matching or SA

queries is the use of (typically 2D) orthogonal range searching [16].

Example indexes include nearly all indexes based on LZ77 [7–9,

18, 27, 38, 45, 58], context-free grammars [10, 19, 20, 26, 50, 64,

65], and some recent BWT-based indexes [17, 42, 52]. Nearly all

these structures maintain a set of points corresponding to some

set of suffixes of 𝑇 (identified with their starting positions P ⊆
[1. .𝑛]) ordered lexicographically. The problem with adapting this

to the dynamic setting is that once we modify 𝑇 near the end, the

order of (potentially all) elements in P changes. We overcome this

obstacle as follows. Rather than on sampling of suffixes, we rely

on log𝑛 levels of sampling of substrings (identified by the set S𝑘 of

the starting positions of their occurrences) of length roughly 2
𝑘
,

where 𝑘 ∈ [0. .⌈log𝑛⌉), implemented using dynamic locally sparse

synchronizing sets. With such structure, we can efficiently update

the sets S𝑘 and the associated geometric structures, but we lose the

ability to easily compare suffixes. In Section 5, we show that even

with such partial sampling, we can nevertheless still implement SA

queries. In log𝑛 steps, our query algorithm successively narrows the

range of SA to contain only suffixes prefixed with𝑇 [SA[𝑖] . .SA[𝑖] +
ℓ), while also maintaining the starting position of some arbitrary

suffix in the range, where ℓ = 2
𝑘
is the current prefix length. In

the technical overview, we sketch the main ideas of this reduction,

but we remark that the details of this approach are nontrivial and

require multiple technical results (see [43]).

Finally, we remark that, even though (as noted earlier), dynamic

suffix array is a strictly harder problem that text indexing (since one

can be reduced to the other, but not the otherway around), our result

has implications even for the text indexing problem. The existing

dynamic text indexes with fast queries and updates (such as [29,

58]) can only list all 𝑘 occurrences of any pattern. One, however,

cannot obtain the number of occurrences (which is the standard

operation supported by most of the static indexes [54]) in time that

is always bounded by O(𝑚 polylog𝑛) (since 𝑘 can be arbitrarily

large).
1
Our dynamic suffix array, on the other hand, implements

counting seamlessly: it suffices to perform the standard binary

search [49] over SA for the pattern 𝑃 , resulting in the endpoints of

range SA[𝑏. .𝑒) of suffixes of 𝑇 prefixed with 𝑃 , and return 𝑒 − 𝑏.

Related Work. Chan, Hon, Lam, and Sadakane [13] introduced

a problem of indexing text collections, which asks to store a dy-

namically changing collection C of strings (under insertions and

deletions of entire strings) so that pattern matching queries on C can

be answered efficiently. Although the resulting data structures are

also called dynamic full-text indexes [48] or dynamic suffix trees [60],
we remark that they are solving a different problem that what, by

analogy to dynamic suffix array, we would mean by “dynamic suffix

tree”. Observe that we cannot simulate the insertion of a symbol in

the middle of 𝑇 using a collection of strings. Maintaining symbols

of 𝑇 as a collection of length-1 strings will not work because the

algorithms in [13, 48, 60] only report occurrences entirely inside

one of the strings. Since the insertion of a string 𝑆 of length𝑚 into

C takes Ω(𝑚) time in [13, 48, 60] (similarly for deletion), one also

cannot efficiently use C to represent the entire text 𝑇 as a single

element of C.
Related to the problem of text indexing is also the problem of

sequence representation [55], where we store a string 𝑆 [1. .𝑛] un-
der character insertions and deletions and support the access to

𝑆 , rank(𝑖, 𝑐) (returning |{ 𝑗 ∈ [1. .𝑖] : 𝑆 [ 𝑗] = 𝑐}|) and select(𝑖, 𝑐)
(returning the 𝑖th occurrence of 𝑐 in 𝑆). A long line of research,

including [31, 36, 48, 56], culminated with the work of Navarro and

Nekrich, who achieved O(log𝑛/log log𝑛) time for all operations

1
Efficient counting for indexes relying on orthogonal range searching is a technically

challenging problem that has been solved only recently for the static case [18]. It

is possible that these ideas can be combined with [29] or [58], but the result will

nevertheless be significantly more complicated than counting using the suffix array.
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Figure 1: The suffix array of 𝑻 = bbabaababababaababa$ along
with a sorted list of the suffixes of 𝑻 .

(amortized for updates), while using space close to 𝑛𝐻0 (𝑆), where
𝐻0 is the zeroth order empirical entropy.

Finally, there is a line of research focusing on storing a text 𝑇

under updates so that we can support efficient longest common
extension queries LCE𝑇 (𝑖, 𝑗) that return the length of the longest

common prefix of𝑇 [𝑖 . .|𝑇 |] and𝑇 [ 𝑗 . .|𝑇 |]. The research was initiated
with the seminal work in [3, 51] (recently improved in [30]). More

recently, a solution working in the compressed space (achieving

similar runtimes as the index in [58]) was proposed in [57].

2 PRELIMINARIES
A string is a finite sequence of characters from some set Σ called the

alphabet. We denote the length of a string 𝑆 as |𝑆 |. For any index

𝑖 ∈ [1. .|𝑆 |],2 we denote the 𝑖th character of 𝑆 as 𝑆 [𝑖]. A string of the

form 𝑆 [𝑖 . . 𝑗) = 𝑆 [𝑖]𝑆 [𝑖 + 1] . . . 𝑆 [ 𝑗 − 1], where 1 ≤ 𝑖 ≤ 𝑗 ≤ |𝑆 | + 1 is

called a fragment of 𝑆 . If 𝑆 is known, we will encode 𝑆 [𝑖 . . 𝑗) in O(1)
space as a pair (𝑖, 𝑗). Fragments of the form 𝑆 [1. . 𝑗) and 𝑆 [𝑖 . .|𝑆 |] are
called prefixes and suffixes, respectively. By 𝑆 we denote the reverse
of 𝑆 , i.e., 𝑆 = 𝑆 [|𝑆 |] . . . 𝑆 [2]𝑆 [1]. The concatenation of two strings

𝑈 and 𝑉 is denoted 𝑈𝑉 or 𝑈 · 𝑉 . Moreover, 𝑆𝑘 =
⊙𝑘

𝑖=1 𝑆 is the

concatenation of 𝑘 copies of 𝑆 ; note that 𝑆0 = Y is the empty string.
An integer 𝑝 ∈ [1. .|𝑆 |] is a called a period of 𝑆 if 𝑆 [1. .|𝑆 | − 𝑝] =

𝑆 [1 + 𝑝. .|𝑆 |]; we denote the shortest period of 𝑆 as per(𝑆). We use

⪯ to denote the order on Σ, extended to the lexicographic order
on Σ∗ (the set of strings over Σ) so that 𝑈 ,𝑉 ∈ Σ∗ satisfy 𝑈 ⪯ 𝑉

if and only if either 𝑈 is a prefix of 𝑉 , or 𝑈 [1. .𝑖) = 𝑉 [1. .𝑖) and
𝑈 [𝑖] ≺ 𝑉 [𝑖] holds for some 𝑖 ∈ [1. .min( |𝑈 |, |𝑉 |)].

Throughout, we consider a string (called the text) 𝑇 of length

𝑛 ≥ 1 over an integer alphabet Σ = [0. .𝜎). We assume that𝑇 [𝑛] = $
(where $ = min Σ) and $ does not occur in 𝑇 [1. .𝑛).

The suffix array SA[1. .𝑛] of 𝑇 is a permutation of [1. .𝑛] such
that 𝑇 [SA[1] . .𝑛] ≺ 𝑇 [SA[2] . .𝑛] ≺ · · · ≺ 𝑇 [SA[𝑛] . .𝑛], i.e., SA[𝑖]
is the starting position of the lexicographically 𝑖th smallest suffix

2
For 𝑖, 𝑗 ∈ Z, denote [𝑖 . . 𝑗 ] = {𝑘 ∈Z : 𝑖 ≤ 𝑘 ≤ 𝑗 }, [𝑖 . . 𝑗 ) = {𝑘 ∈Z : 𝑖 ≤ 𝑘 < 𝑗 }, and
(𝑖 . . 𝑗 ] = {𝑘 ∈Z : 𝑖 < 𝑘 ≤ 𝑗 }.

of 𝑇 ; see Fig. 1 for an example. The inverse suffix array SA
−1 [1. .𝑛]

is the inverse permutation of SA, i.e., SA
−1 [ 𝑗] = 𝑖 holds if and

only if SA[𝑖] = 𝑗 . By lcp(𝑈 ,𝑉 ) we denote the length of the longest

common prefix of𝑈 and𝑉 . For 𝑗1, 𝑗2 ∈ [1. .𝑛], we let LCE𝑇 ( 𝑗1, 𝑗2) =
lcp(𝑇 [ 𝑗1 . .],𝑇 [ 𝑗2 . .]).

The rotation operation rot(·), given a string 𝑆 ∈ Σ+, moves the

last character of 𝑆 to the front so that rot(𝑆) = 𝑆 [|𝑆 |] · 𝑆 [1. .|𝑆 | − 1].
We use the word RAM model of computation [35] with 𝑤-bit

machine words, where𝑤 ≥ log𝑛.

Definition 2.1 (𝜏-synchronizing set [40]). Let 𝑇 ∈ Σ𝑛 be a string

and let 𝜏 ∈ [1. .⌊𝑛
2
⌋] be a parameter. A set S ⊆ [1. .𝑛−2𝜏+1] is called

a 𝜏-synchronizing set of 𝑇 if it satisfies the following consistency
and density conditions:

(1) If 𝑇 [𝑖 . .𝑖 + 2𝜏) = 𝑇 [ 𝑗 . . 𝑗 + 2𝜏), then 𝑖 ∈ S holds if and only if

𝑗 ∈ S (for 𝑖, 𝑗 ∈ [1. .𝑛 − 2𝜏 + 1]),
(2) S∩[𝑖 . .𝑖+𝜏) = ∅ if and only if 𝑖 ∈ R(𝜏,𝑇 ) (for 𝑖 ∈ [1. .𝑛−3𝜏+2]),

where

R(𝜏,𝑇 ) := {𝑖 ∈ [1. .|𝑇 | − 3𝜏 + 2] : per(𝑇 [𝑖 . .𝑖 + 3𝜏 − 2]) ≤ 1

3
𝜏}.

In most applications, we want to minimize |S|. The density con-

dition imposes a lower bound |S| = Ω( 𝑛𝜏 ) for strings of length
𝑛 ≥ 3𝜏 − 1 that do not contain highly periodic substrings of length

3𝜏 − 1. Hence, in the worst case, we cannot hope to improve upon

the following bound.

Theorem 2.2 ([40, Proposition 8.10]). For every 𝑇 ∈ Σ𝑛 and
𝜏 ∈ [1. .⌊𝑛

2
⌋], there exists a 𝜏-synchronizing set S of size |S| = O

(
𝑛
𝜏

)
.

Such S can be deterministically constructed in O(𝑛) time.

3 TECHNICAL OVERVIEW
We derive our dynamic suffix array gradually. We start (Section 4),

by introducing the auxiliary tools. In the first part of the paper

(Section 5) we prove that if we have Θ(log𝑛) synchronizing sets

for values of 𝜏 spanning across the whole range [1. .𝑛], and we can

support some set of queries (stated as “assumptions”) concerning

either positions in those synchronizing sets, gaps across successive

elements, or their length-Θ(𝜏) contexts in 𝑇 , then we can support

SA queries on 𝑇 . In the second part of the paper (Section 6) we

then show how to satisfy these assumptions for text supporting

update operations. This approach lets us separate the clean (combi-

natorial) details concerning SA queries from (more algorithmic and

technical) details concerning the maintenance of the underlying

synchronizing sets and the associated structures. This also lets us

for now treat 𝑇 as well as each of the synchronizing sets as static,

since the reduction works for any collection of such sets, and thus

if after the update these sets (and the associated structures) change,

the query algorithm is unaffected.

To give an overview of Section 5, we first introduce the key

notation. Let ℓ ≥ 1. For any 𝑗 ∈ [1. .𝑛], we define

Occℓ ( 𝑗) = { 𝑗 ′ ∈ [1. .𝑛] : 𝑇∞ [ 𝑗 ′ . . 𝑗 ′ + ℓ) = 𝑇∞ [ 𝑗 . . 𝑗 + ℓ)},
RBegℓ ( 𝑗) = |{ 𝑗 ′ ∈ [1. .𝑛] : 𝑇 [ 𝑗 ′ . .𝑛] ≺ 𝑇 [ 𝑗 . .𝑛] ∧ LCE𝑇 ( 𝑗, 𝑗 ′) < ℓ}|,
REndℓ ( 𝑗) = RBegℓ ( 𝑗) + |Occℓ ( 𝑗) |,
where 𝑇∞

is defined by 𝑇∞ [𝑖] = 𝑇 [1 + (𝑖 − 1) mod 𝑛] (𝑖 ∈ Z). In
particular,𝑇∞ [1. .𝑛] = 𝑇 . Note that if 𝑃 = 𝑇∞ [ 𝑗 . . 𝑗+ℓ), then {SA[𝑖] :
𝑖 ∈ (RBegℓ ( 𝑗). .REndℓ ( 𝑗)]} = {𝑖 ∈ [1. .𝑛] : 𝑇∞ [𝑖 . .𝑖 + |𝑃 |) = 𝑃}.
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Moreover, for any 𝑗 ∈ [1. .𝑛], we define

Posℓ ( 𝑗) = { 𝑗 ′∈[1. .𝑛] : 𝑇 [ 𝑗 ′ . .𝑛] ≺ 𝑇 [ 𝑗 . .𝑛] ∧ ℓ ≤ LCE𝑇 ( 𝑗, 𝑗 ′) < 2ℓ},
Pos

′
ℓ ( 𝑗) = { 𝑗 ′∈[1. .𝑛] : 𝑇 [ 𝑗 ′ . .𝑛] ≻ 𝑇 [ 𝑗 . .𝑛] ∧ ℓ ≤ LCE𝑇 ( 𝑗, 𝑗 ′) < 2ℓ}.

We denote 𝛿ℓ ( 𝑗) := |Posℓ ( 𝑗) | and 𝛿 ′ℓ ( 𝑗) := |Pos′
ℓ
( 𝑗) |. Observe, that

it holds

(RBeg
2ℓ ( 𝑗), REnd2ℓ ( 𝑗)) =

(RBegℓ ( 𝑗) + 𝛿ℓ ( 𝑗), RBegℓ ( 𝑗) + 𝛿ℓ ( 𝑗) + |Occ2ℓ ( 𝑗) |),
(RBeg

2ℓ ( 𝑗), REnd2ℓ ( 𝑗)) =
(REndℓ ( 𝑗) − 𝛿 ′ℓ ( 𝑗) − |Occ2ℓ ( 𝑗) |, REndℓ ( 𝑗) − 𝛿 ′ℓ ( 𝑗)) .

The main idea of our algorithm is as follows. Suppose that

we have obtained (RBeg
16
(SA[𝑖]), REnd16 (SA[𝑖])) and some 𝑗 ∈

Occ16 (SA[𝑖]) (Assumption 5.1). Then, for 𝑞 = 4, . . . , ⌈log𝑛⌉ − 1,

denoting ℓ = 2
𝑞
, we compute (RBeg

2ℓ (SA[𝑖]), REnd2ℓ (SA[𝑖]))
and some 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]), by using as input some position

𝑗 ∈ Occℓ (SA[𝑖]) and the pair (RBegℓ (SA[𝑖]), REndℓ (SA[𝑖])), i.e.,
the output of the earlier step. This lets us compute SA[𝑖], since even-
tually we obtain some 𝑗 ′ ∈ Occ

2
⌈log𝑛⌉ (SA[𝑖]), and for any 𝑘 ≥ 𝑛,

Occ𝑘 (SA[𝑖]) = {SA[𝑖]}, i.e., we must have 𝑗 ′ = SA[𝑖].
Our goal is to show how to implement a single step of the above

process. Let ℓ ∈ [16. .𝑛) and 𝑖 ∈ [1. .𝑛]. Suppose that we are given
(𝑏, 𝑒) = (RBegℓ (SA[𝑖]), REndℓ (SA[𝑖])) and some 𝑗 ∈ Occℓ (SA[𝑖])
as input. We aim to show that under specific assumptions about

the ability to perform some queries, we can compute some 𝑗 ′ ∈
Occ2ℓ (SA[𝑖]) and the pair (RBeg

2ℓ (SA[𝑖]), REnd2ℓ (SA[𝑖])).
Let 𝜏 := ⌊ ℓ

3
⌋. Our algorithm works differently, depending on

whether it holds SA[𝑖] ∈ R(𝜏,𝑇 ) or SA[𝑖] ∈ [1. .𝑛] \ R(𝜏,𝑇 ). Thus,
we first need to efficiently implement this check. Observe that

whether or not it holds 𝑗 ∈ R(𝜏,𝑇 ) depends only on 𝑇 [ 𝑗 . . 𝑗 + 3𝜏 −
1). Therefore, by 3𝜏 − 1 ≤ ℓ , if 𝑗 ∈ Occℓ (SA[𝑖]) then SA[𝑖] ∈
R(𝜏,𝑇 ) holds if and only if 𝑗 ∈ R(𝜏,𝑇 ). Consequently, we can

determine if SA[𝑖] ∈ R(𝜏,𝑇 ) (such SA[𝑖] is called periodic) or
SA[𝑖] ∈ [1. .𝑛] \ R(𝜏,𝑇 ) (i.e., the position SA[𝑖] is nonperiodic)
using any 𝑗 ∈ Occℓ (SA[𝑖]).

The Nonperiodic Positions. Assume SA[𝑖] ∈ [1. .𝑛] \ R(𝜏,𝑇 ). We

proceed in two steps. First, we show how to compute |Posℓ (SA[𝑖]) |
and |Occ2ℓ (SA[𝑖]) | assuming we have some 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]). By
the earlier observation, this yields (RBeg

2ℓ (SA[𝑖]), REnd2ℓ (SA[𝑖])).
We then explain how to find 𝑗 ′.

Let 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]). By 𝑇∞ [ 𝑗 ′ . . 𝑗 ′ + 2ℓ) = 𝑇∞ [SA[𝑖] . .SA[𝑖] +
2ℓ), we have that |Posℓ (SA[𝑖]) | = |Posℓ ( 𝑗 ′) |, |Occ2ℓ (SA[𝑖]) | =

|Occ2ℓ ( 𝑗 ′) |, and 𝑗 ′ ∈ [1. .𝑛] \ R(𝜏,𝑇 ). We can thus focus on com-

puting |Posℓ ( 𝑗 ′) | and |Occ2ℓ ( 𝑗 ′) |. Let S be any 𝜏-synchronizing set

of 𝑇 . First, observe that by 𝑗 ′ ∉ R(𝜏,𝑇 ), the position 𝑠′ = succS ( 𝑗 ′)
(see Section 5.2 for the definition of succS) satisfies 𝑠

′ − 𝑗 ′ < 𝜏 .

Thus, by the consistency of S and 3𝜏 ≤ ℓ , all 𝑗 ′′ ∈ Posℓ ( 𝑗 ′) share a
common offset 𝛿S = 𝑠′− 𝑗 ′ such that 𝑗 ′′+𝛿S = min(S∩[ 𝑗 ′′ . . 𝑗 ′′+𝜏))
and hence the relative lexicographical order between 𝑇 [ 𝑗 ′′ . .𝑛] and
𝑇 [ 𝑗 ′ . .𝑛] is the same as between 𝑇 [ 𝑗 ′′ + 𝛿S . .𝑛] and 𝑇 [ 𝑗 ′ + 𝛿S . .𝑛].
Thus, to compute |Posℓ ( 𝑗 ′) | it suffices to count 𝑠′′ ∈ S that are:

(1) Preceded in 𝑇 by the string 𝑇 [ 𝑗 ′ . .𝑠′), and
(2) For which it holds 𝑇 [𝑠′′ . .𝑛] ≺ 𝑇 [𝑠′ . .𝑛] and LCE𝑇 (𝑠′′, 𝑠′) ∈

[ℓ − 𝛿S . .2ℓ − 𝛿S).

Observe, that for any𝑞 ≥ 2ℓ , Condition 1 is equivalent to position 𝑠′′

having a reversed left length-𝑞 context in the lexicographical range

[𝑋 ..𝑋 ′), where 𝑋 = 𝑇 [ 𝑗 ′ . .𝑠′) and 𝑋 ′ = 𝑋𝑐∞ (where 𝑐 = max Σ),
and Condition 2 is equivalent to position 𝑠′′ having a right length-𝑞
context in [𝑌 ..𝑌 ′), where𝑌 = 𝑇∞ [𝑠′ . . 𝑗 ′+ℓ) and𝑌 ′ = 𝑇∞ [𝑠′ . . 𝑗 ′+2ℓ)
(Lemma 5.2). Consequently, the only queries needed to compute

|Posℓ ( 𝑗 ′) | are succS and range queries on a labelled set of points

P = {(𝑇∞ [𝑠′ − 𝑞. .𝑠′),𝑇∞ [𝑠′ . .𝑠′ + 𝑞), 𝑠′) : 𝑠′ ∈ S}. Since 𝜏 = ⌊ ℓ
3
⌋

and ℓ ≥ 16, it suffices to choose 𝑞 = 7𝜏 to satisfy 𝑞 ≥ 2ℓ . Thus,

under Assumption 5.3, we can efficiently compute |Posℓ ( 𝑗 ′) | =
|Posℓ (SA[𝑖]) |.

The intuition for |Occ2ℓ ( 𝑗 ′) | is similar, except we observe that

Condition 2 is that 𝑠′′ satisfies LCE𝑇 (𝑠′′, 𝑠′) ≥ 2ℓ − 𝛿S, which is

equivalent to 𝑠′′ having a right length-𝑞 context in [𝑌 ′ . .𝑌 ′𝑐∞).
Thus, we can also count such 𝑠′′ (and consequently, compute the

value |Occ2ℓ (SA[𝑖]) |) using P.

The above reductions are proved in Lemmas 5.5 and 5.6 and lead

to the following result.

Proposition 3.1. Let 𝑖 ∈ [1. .𝑛] be such that SA[𝑖] ∈ [1. .𝑛] \
R(𝜏,𝑇 ). Under Assumption 5.3, given a position 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]),
we can efficiently compute |Posℓ (SA[𝑖]) | and |Occ2ℓ (SA[𝑖]) |.

It remains to show how to find some 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]). For
this, observe that if we sort all 𝑗 ′′ ∈ Occℓ (SA[𝑖]) by their right

length-2ℓ context in 𝑇∞
then for the 𝑘th position 𝑗 ′′ in this order

we have 𝑇∞ [ 𝑗 ′′ . . 𝑗 ′′ + 2ℓ) = 𝑇∞ [SA[𝑏 + 𝑘] . .SA[𝑏 + 𝑘] + 2ℓ), since
SA(𝑏. .𝑒] also contains all 𝑗 ′′ ∈ Occℓ (SA[𝑖]) sorted by their length-

2ℓ right context, although potentially in a different order. Note,

however, that 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]) only requires 𝑇∞ [ 𝑗 ′ . . 𝑗 ′ + 2ℓ) =
𝑇∞ [SA[𝑖] . .SA[𝑖] +2ℓ). Thus, the ability to find the (𝑖−𝑏)th element

in the sequence of all 𝑗 ′′ ∈ Occℓ (SA[𝑖]) sorted by𝑇∞ [ 𝑗 ′′ . . 𝑗 ′′ + 2ℓ)
(with ties resolved arbitrarily) is all we need to compute some

𝑗 ′ ∈ Occ2ℓ (SA[𝑖]). Recall, that to show a common offset 𝛿S, we used

the fact that suffixes shared a prefix of length at least 3𝜏 . By 3𝜏 ≤ ℓ ,

here we also have that all 𝑗 ′′ ∈ Occℓ (SA[𝑖]) share a common offset

𝛿S = succS (SA[𝑖])−SA[𝑖] such that 𝑗 ′′+𝛿S = min(S∩[ 𝑗 ′′ . . 𝑗 ′′+𝜏)).
Consequently, to find 𝑗 ′ we take some 𝑞 ≥ 2ℓ and:

(1) First, letting 𝛿S = succS (SA[𝑖]) − SA[𝑖], we compute the

number𝑚 of positions 𝑠′ ∈ S that have their reversed left

length-𝑞 context in the lexicographic range [𝑋 ..𝑋 ′) (where
𝑋 = 𝑇 [SA[𝑖] . .SA[𝑖] +𝛿S) and 𝑋 ′ = 𝑋𝑐∞) and right length-𝑞

context in [Y. .𝑌 ) (where 𝑌 = 𝑇∞ [SA[𝑖] + 𝛿S . .SA[𝑖] + ℓ)).
(2) Then, for any 𝑘 ∈ [1. .|Occℓ (SA[𝑖]) |], the (𝑚 + 𝑘)th element

𝑠′ in the sequence of all positions from S sorted by the length-
𝑞 right context that simultaneously have their reversed left

length-𝑞 context in [𝑋 ..𝑋 ′), satisfies 𝑇∞ [𝑠′ − 𝛿S . .𝑠
′ − 𝛿S +

2ℓ) = 𝑇∞ [SA[𝑏 + 𝑘] . .SA[𝑏 + 𝑘] + 2ℓ). In particular, the po-

sition 𝑠′ for 𝑘 = 𝑖 − 𝑏 satisfies 𝑇∞ [𝑠′ − 𝛿S . .𝑠
′ − 𝛿S + 2ℓ) =

𝑇∞ [SA[𝑖] . .SA[𝑖] + 2ℓ), i.e., 𝑠′ − 𝛿S ∈ Occ2ℓ (SA[𝑖]). Thus,
finding 𝑗 ′ reduces to a range selection query on P.

The above reduction is proved in Lemma 5.9. One last detail is

that we need 𝑋 , 𝑌 , and 𝛿S. We note, however, that they all depend

only on 𝑇∞ [SA[𝑖] . .SA[𝑖] + ℓ), and thus can be computed using

𝑗 ∈ Occℓ (SA[𝑖]) (which we have as input). We have thus proved the

following result, which combined with Proposition 3.1 concludes

the description of the SA query for nonperiodic SA[𝑖].
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Proposition 3.2. Let 𝑖 ∈ [1. .𝑛] be such that SA[𝑖] ∈ [1. .𝑛] \
R(𝜏,𝑇 ). Under Assumption 5.3, given 𝑖 and 𝑗 ∈ Occℓ (SA[𝑖]) as well
as the pair (RBegℓ (SA[𝑖]), REndℓ (SA[𝑖])), we can efficiently find
some position 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]).

The Periodic Positions. Assume SA[𝑖] ∈ R(𝜏,𝑇 ). The standard

way to introduce structure among periodic positions (see, e.g., [40])

is as follows. Note that if 𝑗, 𝑗+1 ∈ R(𝜏,𝑇 ), then per(𝑇 [ 𝑗 . . 𝑗+3𝜏−1)) =
per(𝑇 [ 𝑗+1. . 𝑗+1+3𝜏−1)). This implies that any maximal block of

positions in R(𝜏,𝑇 ) defines a highly periodic fragment of 𝑇 (called

a “run”) with an associated period 𝑝 . To compare runs, we “anchor”

each run 𝑇 [𝑟𝑏 . .𝑟𝑒 ) by selecting some 𝐻 ∈ Σ𝑝 , called its root, so
that 𝑇 [𝑟𝑏 . .𝑟𝑒 ) is a substring of 𝐻∞

and no nontrivial rotation of

𝐻 is selected for other runs. Then, every sufficiently long right-

maximal fragment 𝑇 [ 𝑗 . . 𝑗 ′) of some run can be uniquely written

as 𝑇 [ 𝑗 . . 𝑗 ′) = 𝐻 ′𝐻𝑘𝐻 ′′
, where 𝐻 is some root, 𝑘 ≥ 1, and 𝐻 ′

(resp.

𝐻 ′′
) is a proper suffix (resp. prefix) of 𝐻 . The value 𝑘 is called

the exponent of 𝑗 , and is denoted exp( 𝑗) = 𝑘 . We then classify

type( 𝑗) = −1 if 𝑇 [ 𝑗 ′] ≺ 𝑇 [ 𝑗 ′ − |𝐻 |] and type( 𝑗) = +1 otherwise.
The first major challenge in the periodic case is selecting roots

efficiently. An easy solution in the static case (e.g. [40, 42]) is to

choose the lexicographically smallest rotation of 𝐻 (known as the

Lyndon root). This seems very difficult in the dynamic case, how-

ever. We instead show a construction that exploits the presence of

symmetry-breaking component in the signature parsing (i.e., the

deterministic coin tossing [21]) to develop a custom computation

of roots.

Recall that 𝑏 = RBegℓ (SA[𝑖]) and 𝑒 = REndℓ (SA[𝑖]), and ob-

serve that all 𝑖′ ∈ (𝑏. .𝑒] with type(SA[𝑖′]) = −1 precede those

with type(SA[𝑖′]) = +1. Moreover, the values exp(SA[𝑖′]) among

those with type(SA[𝑖′]) = −1 (resp. type(SA[𝑖′]) = +1) are non-
decreasing (resp. non-increasing) as we increase 𝑖′. This structure
has led to a relatively straightforward processing of periodic posi-

tions in previous applications (e.g., the BWT construction in [40]),

where the positions were first grouped by the type, and then by the

exponent. In our case, however, we need to exclude the positions

with very small and very large exponents. We thus employ the fol-

lowing modification to the above scheme: Rather than computing

|Posℓ (SA[𝑖]) | in one step, we prove that Posℓ (SA[𝑖]) can be ex-

pressed as a combination of three sets, Pos
low

ℓ
(SA[𝑖]) (containing

exponents “truncated” at length ℓ), Pos
high

ℓ
(SA[𝑖]) (where trun-

cation occurs for length 2ℓ), and Pos
mid

ℓ
(SA[𝑖]) (all exponents in

between); see Fig. 2 for an example. In a sequence of steps, we then

compute the following values: type(SA[𝑖]), the size |Poslow
ℓ

(SA[𝑖]) |,
the exponent exp(SA[𝑖]), the size |Posmid

ℓ
(SA[𝑖]) |, a position 𝑗 ′ ∈

Occ2ℓ (SA[𝑖]), the size |Poshigh
ℓ

(SA[𝑖]) |, and the size |Occ2ℓ (SA[𝑖]) |
(the details are described in the full version of this paper [43]).

Finally, we derive |Posℓ (SA[𝑖]) |, which equals |Poslow
ℓ

(SA[𝑖]) | +
|Posmid

ℓ
(SA[𝑖]) | − |Poshigh

ℓ
(SA[𝑖]) | if type(SA[𝑖]) = −1, as well

as RBeg
2ℓ (SA[𝑖]) = RBegℓ (SA[𝑖]) + |Posℓ (SA[𝑖]) | and, lastly, the

value REnd2ℓ (SA[𝑖]) = RBeg
2ℓ (SA[𝑖]) + |Occ2ℓ (SA[𝑖]) |. The case

of type(SA[𝑖]) = +1 is symmetric: we then compute |Pos′
ℓ
(SA[𝑖]) |

instead of |Posℓ (SA[𝑖]) |.

Dynamic Text Implementation. In the second part of the paper

(Section 6), we develop a data structure that maintains a dynamic

text (subject to updates listed below) and provides efficient imple-

mentation of the auxiliary queries specified in the assumptions of

Section 5.

Definition 3.3. We say that a dynamic text over an integer al-

phabet Σ (with $ = min Σ) is a data structure that maintains a text

𝑇 ∈ Σ+ subject to the following updates:

initialize(𝜎): Given the alphabet size 𝜎 , initialize the data structure,

setting 𝑇 := $;
insert(𝑖, 𝑎): Given 𝑖 ∈ [1. .|𝑇 |] and 𝑎 ∈ Σ \ {$}, set 𝑇 := 𝑇 [1. .𝑖) · 𝑎 ·

𝑇 [𝑖 . .|𝑇 |].
delete(𝑖): Given 𝑖 ∈ [1. .|𝑇 |), set 𝑇 := 𝑇 [1. .𝑖) ·𝑇 (𝑖 . .|𝑇 |].
swap(𝑖, 𝑗, 𝑘): Given 𝑖, 𝑗, 𝑘 ∈ [1. .|𝑇 |] with 𝑖 ≤ 𝑗 ≤ 𝑘 , set 𝑇 :=

𝑇 [1. .𝑖) ·𝑇 [ 𝑗 . .𝑘) ·𝑇 [𝑖 . . 𝑗) ·𝑇 [𝑘. .|𝑇 |].

Observe that our interface does not directly support character

substitutions; this is because substitute(𝑖, 𝑎) can be implemented as

delete(𝑖) followed by insert(𝑖, 𝑎). Moreover, note that the interface

enforces the requirement of Section 5 that {𝑖 ∈ [1. .|𝑇 |] : 𝑇 [𝑖] =

$} = {|𝑇 |}.
Various components of our data structure, described in Section 6,

maintain auxiliary information associated to individual positions of

the text𝑇 (such as whether the position belongs to a synchronizing

set). Individual updates typically alter the positions of many charac-

ters in𝑇 (for example, insertion moves the character at position 𝑗 to

position 𝑗 + 1 for each 𝑗 ∈ [𝑖 . .|𝑇 |]), so addressing the characters by

their position is volatile. To address this issue, we use a formalism of

labelled strings, where each character is associated to a unique label

that is fixed throughout character’s lifetime. This provides a clean

realization of the concept of pointers to characters, introduced in [3]

along with O(log𝑛)-time conversion between labels (pointers) and

positions.

The main challenge that arises in our implementation of a dy-

namic text is to maintain synchronizing sets. As for the succS
queries alone, we could generate synchronizing positions at query

time. Since, however, Assumption 5.3 also entails supporting range

queries over a set of points in one-to-one correspondence with the

synchronizing positions, we cannot evade robust maintenance.

Dynamic Synchronizing Sets. By the consistency condition in

Definition 2.1, whether a position 𝑗 belongs to a synchronizing set

S is decided based on the right context 𝑇 [ 𝑗 . . 𝑗 + 2𝜏). This means

that the entire synchronizing set can be described using a family

F ⊆ Σ2𝜏 such that 𝑗 ∈ S if and only if 𝑇 [ 𝑗 . . 𝑗 + 2𝜏) ∈ F . The

construction algorithms in [40] select such F adaptively (based

on the contents of 𝑇 ) to guarantee that |S| is small. In a dynamic

scenario, we could either select F non-adaptively and keep it fixed;

or adaptively modify F as the text 𝑇 changes.

The second approach poses a very difficult task: the procedure

maintaining F does not know the future updates, yet it needs

to be robust against any malicious sequence of updates that an

adversary could devise. This is especially hard in the deterministic

setting, where we cannot hide F from the adversary. Thus, we

aim for non-adaptivity, which comes at the price of increasing the

synchronizing set size by a factor of O(log∗ (𝜎𝜏)). On the positive

side, a non-adaptive choice of F means that S only undergoes

local changes; for example, a substitution of 𝑇 [𝑖] may only affect

S ∩ (𝑖 − 2𝜏 . .𝑖]. Moreover, since F yields small synchronizing sets
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Figure 2: An example showing the sets Posℓ (SA[𝒊]), Poslowℓ (SA[𝒊]), Posmid
ℓ (SA[𝒊]), and Poshighℓ (SA[𝒊]). Note that |Posℓ (SA[𝒊]) | =

|Poslowℓ (SA[𝒊]) | + |Posmid
ℓ (SA[𝒊]) | − |Poshighℓ (SA[𝒊]) |. The suffix 𝑻 [SA[𝒊]. .𝒏] is highlighted in bold. The sets Occℓ (SA[𝒊]) and

Occ2ℓ (SA[𝒊]) are marked with blue and red (respectively).

for all strings, this is in particular true for all substrings 𝑇 [𝑖 . . 𝑗),
whose synchronizing sets are in one-to-one correspondence with

S ∩ [𝑖 . . 𝑗 − 2𝜏]. This means that S is locally sparse and that each

update incurs O(log∗ (𝜎𝜏)) changes to S.
The remaining challenge is thus to devise a non-adaptive syn-

chronizing set construction. Although all existing constructions

are adaptive, Birenzwige, Golan, and Porat [11] provided a non-

adaptive construction of a related notion of partitioning sets. While

partitioning sets and synchronizing sets satisfy similar consistency

conditions, the density condition of synchronizing sets is signif-

icantly stronger, which is crucial for a clean separation between

periodic and nonperiodic positions. Thus, we strengthen the con-

struction of [11] so that it produces synchronizing sets. This boils

down to ‘fixing’ the set in the vicinity of positions in R(𝜏,𝑇 ).

Dynamic Strings over Balanced Signature Parsing. Unfortunately,
the approach of [11] only comes with a static implementation. Thus,

we need to dive into their techniques and provide an efficient dy-

namic implementation. Their central tool is a locally consistent

parsing algorithm that iteratively parses the text using determinis-

tic coin tossing [21] to determine phrase boundaries. Similar tech-

niques have been used many times (see e.g. [3, 51, 58, 61, 62]), but

the particular flavor employed in [11] involves a mechanism that,

up to date, has not been adapted to the dynamic setting. Namely,

as subsequent levels of the parsing provide coarser and coarser

partitions into phrases, the procedure grouping phrases into blocks

(to be merged in the next level) takes into account the lengths of

the phrases, enforcing very long phrases to form single-element

blocks. This trick makes the phrase lengths much more balanced,

which is crucial in controlling the context size that governs the local

consistency of the synchronizing sets derived from the parsing.

We thus proceed as follows. First, we develop balanced signature
parsing: a version of signature parsing (originating from the early

works on dynamic strings [3, 51]) that involves the phrase balancing

mechanism. Then, we provide a dynamic strings implementation

based on the balanced signature parsing. The main difference com-

pared to the previous work [3, 30, 51] stems from the fact that the

size of the context-sensitive part of the parsing (that may change de-

pending on the context surrounding a given substring) is bounded

in terms of the number of individual letters rather than the number

of phrases at the respective level of the parsing. Due to this, we need

to provide new (slightly modified) implementations of the basic

operations (such as updates and longest common prefix queries).

However, we also benefit from this feature, obtaining faster running

times for more advanced queries, such as the period queries (which

we utilize to retrieve R(𝜏,𝑇 )) compared to solutions using existing

dynamic strings implementations [15].

4 GENERALIZED RANGE COUNTING AND
SELECTION QUERIES

In this section we introduce generalized range counting and selec-

tion queries. The generalization lies in the fact that the “coordinates”

of points can come from any ordered set. In particular, coordinates

of points in some of our structures will be elements of Σ∗ (i.e., the
strings over alphabet Σ). Furthermore, the points in our data struc-

tures are labelled with distinct integer identifiers; we allow multiple

points with the same coordinates, though.

The section is organized as follows. We start with the definition

of range counting/selection queries. We then present an instance

of the problem that will be of interest to us.

Let X and Y be some linearly ordered sets (we denote the order

on both sets using ≺ or ⪯). Let P ⊆ X × Y × Z be a finite set of
points with distinct integer labels. We define the notation for range
counting and range selection queries as follows.

Range counting query: Given 𝑋𝑙 , 𝑋𝑢 ∈ X and 𝑌𝑢 ∈ Y, return

r-countP (𝑋𝑙 , 𝑋𝑢 , 𝑌𝑢 ) := |{(𝑋,𝑌, ℓ) ∈ P : 𝑋𝑙 ⪯ 𝑋 ≺ 𝑋𝑢 and

𝑌 ≺ 𝑌𝑢 }|. We denote r-countincP (𝑋𝑙 , 𝑋𝑢 , 𝑌𝑢 ) := |{(𝑋,𝑌, ℓ) ∈
P : 𝑋𝑙 ⪯ 𝑋 ≺ 𝑋𝑢 and 𝑌 ⪯ 𝑌𝑢 }| and r-countP (𝑋𝑙 , 𝑋𝑢 ) :=

|{(𝑋,𝑌, ℓ) ∈ P : 𝑋𝑙 ⪯ 𝑋 ≺ 𝑋𝑢 }|.
Range selection query: Given 𝑋𝑙 , 𝑋𝑢 ∈ X and an integer 𝑟 ∈

[1. .r-countP (𝑋𝑙 , 𝑋𝑢 )], return any ℓ ∈ r-selectP (𝑋𝑙 , 𝑋𝑢 , 𝑟 ) :=
{ℓ ∈ Z : (𝑋,𝑌, ℓ) ∈ P,𝑋𝑙 ⪯ 𝑋 ≺ 𝑋𝑢 , and 𝑌 = 𝑌𝑢 } for𝑌𝑢 ∈ Y
satisfying 𝑟 ∈ (r-countP (𝑋𝑙 , 𝑋𝑢 , 𝑌𝑢 ) . .r-countincP (𝑋𝑙 , 𝑋𝑢 , 𝑌𝑢 )].
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Theorem 4.1. Suppose that the elements of X and Y can be com-
pared in O(𝑡) time. Then, there is a deterministic data structure that
maintains a set P ⊆ X × Y × [0. .2𝑤) of size 𝑛, with insertions in
O((𝑡+log𝑛) log𝑛) time and deletions in O(log2 𝑛) time so that range
queries are answered in O((𝑡 + log

2 𝑛) log𝑛) time.

Proof. The setP is stored in a data structure of [46] (see also [16,

66]) for dynamic range counting queries; this component supports

updates and queries in O(log2 𝑛) assuming O(1)-time comparisons.

As for range selection queries, we resort to binary search with range

counting queries as an oracle (the universe searched consists of

the second coordinates of all points in P). Thus, range selection

queries cost O(log3 𝑛) time.

In order to substantiate the assumption on constant comparison

time, we additionally maintain P in two instances of the order-

maintenance data structure [22, 44], with points (𝑋,𝑌, ℓ) ordered
according to𝑋 in the first instance and according to𝑌 in the second

instance (ties are resolved arbitrarily). This allows for O(1)-time

comparisons between points in P. The overhead for deletions is

O(1), but insertions to the order-maintenance structure require

specifying the predecessor of the newly inserted element; we find

the predecessor in O(𝑡 log𝑛) time using binary search. Similarly, at

query time, we temporarily add the query coordinates (𝑋𝑙 , 𝑋𝑢 , and,

if specified, 𝑌𝑢 ) to the appropriate order-maintenance structure,

also at the cost of an extra O(𝑡 log𝑛) term in the query time. □

A String-String Instance. We now present an instance of the

above problem that will be used in our structure.

Definition 4.2. Let 𝑇 ∈ Σ𝑛 . For any 𝑞 ∈ Z+ and P ⊆ [1. .𝑛], let
Points𝑞 (𝑇, P) := {(𝑇∞ [𝑝 −𝑞 . . 𝑝),𝑇∞ [𝑝 . . 𝑝 +𝑞), 𝑝) : 𝑝 ∈ P}.

In other words, Points𝑞 (𝑇, P) is the collection of string-pairs

(𝑋,𝑌 ) composed of reversed length-𝑞 left context and a length-

𝑞 right context (in 𝑇∞
) of every 𝑝 ∈ P, and for any (𝑋,𝑌, ℓ) ∈

Points𝑞 (𝑇, P), the label ℓ ∈ P is the underlying position. Equiva-

lently, Points𝑞 (𝑇, P) can be interpreted as a set of labelled points

(𝑋,𝑌, ℓ) with coordinates 𝑋,𝑌 and an integer label ℓ , where the

order on the X = Σ∗ and Y = Σ∗ axis is lexicographical.
Next, we define the problem of supporting range counting and

selection queries on Points𝑞 (𝑇, P) for some special family of queries

that can be succinctly represented as substrings of 𝑇∞
or 𝑇∞

.

Problem 4.3 (String-String Range Queries). Let 𝑇 ∈ Σ𝑛 , 𝑞 ∈
[1. .3𝑛], and P ⊆ [1. .𝑛] be a set satisfying |P| = 𝑚. Denote P =

Points𝑞 (𝑇, P) and 𝑐 = max Σ. Provide efficient support for the fol-

lowing queries:

(1) Given a position 𝑖 ∈ [1. .𝑛] and 𝑞𝑙 , 𝑞𝑟 ∈ [0. .2𝑛], return
r-countP (𝑋𝑙 , 𝑋𝑢 , 𝑌𝑙 ) and r-countP (𝑋𝑙 , 𝑋𝑢 , 𝑌𝑢 ), where 𝑋𝑙 =
𝑇∞ [𝑖 − 𝑞𝑙 . .𝑖), 𝑋𝑢 = 𝑋𝑙𝑐

∞
, 𝑌𝑙 = 𝑇∞ [𝑖 . .𝑖 + 𝑞𝑟 ), and 𝑌𝑢 = 𝑌𝑙𝑐

∞
,

(2) Given 𝑖 ∈ [1. .𝑛], 𝑞𝑙 ∈ [0. .2𝑛], and 𝑟 ∈ [1. .r-countP (𝑋𝑙 , 𝑋𝑢 )]
(where 𝑋𝑙 =𝑇

∞ [𝑖 −𝑞𝑙 . .𝑖) and 𝑋𝑢 = 𝑋𝑙𝑐
∞
), return some posi-

tion 𝑝 ∈ r-selectP (𝑋𝑙 , 𝑋𝑢 , 𝑟 ).

5 SA QUERY ALGORITHM
Let 𝑇 ∈ Σ𝑛 . In this section we show that under some small set of

assumptions about the ability to perform queries on string synchro-

nizing sets [40], we can perform SA queries for 𝑇 .

Assumption 5.1. For any 𝑖 ∈ [1. .𝑛], we can compute some 𝑗 ∈
Occ16 (SA[𝑖]) and the pair (RBeg

16
(SA[𝑖]), REnd16 (SA[𝑖])) inO(𝑡)

time.

Let us fix some ℓ ∈ [16. .𝑛). As outlined in Section 3, to answer

the SA query, we need to show how given 𝑖 ∈ [1. .𝑛] along with

some 𝑗 ∈ Occℓ (SA[𝑖]) and the pair (RBegℓ (SA[𝑖]), REndℓ (SA[𝑖]))
as input, to compute some 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]) as well as the pair
(RBeg

2ℓ (SA[𝑖]), REnd2ℓ (SA[𝑖])). Due to space constraints, we will
present the algorithm only for nonperiodic positions, i.e., SA[𝑖] ∈
[1. .𝑛] \ R(⌊ ℓ

3
⌋,𝑇 ) (Section 5.2). Handling of periodic positions is

described in the full version of this paper [43] (see also Remark 5.13).

All steps of the query algorithms are put together in Section 5.3.

5.1 Preliminaries
We start with a combinatorial result showing the three fundamental

reductions. In the first and second, we show an equivalence between

LCE queries for suffixes of 𝑇 and comparisons of substrings of

𝑇 . These results are used to characterize the set Posℓ ( 𝑗) and its

components. In the third reduction, we show an equivalence, where

LCE queries are replaced with substring equalities. This is used to

characterize the set Occ2ℓ ( 𝑗).

Lemma 5.2 (♠). Let 𝑗 ∈ [1. .𝑛] and 𝑐 = max Σ. Then:

(1) If 0 ≤ ℓ1 < ℓ2 ≤ ℓ3, then, for any 𝑗 ′ ∈ [1. .𝑛], the conjunction
𝑇 [ 𝑗 ′ . .𝑛] ≺ 𝑇 [ 𝑗 . .𝑛] and LCE𝑇 ( 𝑗, 𝑗 ′) ∈ [ℓ1 . .ℓ2) holds if and
only if 𝑇∞ [ 𝑗 . . 𝑗 + ℓ1) ⪯ 𝑇∞ [ 𝑗 ′ . . 𝑗 ′ + ℓ3) ≺ 𝑇∞ [ 𝑗 . . 𝑗 + ℓ2).

(2) If 0 ≤ ℓ1 ≤ ℓ2, then, for any 𝑗 ′ ∈ [1. .𝑛], the disjunction
𝑇 [ 𝑗 ′ . .𝑛] ⪰ 𝑇 [ 𝑗 . .𝑛] or LCE𝑇 ( 𝑗, 𝑗 ′) ≥ ℓ1 holds if and only if
𝑇∞ [ 𝑗 ′ . . 𝑗 ′ + ℓ2) ⪰ 𝑇∞ [ 𝑗 . . 𝑗 + ℓ1).

(3) If 0 ≤ ℓ1 ≤ ℓ2, then, for any 𝑗 ′ ∈ [1. .𝑛], 𝑇∞ [ 𝑗 ′ . . 𝑗 ′ + ℓ1) =

𝑇∞ [ 𝑗 . . 𝑗 + ℓ1) holds if and only if𝑇∞ [ 𝑗 . . 𝑗 + ℓ1) ⪯ 𝑇∞ [ 𝑗 ′ . . 𝑗 ′ +
ℓ2) ≺ 𝑇∞ [ 𝑗 . . 𝑗 + ℓ1)𝑐∞.

5.2 The Nonperiodic Positions
Let 𝜏 = ⌊ ℓ

3
⌋. In this section, we show that assuming that for some

𝜏-synchronizing set S of𝑇 we can efficiently perform succS queries

(with succS (𝑖) := min{ 𝑗 ∈ S ∪ {𝑛 − 2𝜏 + 2} : 𝑗 ≥ 𝑖} for any

𝑖 ∈ [1. .𝑛 − 2𝜏 + 1]), and support some string-string range queries

(Assumption 5.3), given a position 𝑖 ∈ [1. .𝑛] satisfying SA[𝑖] ∈
[1. .𝑛] \ R(𝜏,𝑇 ), along with the pair (RBegℓ (SA[𝑖]), REndℓ (SA[𝑖]))
and some 𝑗 ∈ Occℓ (SA[𝑖]) as input, we can efficiently compute the

pair (RBeg
2ℓ (SA[𝑖]), REnd2ℓ (SA[𝑖])) and some 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]).

Assumption 5.3. For some 𝜏-synchronizing set S of 𝑇 (where
𝜏 = ⌊ ℓ

3
⌋) the queries succS (𝑖) (where 𝑖 ∈ [1. .𝑛 − 3𝜏 + 1] \ R(𝜏,𝑇 ))

and the string-string range queries (Problem 4.3) for text 𝑇 , integer
𝑞 = 7𝜏 , and the set of positions P = S can be supported in O(𝑡) time.

Remark 5.4. Note that by ℓ < 𝑛 and 3𝜏 ≤ ℓ , the value 𝑞 = 7𝜏 ≤
2ℓ + 𝜏 < 3𝑛 in the above assumption satisfies the requirement

of Problem 4.3. Note also that 𝜏 = ⌊ ℓ
3
⌋ ≤ ⌊ ℓ

2
⌋ ≤ ⌊𝑛

2
⌋, i.e., S is

well-defined (see Definition 2.1).

The section is organized into three parts. First, we show how

under Assumption 5.3 to combine the properties of synchronizing

sets with reductions in Lemma 5.2 to compute the sizes of sets

Posℓ ( 𝑗) and Occ2ℓ ( 𝑗) (Section 5.2.1). Then, in Section 5.2.2, we
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show how under the same assumptions to efficiently compute some

𝑗 ′ ∈ Occ2ℓ (SA[𝑖]). In Section 5.2.3, we put everything together.

5.2.1 Computing the Size of Posℓ ( 𝑗) and Occ2ℓ ( 𝑗). Let 𝑗 ∈ [1. .𝑛] \
R(𝜏,𝑇 ). In this section, we show how under Assumption 5.3 to

efficiently compute the values |Posℓ ( 𝑗) | and |Occ2ℓ ( 𝑗) |.
The section is organized as follows. First, we present two combi-

natorial results (Lemmas 5.5 and 5.6) characterizing the sets Posℓ ( 𝑗)
andOcc2ℓ ( 𝑗) using the string synchronizing set S.We then use these

characterizations to prove a formula for the cardinality of these

sets (Lemma 5.7). We conclude with Proposition 5.8 showing how

under Assumption 5.3, to utilize this formula to quickly compute

values |Posℓ ( 𝑗) | and |Occ2ℓ ( 𝑗) | given position 𝑗 .

Lemma 5.5. Let 𝑗 ∈ [1. .𝑛 − 3𝜏 + 1] \R(𝜏,𝑇 ) and 𝑠 = succS ( 𝑗). Let
𝑋 ∈ Σ∗ and 𝑌,𝑌 ′ ∈ Σ+ be such that 𝑋 = 𝑇 [ 𝑗 . .𝑠), 𝑇∞ [ 𝑗 . . 𝑗+ℓ) = 𝑋𝑌 ,
and 𝑇∞ [ 𝑗 . . 𝑗+2ℓ) = 𝑋𝑌 ′. Then, for any 𝑗 ′ ∈ [1. .𝑛], letting 𝑠′ =

𝑗 ′ + |𝑋 |, it holds
𝑗 ′ ∈ Posℓ ( 𝑗) if and only if

𝑠′ ∈ S, 𝑌 ⪯𝑇∞ [𝑠′ . .𝑠′ + 7𝜏) ≺𝑌 ′, and 𝑇∞ [𝑠′−|𝑋 |. .𝑠′) = 𝑋 .

Proof. By the uniqueness of 𝑇 [𝑛] = $, it holds per(𝑇 [𝑛 − 3𝜏 +
2. .𝑛]) = 3𝜏 − 1 and hence S ∩ [𝑛 − 3𝜏 + 2. .𝑛 − 2𝜏 + 2) ≠ ∅. Thus, by
𝑗 < 𝑛− 3𝜏 + 2, 𝑠 = succS ( 𝑗) satisfies 𝑠 ∈ S. Moreover, by 𝑗 ∉ R(𝜏,𝑇 ),
it holds S ∩ [ 𝑗 . . 𝑗 + 𝜏) ≠ ∅. Therefore, we have |𝑋 | = 𝑠 − 𝑗 < 𝜏 ≤ ℓ ,

and hence the strings 𝑌 and 𝑌 ′
(of length ℓ − |𝑋 | and 2ℓ − |𝑋 |,

respectively) are well-defined and nonempty.

Let 𝑗 ′ ∈ Posℓ ( 𝑗), i.e., 𝑇 [ 𝑗 ′ . .𝑛] ≺ 𝑇 [ 𝑗 . .𝑛] and LCE𝑇 ( 𝑗, 𝑗 ′) ∈
[ℓ . .2ℓ). This implies 𝑗 ≠ 𝑗 ′ and𝑇 [ 𝑗 ′ . . 𝑗 ′+ ℓ) = 𝑇 [ 𝑗 . . 𝑗 + ℓ). Therefore,
by ℓ − (𝑠 − 𝑗) ≥ ℓ − 𝜏 ≥ 2𝜏 and the consistency of the string

synchronizing set S (Definition 2.1) applied for positions 𝑗1 = 𝑗 + 𝑡

and 𝑗2 = 𝑗 ′ + 𝑡 , where 𝑡 ∈ [0. .|𝑋 |), we obtain succS ( 𝑗 ′) − 𝑗 ′ =

succS ( 𝑗) − 𝑗 (or equivalently, succS ( 𝑗 ′) = 𝑗 ′ + (𝑠 − 𝑗) = 𝑠′) and
𝑠′ ∈ S. Next, by 𝑇 [ 𝑗 ′ . . 𝑗 ′ + ℓ) = 𝑇 [ 𝑗 . . 𝑗 + ℓ) and |𝑋 | < 𝜏 ≤ ℓ , it

holds LCE𝑇 ( 𝑗, 𝑗 ′) = |𝑋 | + LCE𝑇 (𝑠, 𝑠′). Thus, LCE𝑇 (𝑠, 𝑠′) ∈ [ℓ −
|𝑋 |. .2ℓ − |𝑋 |). By Lemma 5.2(1) (with parameters ℓ1 = |𝑌 | = ℓ − |𝑋 |,
ℓ2 = |𝑌 ′ | = 2ℓ − |𝑋 |, and ℓ3 = 7𝜏) and 2ℓ ≤ 7𝜏 (holding for ℓ ≥
16), this implies 𝑌 ⪯ 𝑇∞ [𝑠′ . .𝑠′ + 7𝜏) ≺ 𝑌 ′

. Finally, the equality

𝑇∞ [ 𝑗 ′ . . 𝑗 ′ + ℓ) = 𝑇∞ [ 𝑗 . . 𝑗 + ℓ) = 𝑋𝑌 implies 𝑇∞ [𝑠′ − |𝑋 |. .𝑠′) =

𝑇∞ [ 𝑗 ′ . .𝑠′) = 𝑋 .

For the opposite implication, assume 𝑠′ ∈ S, 𝑌 ⪯ 𝑇∞ [𝑠′ . .𝑠′ +
7𝜏) ≺ 𝑌 ′

, and𝑇∞ [𝑠′− |𝑋 |. .𝑠′) = 𝑋 . By Lemma 5.2(1) (with the same

parameters as above) and 2ℓ ≤ 7𝜏 , this implies 𝑇 [𝑠′ . .𝑛] ≺ 𝑇 [𝑠 . .𝑛]
and LCE𝑇 (𝑠, 𝑠′) ∈ [ℓ− |𝑋 |. .2ℓ− |𝑋 |). Since𝑇 [ 𝑗 . .𝑠) = 𝑋 and by 𝑠 ∈ S
we have 𝑠 < 𝑛, 𝑋 does not contain the symbol $, and hence 𝑗 ′ ≥ 1.

Thus,𝑇∞ [ 𝑗 ′ . .𝑠′) = 𝑋 implies𝑇 [ 𝑗 . .𝑠) = 𝑇 [ 𝑗 ′ . .𝑠′), and consequently,
𝑇 [ 𝑗 ′ . .𝑛] ≺ 𝑇 [ 𝑗 . .𝑛] and LCE𝑇 ( 𝑗, 𝑗 ′) = |𝑋 | + LCE𝑇 (𝑠, 𝑠′) ∈ [ℓ . .2ℓ).
Thus, 𝑗 ′ ∈ Posℓ ( 𝑗). □

Lemma 5.6. Let 𝑗 ∈ [1. .𝑛 − 3𝜏 + 1] \ R(𝜏,𝑇 ), 𝑠 = succS ( 𝑗), and
𝑑 ∈ [ℓ . .2ℓ]. Let 𝑋 ∈ Σ∗ and 𝑌 ′ ∈ Σ+ be such that 𝑋 = 𝑇 [ 𝑗 . .𝑠) and
𝑇∞ [ 𝑗 . . 𝑗+𝑑) = 𝑋𝑌 ′. Then, for any 𝑗 ′ ∈ [1. .𝑛], letting 𝑠′ = 𝑗 ′ + |𝑋 |
and 𝑐 = max Σ, it holds

𝑗 ′ ∈ Occ𝑑 ( 𝑗) if and only if

𝑠′ ∈ S, 𝑌 ′ ⪯𝑇∞ [𝑠′ . .𝑠′ + 7𝜏) ≺𝑌 ′𝑐∞, and 𝑇∞ [𝑠′−|𝑋 |. .𝑠′) = 𝑋 .

Proof. Similarly as in Lemma 5.5, we first observe that by 𝑗 <

𝑛 − 3𝜏 + 2, 𝑠 = succS ( 𝑗) satisfies 𝑠 ∈ S. Moreover, by 𝑗 ∉ R(𝜏,𝑇 ), it

holds S ∩ [ 𝑗 . . 𝑗 + 𝜏) ≠ ∅. Therefore, |𝑋 | = 𝑠 − 𝑗 < 𝜏 ≤ ℓ , and hence

the string 𝑌 ′
(of length 𝑑 − |𝑋 |) is well-defined and nonempty.

Let 𝑗 ′ ∈ Occ𝑑 ( 𝑗), i.e., 𝑇∞ [ 𝑗 ′ . . 𝑗 ′ + 𝑑) = 𝑇∞ [ 𝑗 . . 𝑗 + 𝑑). To show

𝑠′ ∈ S, we consider two cases. If 𝑗 = 𝑗 ′ then 𝑠′ = 𝑠 ∈ S holds by

definition. Otherwise, by 𝑇∞ [ 𝑗 . . 𝑗 + 𝑑) = 𝑇∞ [ 𝑗 ′ . . 𝑗 ′ + 𝑑) and the

uniqueness of 𝑇 [𝑛] = $, we must have 𝑇 [ 𝑗 . . 𝑗 + ℓ) = 𝑇 [ 𝑗 ′ . . 𝑗 ′ + ℓ).
Thus, by ℓ − (𝑠 − 𝑗) ≥ ℓ − 𝜏 ≥ 2𝜏 and the consistency of S (applied

as in the proof of Lemma 5.5) for 𝑗1 = 𝑗 + 𝑡 and 𝑗2 = 𝑗 ′ + 𝑡 , where

𝑡 ∈ [0. .|𝑋 |), we obtain succS ( 𝑗 ′) = 𝑠′ ∈ S. Next, by𝑇∞ [𝑠′ . . 𝑗 ′+𝑑) =
𝑇∞ [𝑠 . . 𝑗 + 𝑑) and 𝑑 ≤ 2ℓ ≤ 7𝜏 , we obtain from Lemma 5.2(3) (with

parameters ℓ1 = |𝑌 ′ | = 𝑑 − |𝑋 | and ℓ2 = 7𝜏) that 𝑌 ′ ⪯ 𝑇∞ [𝑠′ . .𝑠′ +
7𝜏) ≺ 𝑌 ′𝑐∞. Finally, 𝑇∞ [ 𝑗 ′ . . 𝑗 ′ + 𝑑) = 𝑇∞ [ 𝑗 . . 𝑗 + 𝑑) = 𝑋𝑌 ′

implies

𝑇∞ [𝑠′ − |𝑋 |. .𝑠′) = 𝑇∞ [ 𝑗 ′ . .𝑠′) = 𝑋 , i.e., the third condition.

For the opposite implication, assume 𝑠′ ∈ S, 𝑌 ′ ⪯ 𝑇∞ [𝑠′ . .𝑠′ +
7𝜏) ≺ 𝑌 ′𝑐∞, and 𝑇∞ [𝑠′ − |𝑋 |. .𝑠′) = 𝑋 . By Lemma 5.2(3) (with

the same parameters as above) and 𝑑 ≤ 2ℓ ≤ 7𝜏 , this implies

𝑇∞ [𝑠′ . . 𝑗 ′ +𝑑) = 𝑇∞ [𝑠 . . 𝑗 +𝑑). Combining this with the assumption

𝑇∞ [ 𝑗 ′ . .𝑠′) = 𝑋 = 𝑇∞ [ 𝑗 . .𝑠), we obtain𝑇∞ [ 𝑗 ′ . . 𝑗 ′+𝑑) = 𝑇∞ [ 𝑗 . . 𝑗+𝑑),
i.e., 𝑗 ′ ∈ Occ𝑑 ( 𝑗). □

Lemma 5.7. Let 𝑗 ∈ [1. .𝑛 − 3𝜏 + 1] \ R(𝜏,𝑇 ) and 𝑠 = succS ( 𝑗).
Let 𝑋 ∈ Σ∗ and 𝑋 ′, 𝑌 , 𝑌 ′ ∈ Σ+ be such that 𝑋 = 𝑇 [ 𝑗 . .𝑠), 𝑋 ′ = 𝑋𝑐∞

(with 𝑐 = max Σ), 𝑇∞ [ 𝑗 . . 𝑗+ℓ) = 𝑋𝑌 , and 𝑇∞ [ 𝑗 . . 𝑗+2ℓ) = 𝑋𝑌 ′. Then,
letting 𝑞 = 7𝜏 and P = Points𝑞 (𝑇, S), it holds:

(1) |Posℓ ( 𝑗) | = r-countP (𝑋,𝑋 ′, 𝑌 ′) − r-countP (𝑋,𝑋 ′, 𝑌 ) and
(2) |Occ2ℓ ( 𝑗) | = r-countP (𝑋,𝑋 ′, 𝑌 ′𝑐∞) − r-countP (𝑋,𝑋 ′, 𝑌 ′).

Proof. 1. By Lemma 5.5, we can write Posℓ ( 𝑗) = {𝑠′ − |𝑋 | : 𝑠′ ∈
S, 𝑌 ⪯ 𝑇∞ [𝑠′ . .𝑠′ + 7𝜏) ≺ 𝑌 ′, and 𝑇∞ [𝑠′−|𝑋 |. .𝑠′) = 𝑋 }. On the

other hand, by Definition 4.2 and the definition of the rcount query:

r-countP (𝑋,𝑋 ′, 𝑌 )

= |{𝑠′∈S : 𝑇∞ [𝑠′ . .𝑠′+7𝜏)≺𝑌 and 𝑋 ⪯ 𝑇∞ [𝑠′−7𝜏 . .𝑠′) ≺ 𝑋 ′}|

= |{𝑠′∈S : 𝑇∞ [𝑠′ . .𝑠′+7𝜏)≺𝑌 and 𝑋 is a prefix of 𝑇∞ [𝑠′−7𝜏 . .𝑠′)}|

= |{𝑠′∈S : 𝑇∞ [𝑠′ . .𝑠′+7𝜏)≺𝑌 and 𝑇∞ [𝑠′−|𝑋 |. .𝑠′) = 𝑋 }|.

Analogously, r-countP (𝑋,𝑋 ′, 𝑌 ′) = |{𝑠′ ∈ S : 𝑇∞ [𝑠′ . .𝑠′+7𝜏) ≺
𝑌 ′

and 𝑇∞ [𝑠′−|𝑋 |. .𝑠′) = 𝑋 }|. Since any position 𝑠′ ∈ S that sat-

isfies 𝑇∞ [𝑠′ . .𝑠′ + 7𝜏) ≺ 𝑌 also satisfies 𝑇∞ [𝑠′ . .𝑠′ + 7𝜏) ≺ 𝑌 ′
, we

obtain r-countP (𝑋,𝑋 ′, 𝑌 ′) − r-countP (𝑋,𝑋 ′, 𝑌 ) = |{𝑠′ ∈ S : 𝑌 ⪯
𝑇∞ [𝑠′ . .𝑠′+7𝜏) ≺ 𝑌 ′

and 𝑇∞ [𝑠′−|𝑋 |. .𝑠′) = 𝑋 }|. The cardinality of

this set is clearly the same as the earlier set characterizing Posℓ ( 𝑗).
Thus, r-countP (𝑋,𝑋 ′, 𝑌 ′) − r-countP (𝑋,𝑋 ′, 𝑌 ) = |Posℓ ( 𝑗) |.

2. By Lemma 5.6, we have Occ2ℓ ( 𝑗) = {𝑠′ − |𝑋 | : 𝑠′ ∈ S, 𝑌 ′ ⪯
𝑇∞ [𝑠′ . .𝑠′ + 7𝜏) ≺ 𝑌 ′𝑐∞, and 𝑇∞ [𝑠′−|𝑋 |. .𝑠′) = 𝑋 }. On the other

hand, by Definition 4.2 and the definition of rcount queries, we
also have that r-countP (𝑋,𝑋 ′, 𝑌 ′) = |{𝑠′ ∈ S : 𝑇∞ [𝑠′ . .𝑠′+7𝜏) ≺
𝑌 ′

and 𝑇∞ [𝑠′−|𝑋 |. .𝑠′) = 𝑋 }| and r-countP (𝑋,𝑋 ′, 𝑌 ′𝑐∞) = |{𝑠′ ∈
S : 𝑇∞ [𝑠′ . .𝑠′+7𝜏) ≺ 𝑌 ′𝑐∞ and 𝑇∞ [𝑠′−|𝑋 |. .𝑠′) = 𝑋 }|. Since any

position 𝑠′ ∈ S that satisfies 𝑇∞ [𝑠′ . .𝑠′ + 7𝜏) ≺ 𝑌 ′
also satisfies

𝑇∞ [𝑠′ . .𝑠′ + 7𝜏) ≺ 𝑌 ′𝑐∞, we thus obtain r-countP (𝑋,𝑋 ′, 𝑌 ′𝑐∞) −
r-countP (𝑋,𝑋 ′, 𝑌 ′) = |{𝑠′ ∈ S : 𝑌 ′ ⪯ 𝑇∞ [𝑠′ . .𝑠′+7𝜏) ≺ 𝑌 ′𝑐∞ and

𝑇∞ [𝑠′−|𝑋 |. .𝑠′) = 𝑋 }|. The cardinality of this set is clearly the

same as the earlier set characterizing Occ2ℓ ( 𝑗). We therefore obtain

r-countP (𝑋,𝑋 ′, 𝑌 ′𝑐∞) − r-countP (𝑋,𝑋 ′, 𝑌 ′) = |Occ2ℓ ( 𝑗) |. □
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Proposition 5.8. Under Assumption 5.3, given a position 𝑗 ∈
[1. .𝑛] \ R(𝜏,𝑇 ), we can compute |Posℓ ( 𝑗) | and |Occ2ℓ ( 𝑗) | in O(𝑡)
time.

Proof. We first check if 𝑗 > 𝑛 − 3𝜏 + 1. If yes, then by the

uniqueness of 𝑇 [𝑛] = $, it holds |Occℓ ( 𝑗) | = 1. By Occ2ℓ ( 𝑗) ≠ ∅,
Occ2ℓ ( 𝑗) ⊆ Occℓ ( 𝑗), we can therefore return |Posℓ ( 𝑗) | = 0 and

|Occ2ℓ ( 𝑗) | = 1. Let us thus assume 𝑗 ≤ 𝑛 − 3𝜏 + 1 and recall from

the proof of Lemma 5.5 that then 𝑠 = succS ( 𝑗) satisfies 𝑠 ∈ S.
Using Assumption 5.3 we compute 𝑠 . Let 𝑋 ∈ Σ∗ and 𝑋 ′, 𝑌 , 𝑌 ′ ∈
Σ+ be such that 𝑋 = 𝑇 [ 𝑗 . .𝑠), 𝑋 ′ = 𝑋𝑐∞, 𝑇∞ [ 𝑗 . . 𝑗+ℓ) = 𝑋𝑌 , and

𝑇∞ [ 𝑗 . . 𝑗+2ℓ) = 𝑋𝑌 ′
. Then:

(1) By Lemma 5.7, we have |Posℓ ( 𝑗) | = r-countP (𝑋,𝑋 ′, 𝑌 ′) −
r-countP (𝑋,𝑋 ′, 𝑌 ) (where P = Points7𝜏 (𝑇, S)) which under

Assumption 5.3 we can efficiently compute using the query

arguments (𝑖, 𝑞𝑙 , 𝑞𝑟 ) = (𝑠, 𝑠 − 𝑗, 2ℓ − (𝑠 − 𝑗)) and then with

arguments (𝑖, 𝑞𝑙 , 𝑞𝑟 ) = (𝑠, 𝑠 − 𝑗, ℓ − (𝑠 − 𝑗)) (see Problem 4.3).

By 𝑗 ∉ R(𝜏,𝑇 ) and the density property of S, we have 𝑠 − 𝑗 <

𝜏 ≤ ℓ < 𝑛. On the other hand, 𝑞𝑟 ≤ 2ℓ − (𝑠 − 𝑗) ≤ 2ℓ < 2𝑛.

Thus, the arguments 𝑞𝑙 and 𝑞𝑟 of both queries satisfy the

requirements in Problem 4.3.

(2) By Lemma 5.7, we have |Occ2ℓ ( 𝑗) |=r-countP (𝑋,𝑋 ′, 𝑌 ′𝑐∞)−
r-countP (𝑋,𝑋 ′, 𝑌 ′) (where P is defined as above), which

under Assumption 5.3 we can compute using the query ar-

guments (𝑖, 𝑞𝑙 , 𝑞𝑟 ) = (𝑠, 𝑠 − 𝑗, 2ℓ − (𝑠 − 𝑗)) (see Problem 4.3).

As noted above, these arguments satisfy the requirements in

Problem 4.3.

By Assumption 5.3, the query takes O(𝑡) time in total. □

5.2.2 Computing a Position in Occ2ℓ (SA[𝑖]). Assume that 𝑖 ∈
[1. .𝑛] satisfies SA[𝑖] ∈ [1. .𝑛] \ R(𝜏,𝑇 ). In this section, we show

how under Assumption 5.3, given the index 𝑖 along with values

RBegℓ (SA[𝑖]), REndℓ (SA[𝑖]), and some position 𝑗 ∈ Occℓ (SA[𝑖]),
to efficiently compute some position 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]).

The section is organized as follows. First, we present a combi-

natorial result (Lemma 5.9) that reduces the computation of 𝑗 ′ ∈
Occ2ℓ (SA[𝑖]) to a generalized range selection query (see Section 4).

We then use this reduction to present the query algorithm for the

computation of some 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]) in Proposition 5.10.

Lemma 5.9. Assume 𝑖 ∈ [1. .𝑛] is such that SA[𝑖] ∈ [1. .𝑛 − 3𝜏 +
1] \ R(𝜏,𝑇 ). Denote 𝑏 = RBegℓ (SA[𝑖]), 𝑑 = |Occℓ (SA[𝑖]) |, and
𝑠 = succS (SA[𝑖]). Let 𝑋 ∈ Σ∗ and 𝑋 ′, 𝑌 ∈ Σ+ be such that 𝑋 =

𝑇 [SA[𝑖] . .𝑠), 𝑋 ′ = 𝑋𝑐∞ (with 𝑐 = max Σ), and 𝑇∞ [SA[𝑖] . .SA[𝑖] +
ℓ) = 𝑋𝑌 . Let also P = Points7𝜏 (𝑇, S),𝑚 = r-countP (𝑋,𝑋 ′, 𝑌 ), and
𝑚′ = r-countP (𝑋,𝑋 ′). Then,𝑚 + 𝑑 ≤ 𝑚′. Moreover:

(1) For 𝛿 ∈ [1. .𝑑], any position 𝑝 ∈ r-selectP (𝑋,𝑋 ′,𝑚 + 𝛿)
satisfies 𝑇∞ [𝑝 − |𝑋 |. .𝑝 − |𝑋 | + 2ℓ) = 𝑇∞ [SA[𝑏 + 𝛿] . .SA[𝑏 +
𝛿] + 2ℓ).

(2) For 𝛿 = 𝑖−𝑏, any position 𝑝 ∈ r-selectP (𝑋,𝑋 ′,𝑚+𝛿) satisfies
𝑝 − |𝑋 | ∈ Occ2ℓ (SA[𝑖]).

Proof. By the uniqueness of 𝑇 [𝑛] = $, it holds per(𝑇 [𝑛 − 3𝜏 +
2. .𝑛]) = 3𝜏 − 1 and hence S ∩ [𝑛 − 3𝜏 + 2. .𝑛 − 2𝜏 + 2) ≠ ∅. Thus,
by SA[𝑖] < 𝑛 − 3𝜏 + 2, 𝑠 = succS (SA[𝑖]) satisfies 𝑠 ∈ S. Denote
𝑞 = |S|. Let (𝑎 𝑗 ) 𝑗∈[1. .𝑞 ] be a sequence containing all positions 𝑝 ∈ S
ordered according to the string 𝑇∞ [𝑝. .𝑝 + 7𝜏). In other words, for

any 𝑗, 𝑗 ′ ∈ [1. .𝑞], 𝑗 < 𝑗 ′ implies𝑇∞ [𝑎 𝑗 . .𝑎 𝑗+7𝜏) ⪯ 𝑇∞ [𝑎 𝑗 ′ . .𝑎 𝑗 ′+7𝜏).
Note, that the sequence (𝑎 𝑗 ) 𝑗∈[1. .𝑞 ] is not unique. Since {𝑎 𝑗 : 𝑗 ∈
[1. .𝑞]} = S, it holds |{𝑎 𝑗 − |𝑋 | : 𝑗 ∈ [1. .𝑞] and 𝑇∞ [𝑎 𝑗 − |𝑋 |. .𝑎 𝑗 ) =
𝑋 }| = |{ 𝑗 ∈ [1. .𝑞] : 𝑇∞ [𝑎 𝑗 − |𝑋 |. .𝑎 𝑗 ) = 𝑋 }| = |{𝑝 ∈ S : 𝑇∞ [𝑝 −
|𝑋 |. .𝑝) = 𝑋 }| =𝑚′

, where the last equality follows by Lemma 5.2(3)

and the definition of r-countP (𝑋,𝑋 ′) (see Section 4). By the same

argument (utilizing the definition of r-countP (𝑋,𝑋 ′, 𝑌 ) instead
of r-countP (𝑋,𝑋 ′)), we have |{𝑎 𝑗 − |𝑋 | : 𝑗 ∈ [1. .𝑞], 𝑇∞ [𝑎 𝑗 −
|𝑋 |. .𝑎 𝑗 ) = 𝑋, and 𝑇∞ [𝑎 𝑗 . .𝑎 𝑗 + 7𝜏) ≺ 𝑌 }| = |{ 𝑗 ∈ [1. .𝑞] : 𝑇∞ [𝑎 𝑗 −
|𝑋 |. .𝑎 𝑗 ) = 𝑋 and 𝑇∞ [𝑎 𝑗 . .𝑎 𝑗 + 7𝜏) ≺ 𝑌 }| = 𝑚. By Lemma 5.6, for

any 𝑗 ∈ [1. .𝑛], it holds 𝑗 ∈ Occℓ (SA[𝑖]) if and only if 𝑗 + |𝑋 | ∈ S,
𝑇∞ [ 𝑗 . . 𝑗 + |𝑋 |) = 𝑋 , and 𝑌 ⪯ 𝑇∞ [ 𝑗 + |𝑋 |. . 𝑗 + |𝑋 | + 7𝜏) ≺ 𝑌𝑐∞.

In other words, Occℓ (SA[𝑖]) = {𝑎 𝑗 − |𝑋 | : 𝑗 ∈ [1. .𝑞], 𝑇∞ [𝑎 𝑗 −
|𝑋 |. .𝑎 𝑗 ) = 𝑋, and 𝑌 ⪯ 𝑇∞ [𝑎 𝑗 . .𝑎 𝑗 + 7𝜏) ≺ 𝑌𝑐∞}. The latter set

(whose cardinality is equal to 𝑑) is clearly a subset of {𝑎 𝑗 − |𝑋 | :
𝑗 ∈ [1. .𝑞] and 𝑇∞ [𝑎 𝑗 − |𝑋 |. .𝑎 𝑗 ) = 𝑋 } (whose cardinality, as shown
above, is equal to𝑚′

). Thus, 𝑑 ≤ 𝑚′
. On the other hand, the set

{𝑎 𝑗 − |𝑋 | : 𝑗 ∈ [1. .𝑞], 𝑇∞ [𝑎 𝑗 − |𝑋 |. .𝑎 𝑗 ) = 𝑋, and 𝑇∞ [𝑎 𝑗 . .𝑎 𝑗 +7𝜏) ≺
𝑌 } (whose cardinality, as shown above, is𝑚) is also clearly a subset

of {𝑎 𝑗 − |𝑋 | : 𝑗 ∈ [1. .𝑞] and 𝑇∞ [𝑎 𝑗 − |𝑋 |. .𝑎 𝑗 ) = 𝑋 }. Thus,𝑚 ≤ 𝑚′
.

Since 𝑗 ∈ [1. .𝑞] cannot simultaneously satisfy𝑇∞ [𝑎 𝑗 . .𝑎 𝑗 + 7𝜏) ≺ 𝑌

and𝑌 ⪯ 𝑇∞ [𝑎 𝑗 . .𝑎 𝑗+7𝜏), these subsets are disjoint. Hence, it follows
that𝑚 + 𝑑 ≤ 𝑚′

.

1. As shown above, |{ 𝑗 ∈ [1. .𝑞] : 𝑇∞ [𝑎 𝑗 − |𝑋 |. .𝑎 𝑗 ) = 𝑋 }| =𝑚′
.

Let (𝑏 𝑗 ) 𝑗∈[1. .𝑚′ ] be a subsequence of (𝑎 𝑗 ) 𝑗∈[1. .𝑞 ] containing all

elements of {𝑎 𝑗 : 𝑗 ∈ [1. .𝑞] and 𝑇∞ [𝑎 𝑗 − |𝑋 |. .𝑎 𝑗 ) = 𝑋 } (in the

same order as they appear in the sequence (𝑎 𝑗 ) 𝑗∈[1. .𝑞 ] ). Our proof
consists of three steps:

(i) Let 𝑗 ∈ [1. .𝑚′]. We start by showing that it holds 𝑏 𝑗 ∈
r-selectP (𝑋,𝑋 ′, 𝑗). Let 𝑄,𝑄 ′

be such that 𝑄 = 𝑇∞ [𝑏 𝑗 − 7𝜏 . .𝑏 𝑗 )
and 𝑄 ′ = 𝑇∞ [𝑏 𝑗 . .𝑏 𝑗 + 7𝜏). Let

𝑟
beg

= |{𝑎𝑡 : 𝑡 ∈ [1. .𝑞], 𝑇∞ [𝑎𝑡 − |𝑋 |. .𝑎𝑡 ) = 𝑋, and

𝑇∞ [𝑎𝑡 . .𝑎𝑡 + 7𝜏) ≺ 𝑄 ′}|;

𝑟
end

= |{𝑎𝑡 : 𝑡 ∈ [1. .𝑞], 𝑇∞ [𝑎𝑡 − |𝑋 |. .𝑎𝑡 ) = 𝑋, and

𝑇∞ [𝑎𝑡 . .𝑎𝑡 + 7𝜏) ⪯ 𝑄 ′}|.

If 𝑡 ∈ [1. .𝑞] satisfies𝑇∞ [𝑎𝑡 − |𝑋 |. .𝑎𝑡 ) = 𝑋 , then 𝑎𝑡 ∈ {𝑏1, . . . , 𝑏𝑚′ }.
Moreover, since for any 𝑡, 𝑡 ′ ∈ [1. .𝑚′], 𝑡 < 𝑡 ′ implies 𝑇∞ [𝑏𝑡 . .𝑏𝑡 +
7𝜏) ⪯ 𝑇∞ [𝑏𝑡 ′ . .𝑏𝑡 ′ + 7𝜏), any 𝑡 ∈ [1. .𝑞] that additionally satisfies

𝑇∞ [𝑎𝑡 . .𝑎𝑡 +7𝜏) ≺ 𝑇∞ [𝑏 𝑗 . .𝑏 𝑗 +7𝜏), also satisfies 𝑎𝑡 ∈ {𝑏1, . . . , 𝑏 𝑗−1}.
Thus, 𝑟

beg
< 𝑗 . On the other hand, every 𝑡 ∈ [1. . 𝑗] satisfies

𝑇∞ [𝑏𝑡 − |𝑋 |. .𝑏𝑡 ) = 𝑋 and𝑇∞ [𝑏𝑡 . .𝑏𝑡 + 7𝜏) ⪯ 𝑇∞ [𝑏 𝑗 . .𝑏 𝑗 + 7𝜏). Thus,
𝑗 ≤ 𝑟

end
. Altogether, 𝑗 ∈ (𝑟

beg
. .𝑟

end
]. Recall now the definition P =

Points7𝜏 (𝑇, S) (Definition 4.2) and note that by Lemma 5.2(3), we

have 𝑟
beg

= r-countP (𝑋,𝑋 ′, 𝑄′) and 𝑟
end

= r-countincP (𝑋,𝑋 ′, 𝑄′).
Therefore, 𝑗 ∈ (r-countP (𝑋,𝑋 ′, 𝑄′) . .r-countincP (𝑋,𝑋 ′, 𝑄′)]. On
the other hand, (𝑄,𝑄 ′, 𝑏 𝑗 ) ∈ P and 𝑇∞ [𝑏 𝑗 − |𝑋 |. .𝑏 𝑗 ) = 𝑋 , so

𝑏 𝑗 ∈ r-selectP (𝑋,𝑋 ′, 𝑗) holds as claimed.

(ii) Let 𝑗 ∈ [1. .𝑚′]. We show that𝑇∞ [𝑝− |𝑋 |. .𝑝+7𝜏) = 𝑇∞ [𝑏 𝑗 −
|𝑋 |. .𝑏 𝑗 + 7𝜏) holds for any 𝑝 ∈ r-selectP (𝑋,𝑋 ′, 𝑗). By Item (i)

and the definition of r-selectP (𝑋,𝑋 ′, 𝑗), the choice of 𝑝 implies

𝑇∞ [𝑝. .𝑝 + 7𝜏) = 𝑇∞ [𝑏 𝑗 . .𝑏 𝑗 + 7𝜏). Moreover, letting 𝑄 be such

that 𝑄 = 𝑇∞ [𝑝 − 7𝜏 . .𝑝), it also implies 𝑋 ⪯ 𝑄 ≺ 𝑋 ′
. Thus,
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by Lemma 5.2(3), 𝑝 is preceded by 𝑋 in 𝑇 . Since by definition of

(𝑏 𝑗 ) 𝑗∈[1. .𝑚′ ] , the position 𝑏 𝑗 is also preceded by 𝑋 in 𝑇 , we obtain

𝑇∞ [𝑝 − |𝑋 |. .𝑝 + 7𝜏) = 𝑇∞ [𝑏 𝑗 − |𝑋 |. .𝑏 𝑗 + 7𝜏).
(iii) We are now ready to prove the main claim. As observed

above, Occℓ (SA[𝑖]) = {𝑎 𝑗 − |𝑋 | : 𝑗 ∈ [1. .𝑞], 𝑇∞ [𝑎 𝑗 − |𝑋 |. .𝑎 𝑗 ) =

𝑋, and 𝑌 ⪯ 𝑇∞ [𝑎 𝑗 . .𝑎 𝑗 + 7𝜏) ≺ 𝑌𝑐∞}. Note, that since the positions
𝑘 in the sequence (𝑎 𝑗 ) 𝑗∈[1. .𝑞 ] are sorted by 𝑇∞ [𝑘. .𝑘 + 7𝜏), we can
simplify the second condition. Denoting 𝑗

skip
= |{ 𝑗 ∈ [1. .𝑞] :

𝑇∞ [𝑎 𝑗 . .𝑎 𝑗 + 7𝜏) ≺ 𝑌 }|, we have

Occℓ (SA[𝑖]) =
{
𝑎 𝑗 − |𝑋 | : 𝑗∈ ( 𝑗skip . .𝑞 ], 𝑇

∞ [𝑎 𝑗−|𝑋 | . .𝑎 𝑗 )=𝑋,

and𝑇∞ [𝑎 𝑗 . .𝑎 𝑗+7𝜏 )≺𝑌𝑐∞
}
.

Let us now estimate |{ 𝑗 ∈ [1. . 𝑗
skip

] : 𝑇∞ [𝑎 𝑗 −|𝑋 |. .𝑎 𝑗 ) = 𝑋 }|. Any 𝑗

in this set satisfies 𝑗 ∈ [1. .𝑞],𝑇∞ [𝑎 𝑗−|𝑋 |. .𝑎 𝑗 ) = 𝑋 , and𝑇∞ [𝑎 𝑗 . .𝑎 𝑗+
7𝜏) ≺ 𝑌 . Earlier we observed that the number of such 𝑗 is precisely

𝑚. Combining this fact with the above formula forOccℓ (SA[𝑖]) and
the definition of (𝑏 𝑗 ) 𝑗∈[1. .𝑚′ ] , we have Occℓ (SA[𝑖]) = {𝑏 𝑗 − |𝑋 | :
𝑗 ∈ (𝑚..𝑚+𝑑]}. On the other hand, we have 𝑏+𝑑 = RBegℓ (SA[𝑖])+
|Occℓ (SA[𝑖]) | = REndℓ (SA[𝑖]). Therefore, Occℓ (SA[𝑖]) = {SA[ 𝑗] :
𝑗 ∈ (𝑏. .𝑏 + 𝑑]}. We now observe:

• Let 𝑗1, 𝑗2 ∈ (𝑚..𝑚 +𝑑] and assume 𝑗1 < 𝑗2. Since the elements of

(𝑏 𝑗 ) occur in the same order as in (𝑎 𝑗 ), and positions 𝑝 in (𝑎 𝑗 )
are sorted by 𝑇∞ [𝑝. .𝑝 + 7𝜏), it follows that 𝑇∞ [𝑏 𝑗1 . .𝑏 𝑗1 + 7𝜏) ⪯
𝑇∞ [𝑏 𝑗2 . .𝑏 𝑗2 + 7𝜏). On the other hand, by definition of (𝑏 𝑗 ), both
positions 𝑏 𝑗1 and 𝑏 𝑗2 are preceded in 𝑇 by the string 𝑋 . Thus,

𝑇∞ [𝑏 𝑗1 − |𝑋 |. .𝑏 𝑗2 + 7𝜏) ⪯ 𝑇∞ [𝑏 𝑗2 − |𝑋 |. .𝑏 𝑗2 + 7𝜏).
• On the other hand, by definition of lexicographical order, for

any 𝑗1, 𝑗2 ∈ [1. .𝑑], the assumption 𝑗1 < 𝑗2 implies 𝑇∞ [SA[𝑏 +
𝑗1] . .SA[𝑏+ 𝑗1] + |𝑋 | +7𝜏) ⪯ 𝑇∞ [SA[𝑏+ 𝑗2] . .SA[𝑏+ 𝑗2] + |𝑋 | +7𝜏).

We have shown that the sequences SA[𝑏 + 1], . . . , SA[𝑏 + 𝑑] and
𝑏𝑚+1 − |𝑋 |, . . . , 𝑏𝑚+𝑑 − |𝑋 | both contain the same set of positions

Occℓ (SA[𝑖]) ordered according to the length-( |𝑋 | + 7𝜏) right con-
text in 𝑇∞

. Therefore, regardless of how ties are resolved in each

sequence, for any 𝛿 ∈ [1. .𝑑], we have

𝑇∞ [SA[𝑏 + 𝛿] . .SA[𝑏 + 𝛿] + |𝑋 | + 7𝜏)
= 𝑇∞ [𝑏𝑚+𝛿 − |𝑋 |. .𝑏𝑚+𝛿 + 7𝜏).

To finalize the proof of the claim, take any 𝑝 ∈ r-selectP (𝑋,𝑋 ′,𝑚 +
𝛿). By Item (ii), for 𝑗 = 𝑚 + 𝛿 , we have 𝑇∞ [𝑝 − |𝑋 |. .𝑝 + 7𝜏) =

𝑇∞ [𝑏𝑚+𝛿 −|𝑋 |. .𝑏𝑚+𝛿 +7𝜏) = 𝑇∞ [SA[𝑏+𝛿] . .SA[𝑏+𝛿] + |𝑋 | +7𝜏). In
particular, by 2ℓ ≤ 7𝜏 ≤ 7𝜏+|𝑋 |, we obtain𝑇∞ [𝑝−|𝑋 |. .𝑝−|𝑋 |+2ℓ) =
𝑇∞ [SA[𝑏 + 𝛿] . .SA[𝑏 + 𝛿] + 2ℓ), i.e., the claim.

2. Applying Item 1 for 𝛿 = 𝑖 − 𝑏, we conclude that any position

𝑝 ∈ r-selectP (𝑋,𝑋 ′,𝑚 + 𝛿), satisfies 𝑇∞ [𝑝 − |𝑋 |. .𝑝 − |𝑋 | + 2ℓ) =
𝑇∞ [SA[𝑏+𝛿] . .SA[𝑏+𝛿]+2ℓ) = 𝑇∞ [SA[𝑖] . .SA[𝑖]+2ℓ), i.e., 𝑝−|𝑋 | ∈
Occ2ℓ (SA[𝑖]). □

Proposition 5.10. Let 𝑖 ∈ [1. .𝑛] be such that SA[𝑖] ∈ [1. .𝑛] \
R(𝜏,𝑇 ). Under Assumption 5.3, given the values 𝑖 , RBegℓ (SA[𝑖]),
REndℓ (SA[𝑖]), and some 𝑗 ∈ Occℓ (SA[𝑖]) as input, we can compute
some 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]) in O(𝑡) time.

Proof. We start by calculating |Occℓ (SA[𝑖]) | = REndℓ (SA[𝑖])−
RBegℓ (SA[𝑖]) using the input arguments. If |Occℓ (SA[𝑖]) | = 1, then

by Occ2ℓ (SA[𝑖]) ≠ ∅ and Occ2ℓ (SA[𝑖]) ⊆ Occℓ (SA[𝑖]) we have

RBeg
2ℓ (SA[𝑖]) = RBegℓ (SA[𝑖]), REnd2ℓ (SA[𝑖]) = REndℓ (SA[𝑖])

and Occ2ℓ (SA[𝑖]) = Occℓ (SA[𝑖]). Thus, we return 𝑗 ′ := 𝑗 . Let us

thus assume |Occℓ (SA[𝑖]) | > 1, and observe that by the uniqueness

of 𝑇 [𝑛] = $, 3𝜏 − 1 ≤ ℓ , and 𝑇∞ [SA[𝑖] . .SA[𝑖] + ℓ) = 𝑇∞ [ 𝑗 . . 𝑗 +
ℓ), this implies SA[𝑖], 𝑗 ∈ [1. .𝑛 − 3𝜏 + 1]. Moreover, by SA[𝑖] ∉

R(𝜏,𝑇 ), we also have 𝑗 ∉ R(𝜏,𝑇 ). Therefore, as noted in the proof

of Lemma 5.5, 𝑠 = succS ( 𝑗) satisfies 𝑠 ∈ S and using Assumption 5.3

we can compute 𝑠 in O(𝑡) time. Let 𝑋 ∈ Σ∗ and 𝑋 ′, 𝑌 ∈ Σ+ be

such that 𝑋 = 𝑇 [ 𝑗 . .𝑠), 𝑋 ′ = 𝑋𝑐∞, and𝑇∞ [ 𝑗 . . 𝑗+ℓ) = 𝑋𝑌 (where 𝑐 =

max Σ). By𝑇∞ [ 𝑗 . . 𝑗 +ℓ) = 𝑇∞ [SA[𝑖] . .SA[𝑖] +ℓ) and the consistency
condition of S (Definition 2.1), for any 𝑡 ∈ [0. .𝜏), SA[𝑖] + 𝑡 ∈ S
holds if and only if 𝑗 + 𝑡 ∈ S. Thus, by S ∩ [SA[𝑖] . .SA[𝑖] + 𝜏) ≠ ∅,
denoting 𝑠′ = succS (SA[𝑖]), it holds 𝑠′−SA[𝑖] = 𝑠− 𝑗 . Consequently,
𝑇∞ [SA[𝑖] . .𝑠′) = 𝑇∞ [ 𝑗 . .𝑠) = 𝑋 and 𝑇∞ [𝑠′ . .SA[𝑖] + ℓ) = 𝑇∞ [𝑠 . . 𝑗 +
ℓ) = 𝑌 . We can thus apply Lemma 5.9 without knowing the values

of SA[𝑖] or 𝑠′ (we only need to know |𝑋 | and the starting position of
some occurrence of𝑋𝑌 in𝑇 ). First, using Item 1 of Problem 4.3 with

the query arguments (𝑖, 𝑞𝑙 , 𝑞𝑟 ) = (𝑠, 𝑠 − 𝑗, ℓ − (𝑠 − 𝑗)) we compute

in O(𝑡) time (which is possible under Assumption 5.3) the value

𝑚 := r-countP (𝑋,𝑋 ′, 𝑌 ) (the arguments satisfy the requirements

of Problem 4.3 since 𝑞𝑙 = 𝑠 − 𝑗 < 𝜏 ≤ ℓ < 𝑛 and 𝑞𝑟 = ℓ − (𝑠 − 𝑗) ≤
ℓ < 𝑛). We then calculate 𝛿 = 𝑖 − RBegℓ (SA[𝑖]) and using Item 2 of

Problem 4.3 with the query arguments (𝑖, 𝑞𝑙 , 𝑟 ) = (𝑠, 𝑠 − 𝑗,𝑚+𝛿) we
compute in O(𝑡) time some position 𝑝 ∈ r-selectP (𝑋,𝑋 ′,𝑚+𝛿) (𝑞𝑙
satisfies the requirements of Problem 4.3 by the argument as above).

By Lemma 5.9, for 𝑗 ′ := 𝑝 − 𝑞𝑙 we then have 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]). In
total, we spend O(𝑡) time. □

5.2.3 The Data Structure. By combining the above results, we ob-

tain that under Assumption 5.3, given an index 𝑖 ∈ [1. .𝑛] satisfying
SA[𝑖] ∈ [1. .𝑛] \ R(𝜏,𝑇 ), along with RBegℓ (SA[𝑖]), REndℓ (SA[𝑖])
and some 𝑗 ∈ Occℓ (SA[𝑖]) as input, we can efficiently compute

(RBeg
2ℓ (SA[𝑖]), REnd2ℓ (SA[𝑖])) and some 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]).

Proposition 5.11. Let 𝑖 ∈ [1. .𝑛] be such that SA[𝑖] ∈ [1. .𝑛] \
R(𝜏,𝑇 ). Under Assumption 5.3, given the index 𝑖 along with values
RBegℓ (SA[𝑖]), REndℓ (SA[𝑖]), and some position 𝑗 ∈ Occℓ (SA[𝑖]),
we can compute (RBeg

2ℓ (SA[𝑖]), REnd2ℓ (SA[𝑖])) and some position
𝑗 ′ ∈ Occ2ℓ (SA[𝑖]) in O(𝑡) time.

Proof. First, using Proposition 5.10, we compute some 𝑗 ′ ∈
Occ2ℓ (SA[𝑖]). This takes O(𝑡) time and all the required values (𝑖 ,

RBegℓ (SA[𝑖]), REndℓ (SA[𝑖]), and some 𝑗 ∈ Occℓ (SA[𝑖])) are given
as input. We now observe that since for 𝑗 ′ we have𝑇∞ [ 𝑗 ′ . . 𝑗 ′+2ℓ) =
𝑇∞ [SA[𝑖] . .SA[𝑖] + 2ℓ), we have 𝑗 ′′ ∈ Occ2ℓ (SA[𝑖]) if and only if

𝑗 ′′ ∈ Occ2ℓ ( 𝑗 ′). Thus, Occ2ℓ (SA[𝑖]) = Occ2ℓ ( 𝑗 ′). On the other

hand, by Lemma 5.2(1), we have 𝑗 ′′ ∈ Posℓ (SA[𝑖]) if and only if

𝑇∞ [SA[𝑖] . .SA[𝑖] + ℓ) ⪯ 𝑇∞ [ 𝑗 ′′ . . 𝑗 ′′ + 2ℓ) ≺ 𝑇∞ [SA[𝑖] . .SA[𝑖] + 2ℓ),
i.e., whether 𝑗 ′′ ∈ Posℓ (SA[𝑖]) depends only on𝑇∞ [SA[𝑖] . .SA[𝑖] +
2ℓ). Therefore, 𝑗 ′ ∈ Occ2ℓ (SA[𝑖]) implies Posℓ (SA[𝑖]) = Posℓ ( 𝑗 ′).
Thus, in the second step of the query, using Proposition 5.8 we

compute in O(𝑡) time the values

𝛿 := |Posℓ ( 𝑗 ′) | = |Posℓ (SA[𝑖]) | and
𝑚 := |Occ2ℓ ( 𝑗 ′) | = |Occ2ℓ (SA[𝑖]) |.

Letting𝑏 = RBegℓ (SA[𝑖]), then (RBeg
2ℓ (SA[𝑖]), REnd2ℓ (SA[𝑖])) =

(𝑏 + 𝛿, 𝑏 + 𝛿 +𝑚). □
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5.3 The Final Data Structure
Proposition 5.12. Under Assumption 5.1 and Assumption 5.3

for ℓ = 2
𝑞 , where 𝑞 ∈ [4. .⌈log𝑛⌉), given any index 𝑖 ∈ [1. .𝑛] \⋃⌈log𝑛⌉−1

𝑞=4
R(⌊ 2𝑞

3
⌋,𝑇 ), we can compute SA[𝑖] in O(𝑡 log𝑛) time.

Proof. First, using Assumption 5.1, compute (RBeg
16
(SA[𝑖]),

REnd16 (SA[𝑖])) and some 𝑗 ∈ Occ16 (SA[𝑖]) in O(𝑡) time. Then,

for 𝑞 = 4, . . . , ⌈log𝑛⌉ − 1, we use Proposition 5.11 with ℓ = 2
𝑞
to

compute in O(𝑡) time the pair (RBeg
2
𝑞+1 (SA[𝑖]), REnd

2
𝑞+1 (SA[𝑖]))

and some 𝑗 ′ ∈ Occ
2
𝑞+1 (SA[𝑖]), given index 𝑖 along with the pair

(RBeg
2
𝑞 (SA[𝑖]), REnd2𝑞 (SA[𝑖])) and some 𝑗 ∈Occ2𝑞 (SA[𝑖]) as in-

put. After executing all steps, we get (RBegℓ (SA[𝑖]), REndℓ (SA[𝑖]))
and some 𝑗 ′ ∈ Occℓ (SA[𝑖]), where ℓ = 2

⌈log𝑛⌉ ≥ 𝑛. Since for

any 𝑘 ≥ 𝑛, we have Occ𝑘 (SA[𝑖]) = {SA[𝑖]}, we finally return

SA[𝑖] = 𝑗 ′. In total, the query takes O(𝑡 log𝑛) time. □

Remark 5.13. In the full version [43], we show how to generalize

Proposition 5.11 to also handle the case SA[𝑖] ∈ R(𝜏,𝑇 ), leading to

a version of Proposition 5.12 holding for all 𝑖 ∈ [1. .𝑛]. For this, we
develop a component (the index “core”) that, given any 𝑖 ∈ [1. .𝑛],
lets us efficiently check if SA[𝑖] ∈ R(𝜏,𝑇 ). Positions satisfying
SA[𝑖] ∉ R(𝜏,𝑇 ) are handled exactly as in Section 5.2. The case

SA[𝑖] ∈ R(𝜏,𝑇 ) is processed using a separate component.

6 DYNAMIC SUFFIX ARRAY
In this section, we obtain our main result, a dynamic suffix array,

using the abstract query algorithm of Section 5 on top of a data

structure that maintains a dynamic text 𝑇 ∈ Σ+ (see Definition 3.3).

Due to space constraints, our discussion of the dynamic text data

structure is limited to a specification of the supported operations –

a complete implementation is provided in the full version [43].

We define a labelled string over an alphabet Σ to be a string over

Σ × Z≥0. For 𝑐 := (𝑎, ℓ) ∈ Σ × Z≥0, we say that val(𝑐) := 𝑎 is the

value of 𝑐 and label(𝑐) := ℓ is the label of 𝑐 . For a labelled string

𝑆 ∈ (Σ×Z≥0)∗, we define the set of labels 𝐿(𝑆) = {label(𝑆 [𝑖]) : 𝑖 ∈
[1. .|𝑆 |]} and the string of values val(𝑆) = val(𝑆 [1]) · · · val(𝑆 [|𝑆 |]).

Instead of maintaining a single labelled string representing 𝑇 ,

our data structure internally allows maintaining multiple labelled

strings (with character labels unique across the entire collection).

This lets us decompose each update into smaller building blocks; for

example, a swap (cut-paste) operation can be implemented using

three splits followed by three concatenations. This internal interface

matches the setting often considered in the literature [3, 30, 51].

For a finite family L ⊆ (Σ × Z≥0)∗, we set 𝐿(L) = ⋃
𝑆∈L 𝐿(𝑆)

and ∥L∥ =
∑
𝑆∈L |𝑆 |. We say L is uniquely labelled if |𝐿(L)| =

∥L∥; equivalently, for each label ℓ ∈ 𝐿(L) there exist unique 𝑆 ∈ L
and 𝑖 ∈ [1. .|𝑆 |] such that ℓ = label(𝑆 [𝑖]).

Lemma 6.1 (♠). There is a data structure maintaining a uniquely
labelled family L ⊆ (Σ × Z≥0)+ using the following interface, where
label(𝑆 [1]) is used as a reference to any string 𝑆 ∈ L:

concat(𝑅, 𝑆): Given distinct 𝑅, 𝑆 ∈ L, set L := L\ ({𝑅, 𝑆}) ∪ {𝑅 ·𝑆}.
split(𝑆, 𝑖): Given 𝑆 ∈ L and 𝑖 ∈ [1. .|𝑆 |), set L := L \ ({𝑆}) ∪

{𝑆 [1. .𝑖], 𝑆 (𝑖 . .|𝑆 |]}.
insert(𝑎, ℓ): Given 𝑎 ∈ Σ and ℓ ∈ Z≥0 \ 𝐿(L), set L := L ∪ {(𝑎, ℓ)}.
delete(𝑆): Given 𝑆 ∈ L with |𝑆 | = 1, set L := L \ {𝑆}.
label(𝑆, 𝑖): Given 𝑆 ∈ L and 𝑖 ∈ [1. .|𝑆 |], return label(𝑆 [𝑖]).

val(𝑆, 𝑖): Given 𝑆 ∈ L and 𝑖 ∈ [1. .|𝑆 |], return val(𝑆 [𝑖]).
unlabel(ℓ): Given ℓ ∈ 𝐿(L), return (𝑆, 𝑖), where 𝑆 ∈ L and 𝑖 ∈

[1. .|𝑆 |] are such that ℓ = label(𝑆 [𝑖]).
In the word RAM model with word size𝑤 satisfying 𝐿(L) ⊆ [0. .2𝑤),
each of these operations can be implemented in O(log ∥L∥) time.

A simple extension of Lemma 6.1 allows for efficient random

access to a dynamic text; it is also rather easy to implement the

queries of Assumption 5.1 without any overhead in the update time.

Corollary 6.2 (♠). A dynamic text 𝑇 ∈ Σ𝑛 can be implemented
so that initialization takes O(1) time, updates take O(log𝑛) time,
and the following access(𝑖) queries take O(log𝑛) time:

access(𝑖): given 𝑖 ∈ [1. .𝑛], return 𝑇 [𝑖].

Proposition 6.3 (♠). A dynamic text𝑇 ∈ Σ𝑛 can be implemented
so that initialization takes O(1) time, updates take O(log𝑛) time,
and the queries of Assumption 5.1 take O(log𝑛) time.

The remaining operations use balanced signature parsing on

top of the basic data structure of Lemma 6.1 (see Section 3 for

an overview of this technique). We aim for a deterministic im-

plementation of balanced signature parsing, which requires using

deterministic dynamic dictionaries and, with current state of the

art [25], incurs a multiplicative overhead of O( log
2
log𝑚

log log log𝑚
), where

𝑚 is the dictionary size. Henceforth, we denote 𝑑 (𝑥) := log
2
log𝑥

log log log𝑥
.

Lemma 6.4 (♠). A dynamic text 𝑇 ∈ Σ𝑛 can be implemented so
that initialization takes O(𝑑 (𝑚) · log∗𝑚) time, updates take O(log𝑛 ·
𝑑 (𝑚) · log∗𝑚) time, and any two fragments of 𝑇 can be compared
lexicographically in O(log𝑛 · 𝑑 (𝑚) · log∗𝑚) time, where𝑚 = 𝜎 + 𝑡

and 𝑡 is the total number of instruction that the data structure has
performed so far.

Proposition 6.5 (♠). For any fixed ℓ ∈ Z+, a dynamic text𝑇 ∈ Σ𝑛

can be implemented so that initialization takes O(𝑑 (𝑚) · log∗𝑚) time,
updates take O(log2 𝑛 · 𝑑 (𝑚) · (log∗𝑚)2) time, and the queries of
Assumption 5.3 take O(log3 𝑛 + log

2 𝑛 · 𝑑 (𝑚) · log∗𝑚) time, where
𝑚 = |Σ| + 𝑡 and 𝑡 is the total number of instructions that the data
structure has performed so far.

We are now ready to describe the main result of our work: a dy-

namic text implementation that can answer suffix array queries. We

start with a version with a bounded lifespan: it takes an additional

parameter 𝑁 at initialization time, and it is only able to handle 𝑁

operations. Then, we use this solution as a black box to develop an

‘everlasting’ dynamic suffix array.

Proposition 6.6 (♠). For any given integer 𝑁 ≥ 𝜎 , a dynamic text
𝑇 ∈ [0. .𝜎)+ can be implemented so that initialization takes O(log𝑁 ·
𝑑 (𝑁 ) · log∗ 𝑁 ) time, updates take O(log3 𝑁 ·𝑑 (𝑁 ) · (log∗ 𝑁 )2) time,
the suffix array queries take O(log4 𝑁 ) time, and the inverse suffix
array queries take O(log5 𝑁 ) time, provided that the total number of
updates and queries does not exceed 𝑁 .

Proof sketch. We maintain 𝑇 using data structures of Propo-

sition 6.3 and Lemma 6.4, as well as several instances of the data

structures of Proposition 6.5 for ℓ = 2
𝑞
, where 𝑞 ∈ [4. .⌈log𝑁 ⌉).

The initialization and each update operation needs to be replicated

in all these components.
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The suffix queries are implemented using a procedure developed

in Section 5. Proposition 5.12 provides such a procedure under

some restrictions on the allowed queries and, due to the fact that

|𝑇 | ≤ 𝑁 , the components maintained are sufficient to satisfy the

assumption required in Proposition 5.12. In the complete proof (in

the full version [43]), we use a variant of Proposition 5.12 supporting

arbitrary queries, and this requires additional components.

As for the inverse suffix array queries, we perform binary search.

In each of the O(log |𝑇 |) = O(log𝑁 ) steps, we compare the spec-

ified suffix 𝑇 [ 𝑗 . .|𝑇 |] with the suffix 𝑇 [SA[𝑖] . .|𝑇 |]; here, we use a
suffix array query of to determine SA[𝑖] and the lexicographic

comparison (of Lemma 6.4) to compare the two suffixes.

Recall that the running times of all the components are expressed

in terms of parameters 𝑛 = |𝑇 | (which does not exceed 𝑁 ) and𝑚 =

𝜎 +𝑡 , where 𝑡 is the total number of instructions performed so far by

the respective component. This value may differ across components,

but we bound it from above by the total number of instructions

performed so far by all the components; let us call this value 𝑀 .

Note that each update and query costs O(logO(1) (𝑁 +𝑀)) time,

which means that 𝑀 = O(𝜎 + 𝑁 log
O(1) 𝑁 ) = O(𝑁 log

O(1) 𝑁 ),
where the last step follows from the assumption 𝑁 ≥ 𝜎 .

Consequently, the initialization takes O(log𝑁 ·𝑑 (𝑀) · log∗𝑀) =
O(log𝑁 ·𝑑 (𝑁 ) · log∗ 𝑁 ) time and the updates take O(log𝑁 · log2 𝑛 ·
𝑑 (𝑀) · (log∗𝑀)2) = O(log3 𝑁 · 𝑑 (𝑁 ) · (log∗ 𝑁 )2) time. By Propo-

sition 5.12, suffix queries take O(log𝑛 · (log3 𝑛 + log
2 𝑛 · 𝑑 (𝑀) ·

log
∗𝑀)) = O(log4 𝑁 ) time. The inverse suffix array queries cost

O(log𝑁 · (log4 𝑁 + log𝑛 · 𝑑 (𝑀) · log∗𝑀)) = O(log5 𝑁 ) time. □

Theorem 6.7. A dynamic text 𝑇 ∈ [0. .𝜎)𝑛 can be implemented
so that initialization takes O(log𝜎 · 𝑑 (𝜎) · log∗ 𝜎) time, updates
take O(log3 (𝑛𝜎) ·𝑑 (𝑛𝜎) · (log∗ (𝑛𝜎))2) time, the suffix array queries
take O(log4 (𝑛𝜎)) time, and the inverse suffix array queries take

O(log5 (𝑛𝜎)) time, where 𝑑 (𝑥) = log
2
log𝑥

log log log𝑥
.

Proof. We first describe an amortized-time solution which per-

forms a reorganization every Ω(𝑛) operations. This reorganization
takes O(𝑛 · log3 (𝑛𝜎) · 𝑑 (𝑛𝜎) · (log∗ (𝑛𝜎))2) time.

The text 𝑇 is stored using the data structures of Corollary 6.2

and Proposition 6.6. Moreover, we maintain a counter 𝑡 represent-

ing the number of operations that can be performed before reor-

ganization. At initialization time, we set 𝑡 = 1 and initialize both

components, setting 𝑁 = 𝜎 for Proposition 6.6. The updates and

queries are forwarded to the component of Proposition 6.6, but

we first perform reorganization (if 𝑡 = 0) and decrement 𝑡 (uncon-

ditionally). As for the reorganization, we set 𝑡 = ⌈ 1
2
|𝑇 |⌉, discard

the component of Proposition 6.6, and initialize a fresh copy using

𝑁 = max(𝜎, ⌈ 3
2
|𝑇 |⌉ − 1); we then insert characters of 𝑇 one by one

using access of Corollary 6.2 and insert of Proposition 6.6.

To prove that this implementation is correct, we must argue

that each instance of Proposition 6.6 performs no more than 𝑁

operations. The instance created at initialization time is limited

to a single operation, which is no more than the allowance of

𝑁 = 𝜎 operations. On the other hand, an instance created during a

reorganization performs |𝑇 |−1 insertions during the reorganization,
and is then limited to ⌈ 1

2
|𝑇 |⌉ operations. In total, this does not

exceed the allowance of 𝑁 = max(𝜎, ⌈ 3
2
|𝑇 |⌉ − 1) operations.

It remains to analyze the time complexity. For this, we observe

that, if 𝑁 > 𝜎 , then |𝑇 | ≥ |𝑇 | − 𝑡 ≥ ⌊ 1
3
𝑁 ⌋ is preserved as an

invariant. This means that 𝑁 = O(max(𝜎, |𝑇 |)) = O(𝜎 |𝑇 |), and
thus the operation times of Proposition 6.6 can be expressed using

𝑛𝜎 instead of 𝑁 . This also applies to the cost of reorganization,

which uses initialization and 𝑛 − 1 updates.

As for the deamortization, we use the standard technique of

maintaining two instances of the above data structure. At any time,

one them is active (handles updates and queries), whereas the other

undergoes reorganization. The lifetime of the entire solution is

organized into epochs. At the beginning of each epoch, the active

instance is ready to handle 𝑡 ≥ 1

2
𝑛 forthcoming operations, whereas

the other instance needs to be reorganized. The epoch lasts for 𝑡

operations. During the first half of the epoch, the reorganization

is performed in the background and the updates are buffered in

a queue. For each operation in the second half of the epoch, at

most one update in buffered (none if the operation is a query) and

two buffered updates are executed (unless there are already fewer

updates in the buffer). Since the reorganization cost is bounded by

O(𝑡 · log3 𝑡 · 𝑑 (𝑡) · (log∗ 𝑡)2) and since the query cost is larger than

the update cost, the deamortized solution has the same asymptotic

time complexity as the amortized one. □
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