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Abstract

Computation over compressed data is a new paradigm in the design of algorithms and data structures
that can reduce space usage and speed up computation by orders of magnitude. One of the most frequently
employed compression frameworks, capturing many practical compression methods (such as the Lempel–Ziv
family, dictionary methods, and others), is grammar compression. In this framework, a string T of length N is
represented as a context-free grammar of size n whose language contains only the string T . In this paper, we focus
on studying the limitations of these techniques. Previous work focused on proving lower bounds for algorithms
and data structures operating over grammars constructed using algorithms that achieve the approximation ratio
ρ = O(polylogN) (since finding the smallest grammar representation is NP-hard, every polynomial-time grammar
compressor can be viewed as an approximation algorithm). Unfortunately, for many grammar compressors
we either have ρ = ω(polylogN) or it is not known whether ρ = O(polylogN) holds. In their seminal paper,
Charikar, Lehman, Liu, Panigrahy, Prabhakaran, Sahai, and Shelat [IEEE Trans. Inf. Theory 2005] studied
seven popular grammar compression algorithms: RePair, Greedy, LongestMatch, Sequential, Bisection,
LZ78, and α-Balanced. Only one of them (α-Balanced) is known to achieve ρ = O(polylogN).

In this paper, we develop the first technique for proving lower bounds for data structures and algorithms
on grammars that is fully general and does not depend on the approximation ratio ρ of the used grammar
compressor. Our first set of results concerns compressed data structures. In 2013, Verbin and Yu proved that
implementing random access to T using a grammar constructed by an algorithm with ρ = O(polylogN) requires
Ω(logN/ log logN) time in the worst case. This lower bound applies to any structure using O(npolylogN)
space and matches the existing upper bounds. We prove that this lower bound holds also for RePair, Greedy,
LongestMatch, Sequential, and Bisection, while Ω(log logN) time is required for random access to LZ78.
Our lower bounds apply to any structure using O(npolylogN) space and match the existing upper bounds.
Moreover, we show that our technique generalizes to the class of global algorithms (that includes, e.g., the
RePair algorithm), i.e., the lower bound Ω(logN/ log logN) applies to the whole class. This makes a significant
step forward in a long-standing open problem of analyzing global algorithms.

Our second set of results concerns compressed computation, i.e., computation that runs in time that depends
on the size of the input in compressed form. Recently, Abboud, Backurs, Bringmann, and Künnemann [FOCS
2017 and NeurIPS 2020] proved numerous limitations of compressed computation under popular conjectures
(such as SETH, k-Clique, k-OV, and k-SUM). Similarly as above, however, their framework also displays a
dependence on ρ. For example, their results imply that, assuming the k-Clique Conjecture, there is no algorithm
to solve CFG Parsing (for which the best algorithm has a time complexity of O(Nω), where ω is the exponent
of matrix multiplication) on grammars constructed using Bisection (which satisfies ρ = Θ̃(N1/2)) that runs
in O(nc ·Nω−ϵ) time for constants ϵ > 0 and c < 2ϵ. Using our new techniques, we improve these and other
conditional lower bounds. For example, for CFG parsing on Bisection, we rule out algorithms with runtime
O(nc ·Nω−ϵ) for all constants ϵ > 0 and c > 0.

1 Introduction

Modern applications produce textual data at a rate not seen before. During 2004–2015, the cost of sequencing the
DNA of a single person has decreased from $20 million to around $1000, i.e., by a factor of 2 × 105 [48]. This
resulted in projects like the 100,000 Genome Project [44], which during 2013-2018, produced around 75 terabytes
of text. The efforts to sequence even larger populations are now underway, e.g., in 2018, 26 countries started the
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ongoing 1+ Million Genomes Initiative [25]. It is predicted that genomics research will generate between 2 and 40
exabytes of data within the next decade [77, 92]. Other sources of massive textual datasets include versioned text
documents (such as Wikipedia) and source code repositories (such as Github) [74, 53].

This explosion of data has not been matched by the corresponding increase in computational power. One
ray of hope in being able to handle such massive datasets is that they are highly repetitive [89, 26, 11, 46, 74].
This has been the driving force behind the development of compressed algorithms and data structures [72, 73, 74],
which combine aspects of information theory, lossless data compression, and combinatorial pattern matching, to
perform various queries or even run complex computation directly on data in compressed form [37, 53, 59, 1].

One of the most general frameworks for storing highly repetitive strings is grammar compression [62, 20, 91],
in which we represent a string using a straight-line program (SLP), i.e., a context-free grammar, whose language
contains only the input string. On the one hand, this framework is easy to work with and can succinctly
encode even complex structure of repetitions. On the other hand, it comes with solid mathematical foundations
– as shown in [20, 91, 36, 59, 53, 65, 90, 60], grammar compression is up to logarithmic factors equivalent to
LZ77 [100], LZ-End [66], RLBWT [18], macro schemes [93], collage systems [61], string attractors [59], and substring
complexity [90, 65], and it is at least as powerful as automata [14], Byte-Pair [32], and several other LZ-type
compressors [101, 98, 94, 30]. For this reason, grammar compression has been a very popular framework in numerous
previous studies. This includes pattern matching [50, 38, 1, 42, 15, 19], sequence similarity [95, 47, 1, 41], context-
free grammar (CFG) parsing, RNA folding, disjointness [1], and compressed linear algebra [2, 29]. Grammars are
also the key component in algorithms converting between different compressed representations [53, 58]. We refer
to surveys in [74, 73, 69] and discussion in [1, 37, 59, 53] for more details.

The central component in many of the above applications, and a useful structure on its own, is a compressed
index – a data structure requiring small space (close to the size of SLP representing the text) that supports
various queries over the underlying (uncompressed) text. Nowadays, SLP-based indexes supporting random-
access [13, 39, 9, 59, 65, 56], rank/select [88, 86, 10, 9], longest common extension (LCE) [49, 43, 78, 56], pattern
matching [22, 23, 24, 34, 33, 27, 21, 64, 43, 65], suffix array queries [56], and various geometric queries [17, 16] are
available. Despite these advances, our understanding of lower bounds on SLP-compressed indexes remains an open
problem, even for random access (the most basic query and a building block for more complex queries).

• On the one hand, Bille et al. [13] proved that for any grammar compression algorithm that reduces a length-N
string T into a representation of size n, we can build a structure of size O(n) allowing decoding of any
symbol of T in O(logN) time. The latter result has recently been generalized by Ganardi et al. [39], who
proved that for any size-n SLP encoding a length-N string, there exists a size-O(n) SLP encoding the same
string but with height O(logN). At the cost of increasing the space by a O(logϵ n) factor, it is possible to
reduce the query time to O(logN/ log logN) [9]. To complement this, Verbin and Yu, proved that for every
algorithm that achieves an O(polylogN) approximation ratio1, one cannot access symbols of T faster than
O(logN/ log logN) time using a representation of size O(n polylogN) [97].2

• On the other hand, for LZ78 [101] in O(n) space it is possible to implement random access in O(log logN) [28].
Consistent with the bound of Verbin and Yu, LZ78 achieves an approximation ratio of Ω̃(N2/3) [20, 8].3

The above situation suggests that there exists a trade-off between the approximation ratio and the time
required for random access. This, however, leads to two very serious issues:

1. The above techniques do not say anything about lower bounds on random access to grammars computed
using algorithms with ω(polylogN) approximation factor. This is problematic, since the majority of practical
grammar compressors are in this category: Charikar et al. [20] prove that Sequitur [76], Sequential [99],
Bisection [63, 75], LZ78 [101], LZW [98] all achieve Ω(N ϵ) ratio (for some constant ϵ > 0). Badkobeh et
al. [7] prove analogous bound for LZD [45].

2. Even worse, for many grammar compressors, it is not known whether they achieve an approximation
ratio of O(polylogN). This includes Greedy [5, 6, 4], LongestMatch [67], and RePair [68] – the last
being one of the most practical and widely studied compressors [12, 82, 35, 70, 71, 31, 40] which “(. . . )

1Finding the smallest grammar encoding of a given string is NP-hard [20]. Thus, every polynomial time grammar compression
algorithm can be viewed as the approximation algorithm for the smallest grammar problem [20].

2Verbin and Yu [97] formulate this equivalently as stating that for any universal data structure (i.e., working for every grammar
compressor), one cannot achieve o(logN/ log logN) query time in O(n polylogN) space.

3We assume that Ω̃ and Õ suppresses factors polylogarithmic in the length N of the uncompressed text T .
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consistently outperforms other grammar-based compressors, including those that offer theoretical guarantees
of approximation.” [73]

With current techniques, proving lower bounds for algorithms like RePair appears to be a hopeless task,
since RePair has resisted all attempts to prove an upper bound on its approximation ratio for over 20 years.
Given this situation, we ask:

Problem 1. Can we prove lower bounds for data structures based on grammar compressors without first
establishing their approximation ratio?

Another application of data compression in the design of algorithms is compressed computation, where the
goal is to develop algorithms whose runtime depends on the size of the input in the compressed form. For example,
Tiskin [95] developed an algorithm that, given two strings S1 ∈ ΣN and S2 ∈ ΣN , both in grammar-compressed
form of total size n, computes the longest common subsequence LCS(S1, S2) in Õ(n · N) time. For highly
compressible strings (e.g., when n = O(N1/2)), this is a significant improvement over the currently best general
algorithm for LCS that runs in O(N2) time (and is unlikely to be improved to O(N2−ϵ) due to the recent
conditional lower bound [3] based on the Strong Exponential Time Hypothesis (SETH)).

Abboud et al. [1, 2] recently asked whether algorithms like the above LCS algorithm can be improved, i.e.,
when restricting the set of inputs to those that are highly compressible, is the algorithm running in O((n ·N)1−ϵ)
time achievable. They proved that under popular hardness assumptions such as SETH, k-OV, k-Clique, or k-SUM,
the currently best compressed algorithms for several problems are optimal. In particular, they showed that unless
SETH fails, there is no algorithm for LCS that runs in O((n ·N)1−ϵ) time, for any constant ϵ > 0, even when
restricted to highly compressible strings. They proved similar conditional lower bounds for CFG parsing, RNA
folding, matrix-vector multiplication, inner product, and several other problems.

Similarly as the lower bound of Verbin and Yu, however, the techniques in [1, 2] exhibit a dependence on
the approximation ratio ρ of the grammar compressor used to obtain the input grammar. For example, for the
CFG parsing problem, where given a CFG Γ (for simplicity, let us assume |Γ| = Õ(1)) and a string S ∈ ΣN , the
goal is to check if S ∈ L(Γ), the currently best algorithm runs in Õ(Nω) time, where ω is the exponent of matrix
multiplication [96]. Abboud et al. [1] proved that unless the k-Clique Conjecture fails, for S constructed using
grammar compressors with ρ = O(polylogN), there is no algorithm running O(poly(n) ·Nω−ϵ) time. However,
for larger ρ, e.g., ρ = Θ(Nα), this technique excludes only the algorithms running in O(nc ·Nω−ϵ), where c < ϵ/α.
For example, if α = 1/2, then there is no algorithm running in O(n3/2 ·N), but it leaves open whether there is an
algorithm running in O(n4 ·N) time. We thus ask:

Problem 2. What are the limitations for compressed computation on grammars obtained using algorithms
with large or unknown approximation ratios? Can we prove such lower bounds without first establishing those
approximation ratios?

Our Results We present a new technique for proving lower bounds on grammar-compressed strings called
Grammar Boosting that does not require any knowledge about the approximation ratio of the algorithm and lets
us answer both of the above questions.

New Lower Bounds for Data Structures. We prove that the lower bound of Ω(logN/ log logN) applies to
nearly all of the classical and commonly used grammar compressors, including: RePair [68], Greedy [4, 5, 6],
LongestMatch [67], Sequitur [76], Sequential [99], Bisection [63, 75], and LZD [45]. No lower bounds for
random access on either of these grammars were known before. Our bound applies to any structure whose space is
O(n polylogN) (where n is the output size of any of the above algorithms), i.e., it is always as strong as the bound
of Verbin and Yu [97]. Our result establishes the first query separation between algorithms like Sequitur or LZD,
and LZ78 (which admits a random access solution with O(log logN) query time [28]). As an auxiliary result, we
show (via a reduction from the colored predecessor problem [85]) that random access to LZ78 in O(log logN) time
is optimal within near-linear space (i.e., O(npolylogN)), which is the case in [28].

Our technique applies not only to individual algorithms but is able to capture an entire class. Specifically,
we show that the lower bound Ω(logN/ log logN) holds for all global algorithms [20] (which includes RePair,
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Greedy, and LongestMatch). This makes a significant step forward in a long-standing open problem postulated
by Charikar et al. [20]: “Because they are so natural and our understanding is so incomplete, global algorithms are
one of the most interesting topics related to the smallest grammar problem that deserves further investigation.”

The key idea in the framework and Verbin and Yu [97] is to prove that given any collection P of n points
on an n × n grid, we can construct a string A(P) (called the answer string ; see Definition 4.1) of length
|A(P)| = Θ(n2) that encodes answers to all possible parity range counting queries [84] on P, and has a grammar
of size O(n polylog n). Since answering such queries in O(n polylog n) space requires Ω(log n/ log log n) time [84]
(Theorem 4.1), any universal structure that for a grammar G encoding T ∈ ΣN takes O(npolylogN) space, must
thus take Ω(logN/ log logN) time for access.

Let Alg be some fixed grammar compression algorithm. The issue with applying the above idea to Alg is
that it would require proving a bound on the size of the output of Alg on A(P), which for, e.g., RePair can be
very difficult. We instead prove that for any string T for which there exists an SLP of size n that encodes T , we
can construct a string T ′ such that:

(a) The length of T ′ is polynomial in the length of T ,
(b) T can be quickly identified within T ′, e.g., T [j] = T ′[α+ β · j] for some α ≥ 0 and β > 0,
(c) Alg compresses T ′ into size O(n). Note that this does not require proving anything about the compression

of T by Alg.

In other words, we take a string T having a small grammar G and “boost” the performance of Alg by
presenting T in a well-structured form of T ′ so that Alg compresses the string T ′ into size O(|G|). This still
lets us utilize the reduction from parity range counting queries [84], since by Item (a), log |T ′| = Θ(log |T |), and
by Item (b), accessing symbols of T via T ′ does not incur any time penalty. To construct T ′, we typically first
define an auxiliary grammar G′ with the set of nonterminals similar to G, but including special sentinel symbols
identifying the nonterminals. The string T ′ is then defined by listing expansions of all nonterminals of G′ in
the order of nondecreasing length, repeating each expansion twice, optionally separating with additional sentinel
symbols. The crux of the analysis is to show that for any of the algorithms we studied, such structuring forces
the algorithm to compress the string in a specific way. For global algorithms this is particularly hard, since
their behavior is not very well understood. We manage, however, to fully characterize a class of all intermediate
grammars that global algorithms can reach during the processing of T ′, and then prove that there is only one
possible final grammar. We present more details in the Technical Overview (Section 4). As a result, we obtain a
series of lower bounds. In a single theorem, we can summarize them as follows. For any grammar compression
algorithm Alg, we denote the output of Alg on a string T by Alg(T ).

Theorem 1.1. Let Alg be any global algorithm (e.g., RePair, Greedy, or LongestMatch), or one of the
following algorithms: Sequitur, Sequential, Bisection, or LZD. In the cell-probe model, there is no data
structure that, for every string T of length N , achieves O(|Alg(T )| logc N) space (where c = O(1)) and implements
random access queries to T in o(logN/ log logN) time.

New Lower Bounds for Compressed Computation. Our second result is to demonstrate that the grammar boosting
technique complements the framework of Abboud et al. [1, 2] for proving conditional lower bounds for compressed
computation. We consider two problems: CFG Parsing (defined above), and Weighted RNA Folding (defined
below). Among other results, the authors of [1] prove that unless the k-Clique Conjecture (resp. Combinatorial
k-Clique Conjecture) fails (see Section 2.1), these problems essentially require Ω(Nω) (resp. Ω(N3)) time, even for
highly compressible inputs. Here we extend these results to several grammar compressors with large or unknown
approximation ratio ρ.

Consider the CFG Parsing problem. The key idea in the hardness proof presented in [1] is, given k ≥ 3
and an undirected graph G = (V,E), to construct a small CFG Γ and a highly compressible string S of length
|S| = O(|V |k+2) (specifically, S has a grammar of size O(|V |3)), such that G has a 3k-clique if and only if S ∈ L(Γ).
To adapt this reduction to a grammar compression algorithm Alg, we construct a “well-structured” string S′ and
a CFG Γ′ such that:

(a) |S′| = |V |k+O(1),
(b) S′ ∈ L(Γ′) if and only if S ∈ L(Γ),
(c) Alg compresses S′ into size |V |O(1).
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The construction of S′ for Sequential is similar to the random-access problem above. The CFG Γ′ is obtained
from Γ by ensuring that it ignores every second symbol as well as some sufficiently long prefix of S′. As a result,
we obtain a series of lower bounds. In a single theorem, we can summarize them as follows (note that this is a
simplified form, and in some cases, the lower bounds hold with stronger assumptions on |Σ| and |Γ|).

Theorem 1.2. Let Alg be any global algorithm (e.g., RePair, Greedy, or LongestMatch), or one of the
following algorithms: Sequitur, Sequential, Bisection, or LZD. Let δ ∈ (0, 1]. Assuming the k-Clique
Conjecture (resp. Combinatorial k-Clique Conjecture), there is no algorithm (resp. combinatorial algorithm) that,
given T ∈ ΣN and a CFG Γ such that |Γ| = O(Nδ), |Σ| = O(Nδ), and |Alg(T )| = O(Nδ), determines if T ∈ L(Γ)
in O(Nω−ϵ) (resp. O(N3−ϵ)) time, for any ϵ > 0.

In the RNA Folding problem, we are given a string T ∈ ΣN , where Σ is augmented with a match operation
such that for every a ∈ Σ, there exists a matching symbol a ∈ Σ satisfying a ̸= a and a = a. The goal is to
compute the cardinality |R| of a largest set R ⊆ [1 . . N ]2 such that for every (i, j) ∈ R, the symbols T [i] and T [j]
match, and every pair of intervals in R is either nested or disjoint. In the weighted variant, we are additionally
given a weight function w : Σ → [0 . .M ], and the goal is to compute the weight of a set R that maximizes the
total weight of matching pairs. We denote it WRNA(T ). The application of grammar boosting for this problem
requires proving some auxiliary results about the studied grammar compression algorithms or the RNA Folding
problem, but in its core, it uses a reduction from k-Clique [1] essentially in a black-box manner. As a result, we
obtain a series of lower bounds. In a single theorem, we can summarize them as follows.

Theorem 1.3. Let Alg be Sequential, LZD, or any global algorithm (e.g., RePair, Greedy, or
LongestMatch). Assuming the k-Clique Conjecture (resp. Combinatorial k-Clique Conjecture), there is no
algorithm (resp. combinatorial algorithm) that, given T ∈ ΣN (where Σ is augmented with a match operation) and
a weight function w : Σ → [0 . .M ] such that |Σ| = O(Nδ), M = O(poly(N)), and |Alg(T )| = O(Nδ), computes
WRNA(T ) in O(Nω−ϵ) (resp. O(N3−ϵ)) time, for any ϵ > 0.

Related Work Another important compression method utilized in compressed indexing is the Run-Length
Burrows–Wheeler Transform (RLBWT) [18]. Gagie et al. [37] demonstrated that it is possible to efficiently
support suffix array and suffix tree queries using O(r log n) space4, where r is the size of RLBWT. On the other
hand, Kempa and Kociumaka proved that for all strings, it always holds r = O(δ log δmax(1, log n

δ log δ )) [53]
(where δ ≤ r is the substring complexity [65], a measure closely related to Lempel-Ziv and grammar compression),
establishing the first link between RLBWT-based indexes, and LZ and grammar-based indexes. Moreover, the
above gap between r and δ is asymptotically tight in the worst-case for all values of r, δ, and n [53]. This created a
divide between indexes efficiently supporting easier queries like random access or pattern matching (which achieve
O(δ log n) space [65]), and indexes supporting the powerful queries like suffix array (for which the best achievable
space was O(r log n) [37], i.e., up to Θ(log2 n) times larger). This apparent hierarchy was recently proved to be
nonexistent: In [56], Kempa and Kociumaka described the first compressed index, called δ-SA, that supports the
suffix array functionality in O(δ log n) space. More precisely, δ-SA uses O(δ log n log σ

δ logn ) space. The significance
of this result is that O(δ log n log σ

δ logn ) is the asymptotically smallest space sufficient to represent any string with
parameters n, σ, and δ [65]. This is also the space used by the smallest text indexes supporting basic queries such
as random access [65]. Hence, [56] can be viewed as collapsing the hierarchy of compressed indexes to a point. As
an auxiliary result, [56] also describes the first structure supporting efficient LCE queries in O(δ log n log σ

δ logn ) space.
An important aspect of text indexes that also received significant attention is their efficient construction [83,

81, 53, 55, 87, 57, 52, 56]. Of particular interest here are the algorithms operating in compressed time, i.e., time
proportional to the input in compressed form. Significant progress on this problem has recently been made by [56],
which described the algorithm that, given any LZ77-like parsing of T consisting of f phrases, constructs δ-SA
in O(f polylog n) time. This is the first compressed-time algorithm for constructing a compressed index with
suffix array functionality. They also developed the first such construction algorithms for the optimal-space indexes
supporting LCE and random access queries.

Yet another aspect of (compressed) text indexes that has recently attracted a lot of attention is making them
dynamic. Several of the above-mentioned operations can be supported in this setting [43, 54, 79, 78].

4Nishimoto and Tabei [80] showed how to reduce the space of [37] for LF and Φ−1 queries to O(r). These queries, however, are not
sufficient to compute arbitrary suffix array values.
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2 Preliminaries

Let w ∈ Σn be a string (or text) of length n over alphabet Σ. Denote σ = |Σ|. We index strings starting from 1, i.e.,
w = w[1]w[2] · · ·w[n]. For 1 ≤ i ≤ j ≤ n, we denote substrings of w as w[i . . j] and by [i . . j) we mean [i . . j − 1].
We denote the length of string w as |w|. The concatenation of strings u and v is written as u ·v or uv, and the empty
string is denoted ε. For every u, v ∈ Σ∗, we denote Occ(u, v) = {i ∈ [1 . . |v|] : i+ |u| ≤ |v|+1 and v[i . . i+ |u|) = u}.

A context-free grammar (CFG) is a tuple G = (V,Σ, R, S), where V is a finite set of nonterminals (or variables),
Σ is a finite set of terminals, and R ⊆ V × (V ∪ Σ)∗ is a set of productions (or rules). We assume V ∩ Σ = ∅ and
S ∈ V . The nonterminal S is called the starting nonterminal. Nonterminals in V \ {S} are called secondary. If
(N, γ) ∈ R, then we write N → γ. For u, v ∈ (V ∪ Σ)∗, we write u ⇒ v if there exist u1, u2 ∈ (V ∪ Σ)∗ and a rule
N → γ such that u = u1Nu2 and v = u1γu2. We say that u derives v and write u ⇒∗ v, if there exists a sequence
u1, . . . , uk, k ≥ 1, such that u = u1, v = uk, and ui ⇒ ui+1 for 1 ≤ i < k. The language of grammar G is the set
L(G) := {w ∈ Σ∗ | S ⇒∗ w}.

A grammar G = (V,Σ, R, S) is called a straight-line grammar (SLG) if for any N ∈ V , there is exactly one
production with N on the left side, and there exists a linear order ≺ on V such that for every X,Y ∈ V , if
(X, γ) ∈ R and Y occurs in γ, then X ≺ Y . The unique γ such that N → γ is called the definition of N and
denoted rhsG(N). If G is clear from the context, we simply write rhs(N). In any SLG, for any u ∈ (V ∪Σ)∗, there
exists exactly one w ∈ Σ∗ such that u ⇒∗ w. We call such w the expansion of u and denote expG(u) (or simply
exp(u) when G is clear). Note that for any SLG G, L(G) = {expG(S)}.

We say that two SLGs G1 = (V1,Σ, R1, S1) and G2 = (V2,Σ, R2, S2) are isomorphic if there exists a bijection
f : V1 ∪ Σ → V2 ∪ Σ such that:

• f(S1) = S2,
• For every c ∈ Σ, f(c) = c,
• For every N1 ∈ V1, letting N2 = f(N1), u1 = rhsG1(N1), and u2 = rhsG2(N2), it holds that |u1| = |u2|, and

for every j ∈ [1 . . |u1|], u2[j] = f(u1[j]).

If G1 is isomorphic to G2, then |V1| = |V2|. Moreover, for every N1 ∈ V1, expG1
(N1) = expG2

(f(N1)). In particular,
L(G1) = {expG1

(S1)} = {expG2
(f(S1))} = {expG2

(S2)} = L(G2).
Let G = (V,Σ, R, S) be an SLG. We define the parse tree of A ∈ V ∪ Σ as a rooted ordered tree TG(A) (we

omit G, whenever it is clear from the context), where each node v is associated with a symbol s(v) ∈ V ∪ Σ. The
root of T (A) is a node ρ such that s(ρ) = A. If A ∈ Σ then ρ has no children. If A ∈ V and rhs(A) = B1 · · ·Bk,
then ρ has k children and the subtree rooted at the ith child is (a copy of) T (Bi). The parse tree T (G) of G is
defined as the parse tree T (S) of the starting nonterminal S.

The idea of grammar compression is, given a string w, to compute a small SLG G such that L(G) = {w}.
The size of the SLG G is defined as |G| :=

∑
N∈V |rhs(N)|. Clearly, it is easy to encode any G in O(|G|) space:

pick an ordering of nonterminals and write down the definitions of all variables with nonterminals replaced by
their number in the order.

The size of the smallest SLG generating w is denoted g∗(w). The decision problem SmallestGrammar of
determining whether for a given string w it holds g∗(w) ≤ t is NP-hard [20]. The optimization version of the
problem is APX-hard [20], but O(log(n/g∗))-approximations are known [91, 20, 51].

Definition 2.1. An SLG G = (V,Σ, R, S) is admissible if for every X ∈ V , it holds |rhsG(X)| = 2 and X occurs
in the parse tree T (S).

2.1 Hardness Assumptions

Conjecture 2.1. (k-Clique) For all constant k ≥ 3 and ϵ > 0, there is no algorithm checking if an undirected
graph G = (V,E) has a k-clique that runs in O(|V |(kω/3)(1−ϵ)) time.

Conjecture 2.2. (Combinatorial k-Clique) For all constant k ≥ 3 and ϵ > 0, there is no combinatorial
algorithm checking if an undirected graph G = (V,E) has a k-clique that runs in O(|V |k(1−ϵ)) time.
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3 Grammar Compression Algorithms

3.1 Global Algorithms

Definition 3.1. Let G = (V,Σ, R, S) be an SLG. A string s ∈ (Σ ∪ V )+ is called maximal (with respect to G) if
it satisfies the following conditions:

1. |s| ≥ 2,
2. The string s has at least two non-overlapping occurrences on the right-hand side of G (i.e., in the definitions

of nonterminals of G),
3. There is no string s′ ∈ (Σ∪V )+ such that |s′| > |s| and s′ has at least as many non-overlapping occurrences on

the right-hand side of G as s (where the number of non-overlapping occurrences of a string x on the right-hand
side of G is defined with a greedy search, i.e., we scan the definition of each nonterminal left-to-right, and
once an occurrence of x is found at position i, we restart the search at position i+ |x|).

Charikar et al. [20] defines the class of “global algorithms” as all grammar compression algorithms operating
according to the following principle. Begin with a grammar having a single starting nonterminal S whose definition
is w. Each iteration of the algorithm: (1) chooses a maximal string s (Definition 3.1), (2) creates a new nonterminal
N and sets s as its definition, and (3) scans (left to right) the definition of every nonterminal except N , replacing
every encountered occurrence of s with N . Note that all the affected occurrences of s are non-overlapping. Global
algorithms differ only in the choice of the maximal string s at each step.

Charikar et al. [20] list the following global algorithms:

RePair [68]: In each round, the algorithm selects the maximal string s with the highest number of non-overlapping
occurrences on the right-hand side of the current grammar. We remark that the original formulation of
RePair [68] additionally requires |s| = 2.

Greedy [4, 5, 6]: In each round, the algorithm selects the maximal string that results in the largest reduction in
the grammar size.

LongestMatch [67]: In each round, the algorithm selects the longest maximal string.

3.2 Nonglobal Algorithms

Sequential [99]: Process the input left-to-right. In each step, first compute the longest prefix of the remaining
suffix of the input that is equal to exp(N) for some secondary nonterminal N existing in the grammar, and
append N to the definition of the start rule. If there is no such prefix, append the next symbol from the input.
If now there exists a pair of symbols AB on the right-hand side of the grammar with two non-overlapping
occurrences (in [99], it is proved that there cannot be more such occurrences), create a new nonterminal M
with rhs(M) = AB, and replace both the occurrences with M . Finally, if after this update there exists a
nonterminal that is only used once on the right-hand side of the grammar, remove it from the grammar,
replacing its occurrence with its definition.

Sequitur [76]: Process input string left-to-right. In each step, we first append the next symbol from the input
into the definition of the start rule. We then apply the following reductions to the grammar as long as
possible, each time choosing the reduction earliest in the list:

1. If the length-2 suffix AB of the definition of the starting nonterminal S is equal to the definition of
some other nonterminal N , replace this length-2 suffix with N .

2. If the length-2 suffix AB of the definition of the starting nonterminal has another non-overlapping
occurrence on the right-hand side of the grammar (in [76], it is proved that there cannot be more than
one such occurrence), create a new nonterminal M with rhs(M) = AB, and replace both occurrences
with M .

3. If there exists a nonterminal that is only used once on the right-hand side of the grammar, remove it
from the grammar, replacing its occurrence with its definition.

Bisection [63, 75]: Let w ∈ Σn be the input string with n ≥ 2. The first step of the algorithm computes a set S
of substrings of w as follows. First, we insert the string w itself into the set. If n > 1, we then compute the
largest k ≥ 0 such that 2k < n and recursively process w[1 . . 2k] and w(2k . . n]. After S is computed, we
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create a nonterminal for every s ∈ S satisfying |s| ≥ 2. Each such nonterminal can be defined by a rule with
exactly two symbols on the right.

LZ78 [101]: Let w ∈ Σn be the input string. The LZ78 algorithm computes the factorization w = f1f2 . . . fz78
(the elements of which are called phrases) such that for every i ∈ [1 . . z78], it holds either that fi ∈ Σ (if
w[|f1f2 . . . fi−1|+ 1] is the leftmost occurrence of that symbol in w), or fi is the longest prefix of fi . . . fz78
such that there exists i′ ∈ [1 . . i) satisfying fi′c = fi for some c ∈ Σ. This parsing can be easily encoded as
an SLG of size 3z78.

LZD [45]: Let w ∈ Σn be the input string. The LZD algorithm factorizes w into f1f2 · · · fm such that f0 = ε,
and for 1 ≤ i ≤ m, fi = fi1fi2 where fi1 is the longest prefix of w[k . . n] with fi1 ∈ {fj : 1 ≤ j < i} ∪ Σ, fi2
is the longest prefix of w[k + |fi1 | . . n] with fi2 ∈ {fj : 0 ≤ j < i} ∪ Σ, and k = |f1 · · · fi−1|+ 1. Intuitively,
at step i, 1 ≤ i ≤ m, LZD computes fi1 as the longest prefix of the unprocessed string among f1, ..., fi−1

or Σ. It then analogously computes fi2 for remaining suffix of w (or sets fi2 = ε if the remaining suffix is
empty). The ith phrase is then defined as fi = fi1fi2 . Note, that we can represent this factorization as an
SLG by creating a nonterminal Ni for each factor fi, and then creating the starting nonterminal S with
N1 · · ·Nm as the definition. The size of this SLG is 3m.

4 Technical Overview
Due to space constraints, here we present only the overview of the basic grammar boosting (for data structures).

4.1 The Framework of Verbin and Yu

The study of data structure lower bounds on grammar-compressed strings was pioneered by Verbin and Yu [97].
Below, we provide a summary of their techniques.

Definition 4.1. [Verbin and Yu [97]] Let P ⊆ [1 . .m]2 be a set of |P| = m points on an m×m grid. By A(P),
we denote a binary string of length m2 defined such that for every x, y ∈ [1 . .m],

A(P)[x+ (y − 1)m] = |{(x′, y′) ∈ P : x′ ≤ x and y′ ≤ y}| mod 2.

Verbin and Yu called A(P) the answer string as it encodes the answers for all possible parity range counting
queries on the set P. Any such query, given (x, y) ∈ [1 . .m]2, returns the parity of the number of points from
P in the range [1 . . x]× [1 . . y] (note that rows are enumerated from bottom to top). Verbin and Yu proved the
following result.

Lemma 4.1. (Verbin and Yu [97]) Assume that m is a power of two. Let P ⊆ [1 . .m]2 be a set of |P| = m
points on an m×m grid. There exists an admissible SLG G = (V,Σ, R, S) (Definition 2.1) of height O(logm)
such that L(G) = {A(P)} and |G| = O(m logm).

Theorem 4.1. (Pătraşcu [84]) In the cell-probe model, there is no data structure that, for every set P of
|P| = m points on an m ×m grid, achieves O(m logc m) space (where c = O(1)) and implements parity range
counting queries on P in o(logm/ log logm) time.

Theorem 4.2. (Verbin and Yu [97]) In the cell-probe model, there is no data structure that, for every string
T of length N and every SLG G of T such that L(G) = {T}, achieves O(|G| logc N) space (where c = O(1)) and
implements random access queries to T in o(logN/ log logN) time.

The key idea in the proof of the above fact is as follows. Suppose that there exists a data structure D that,
given any SLG G for a string T ∈ ΣN , uses O(|G| logc N) space (where c = O(1)) and answers random access
queries on T in o(logN/ log logN) time. Let P ⊆ [1 . .m]2 be any set of |P| = m points on an m × m grid.
Assume for simplicity that m is a power of two (otherwise, letting m′ be the smallest power of two satisfying
m′ ≥ m, we apply the proof for P ′ = P ∪ {(p, p)}p∈(m. .m′]; note that the answer to any range counting query
on P is equal to the answer on P ′). By Lemma 4.1, there exists an admissible SLG GP = (VP , {0, 1}, RP , SP)
such that L(GP) = {A(P)} is an answer string for P (Definition 4.1), and it holds |GP | = O(m logm). Recall
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that |A(P)| = m2. Let D′ denote the structure D for GP . By |GP | = O(m logm) and the assumption, D uses
O(|GP | logc |A(P)|) = O(m logm logc(m2)) = O(m log1+c m) space, and implements random access to A(P) in
o(log(m2)/ log log(m2)) = o(logm/ log logm) time. Given D′ and any (x, y) ∈ [1 . .m]2, we can thus answer in
o(logm/ log logm) the parity range query on P with arguments (x, y) by issuing a random access query on A(P)
with position j = x+ (y − 1)m. Thus, the existence of D′ contradicts Theorem 4.1.

4.2 Grammar Boosting

The Main Idea We now describe our new technique. Consider any T ∈ ΣN and assume that there exists a
grammar G = (V,Σ, R, S) such that L(G) = {T} and |G| = n. Assume that G is admissible (Definition 2.1).
Most grammars that we start with will satisfy this property, but any grammar can be transformed into an
admissible grammar generating the same string without asymptotically increasing its size. Consider any ordering
N1, . . . , N|V | of nonterminals in V such that |expG(N1)| ≤ · · · ≤ |expG(N|V |)|. Let Σ′ = Σ ∪ {$i : i ∈ [1 . . |V |]}
and G′ = (V,Σ′, R′, S) be a grammar with the same set of nonterminals and the starting nonterminal as G, but
with a unique sentinel symbol in every definition, i.e., such that for every i ∈ [1 . . |V |], it holds rhsG′(Ni) = A$iB,
where A,B ∈ V ∪ Σ are such that rhsG(Ni) = AB. Let T ′ =

⊙
j=1,...,|V | expG′(Nj) · #2j−1 · expG′(Nj) · #2j .

Observation: |T ′| = O(|T |2) and T is an easily identifiable subsequence of T ′. Note that for every X ∈ V , we
have |expG′(X)| = 2|expG(X)| − 1 and, letting m = |expG(X)|, it holds expG′(X)[2j − 1] = expG(X)[j] for
every j ∈ [1 . .m]. By definition of T ′, we therefore have |T ′| = 4

∑
X∈V |expG(X)|. Consequently, since for

every X ∈ V it holds |expG(X)| ≤ |T |, and |V | ≤ |T |, we obtain |T ′| ≤ 4|T |2. For the second claim, note
that since there exists j ∈ [1 . . |V |] such that S = Nj , it follows by the above that for some δ ≥ 0, we have
T [j] = T ′[δ + 2j − 1], where j ∈ [1 . . |T |].

By the above observation, T ′ is plain enough that we can use it to access symbols of T without incurring any
penalty in the runtime. We now outline how to prove that T ′ is simultaneously structured strongly enough, so
that the algorithms studied in the paper compress it to size O(n).

Analysis of Nonglobal Algorithms As an illustration, we consider the processing of T ′ using Sequential
(see Section 3.2). Denote Σ′′ = Σ′ ∪ {#j : j ∈ [1 . . 2|V |]}. For every k ∈ [0 . . |V |], let Gk = (Vk,Σ

′′, Rk, Sk)
be such that Vk = {N1, . . . , Nk, Sk}, for every i ∈ [1 . . k], rhsGk

(Ni) = rhsG′(Ni), and rhsGk
(Sk) =⊙

i=1,...,k Ni ·#2i−1 ·Ni ·#2i. We claim that after 8k steps of Sequential, the algorithm has processed the prefix⊙
j=1,...,k expG′(Nj) · #2j−1 · expG′(Nj) · #2j of T ′, and the resulting grammar is isomorphic to Gk. We proceed

by induction on k. The inductive base is easily verified. To show the inductive step, let A,B ∈ V ∪Σ be such that
rhsG′(Nk) = A · $k ·B and assume that Sequential processed

⊙
j=1,...,k−1 expG′(Nj) · #2j−1 · expG′(Nj) · #2j .

Thus, expG′(A) · $k · expG′(B) · #2k−1 · expG′(A) · $k · expG′(B) · #2k is the prefix of the remaining suffix. Note
that during the next five steps, we process expG′(A) · $k · expG′(B) · #2k−1 · expG′(A), and simply append five
symbols A′$kB

′#2k−1A
′ (where A′ and B′, respectively, correspond to expG′(A) and expG′(B)) to the definition

of the starting nonterminal. Next, we create a new nonterminal X capturing the repetition of A′$k. In the seventh
step, we again create a new nonterminal X ′ corresponding to the repetition of XB′, and then remove X (it now
occurs only once). Finally, we append #2k. The result is isomorphic to Gk. The high-level analysis of Sequitur is
similar, except each step involves many smaller substeps (in which intermediate grammars are partially completed
versions of Gk).

Analysis of Global Algorithms We now outline the proof that all global algorithms on T ′ output the same
grammar as nonglobal algorithms. The key difficulty in the analysis, compared to nonglobal algorithms, is that
replacements leading up to the grammar isomorphic with G|V | do not occur in order. We thus need to generalize
the class of intermediate grammars. We show that it suffices to consider 2|V | grammars. We define them as follows.

• Let {Mi : i ∈ [1 . . |V |]} be a set of fresh variables, i.e., such that {Mi}i∈[1. .|V |] ∩ {Ni}i∈[1. .|V |] = ∅. For every
X ∈ V ∪Σ and I ⊆ {1, . . . , |V |}, by bexpI(X) we denote a string obtained by starting with X and repeatedly
expanding the nonterminals (according to their definition in G′) until only symbols in Σ′ ∪ {Ni}i∈I are left.
Each occurrence of the remaining nonterminal from {Ni}i∈I is then replaced with the matching symbol from
{Mi}i∈I .

• For every I ⊆ {1, . . . , |V |}, we let GI = (VI ,Σ
′′, RI , S), where VI = {S} ∪ {Mi}i∈I . For any i ∈ I, we let

rhsGI (Mi) = bexpI(X) · $i · bexpI(Y ), where X,Y ∈ V ∪ Σ are such that rhsG(Ni) = XY . We also set
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rhsGI (S) =
⊙

i=1,...,|V | bexpI(Ni) · #2i−1 · bexpI(Ni) · #2i. We denote G = {GI : I ⊆ {1, . . . , |V |}}. Note
that |G| = 2|V | and L(GI) = {T ′} holds for every I ⊆ {1, . . . , |V |}. Observe also that the initial grammar
that every global algorithm starts with when processing T ′ (see Section 3.1), is isomorphic with G∅.

Observation 1: If s is maximal with respect to GI , then s = bexpI(Ni) for some i ∈ {1, . . . , |V |} \ I. Each symbol
in {#i}i∈[1. .2|V |] occurs once on the right-hand side of GI . On the other hand, every second symbol in
the remaining substrings of GI belongs to {$i}i∈[1. .|V |]. Thus, by |s| ≥ 2, one of them occurs in s. It is
easy to check that every symbol in {$i}i∈I occurs once on the right-hand side of GI . Thus, s contains $i
for some i ∈ {1, . . . , |V |} \ I. An inductive argument shows that every occurrence of $i for such i can be
extended into an occurrence of bexpI(Ni). String bexpI(Ni) must therefore be a substring of s. Choosing
as i the maximal t ∈ {1, . . . , |V |} \ I such that $t occurs in s, we thus have s = bexpI(Ni), since every
occurrence of bexpI(Ni) on the right-hand side of GI is surrounded by either $i′ with i′ > i, or a symbol
from {#i}i∈[1. .2|V |].

Observation 2: The output of one step of every global algorithm on GI with bexpI(Ni) as a maximal string is
isomorphic to GI∪{i}. Denote I ′ = I ∪ {i} and s = bexpI(Ni). First, we observe that by an inductive
argument it follows that replacing every occurrence of Mi on the right-hand side of GI′ with s, and removing
nonterminal Mi, results in GI . On the other hand, no two occurrences of s on the right-hand side of GI are
overlapping. These two together imply the claim, since the output of a single step of a global algorithm is
then not determined by the order of replacements.

Observation 3: There exists a maximal string with respect to GI if and only if I ̸= {1, . . . , |V |}. The first
implication follows from above. For the second implication, observe that if I ̸= {1, . . . , |V |}, then, letting
i ∈ {1, . . . , |V |} \ I and s = bexpI(Ni), we have |s| ≥ 2, and s has at least two non-overlapping occurrences
on the right-hand side of GI (in the definition of S). Thus, either s is maximal, or it can be extended into a
maximal string (Definition 3.1).

By the above, the intermediate grammars computed by every global algorithm on T ′ are isomorphic to a
chain G∅, GI1

, . . . , GI|V | such that I1 ⊊ I2 ⊊ · · · ⊊ I|V |. Thus, I|V | = {1, . . . , |V |}, and hence the final grammar
is isomorphic to G{1,...,|V |}, which has size O(|V |) = O(n).

Putting Everything Together Theorem 1.1 follows from the above analysis as follows. Suppose that for some
Alg as in Theorem 1.1, there exists a structure D that for any T ∈ ΣN uses O(|Alg(T )| logc N) space (where
c = O(1)) and answers random access queries on T in o(logN/ log logN) time. Let P ⊆ [1 . .m]2 be any set of
|P| = m points on an m×m grid. By Lemma 4.1, there exists an admissible grammar GP = (VP , {0, 1}, RP , SP)
such that L(GP) = {A(P)} is the answer string for P (Definition 4.1), and it holds |GP | = O(m logm). Let us
now consider the string T ′ (defined as in the beginning of Section 4.2) for T = A(P) and G = GP . As noted
in the initial observation of Section 4.2, it holds |T ′| = O(|T |2) = O(m4), and there exists δ ≥ 0, such that
T [j] = T ′[δ + 2j − 1], for every j ∈ [1 . . |T |]. Let GT ′ = Alg(T ′) be the output of Alg on T ′. By the above
discussion, we have |GT ′ | = O(|GP |) = O(m logm). Let D′ denote a data structure consisting of the following two
components:

1. The structure D for string T ′. By |GT ′ | = O(m logm) and the above assumption, the structure D uses
O(|Alg(T ′)| logc |T ′|) = O(m logm logc(m4)) = O(m log1+c m) space, and implements random access to T ′

in o(log |T ′|/ log log |T ′|)= o(log(m4)/ log log(m4)) = o(logm/ log logm) time,
2. The position δ ≥ 0, as defined above.

Observe that given the structure D′ and any (x, y) ∈ [1 . .m]2, we can answer in o(logm/ log logm) the parity
range query on P with arguments (x, y) by a random access query to T ′ with position j = δ + 2j′ − 1, where
j′ = x+ (y − 1)m. Thus, the existence of D′ contradicts Theorem 4.1.
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