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Abstract—The last two decades have witnessed a dramatic
increase in the amount of highly repetitive datasets consisting of
sequential data (strings, texts). Processing these massive amounts
of data using conventional data structures is infeasible. This
fueled the development of compressed text indexes, which efficiently
answer various queries on a given text, typically in polylogarithmic
time, while occupying space proportional to the compressed
representation of the text. There exist numerous structures
supporting queries ranging from simple “local” queries, such as
random access, through more complex ones, including longest
common extension (LCE) queries, to the most powerful queries,
such as the suffix array (SA) functionality. Alongside the rich
repertoire of queries followed a detailed study of the trade-off
between the size and functionality of compressed indexes (see:
Navarro; ACM Comput. Surv. 2021). It is widely accepted that this
hierarchy of structures tells a simple story: the more powerful the
queries, the more space is needed. On the one hand, random access,
the most basic query, can be supported using O(δ log n log σ

δ log n
)

space (where n is the length of the text, σ is the alphabet size,
and δ is the text’s substring complexity), which is known to be
the asymptotically smallest space sufficient to represent any string
with parameters n, σ, and δ (Kociumaka, Navarro, and Prezza;
IEEE Trans. Inf. Theory 2023). The other end of the hierarchy
is occupied by indexes supporting the suffix array queries. The
currently smallest one takes O(r log n

r
) space, where r ≥ δ is

the number of runs in the Burrows–Wheeler Transform of the
text (Gagie, Navarro, and Prezza; J. ACM 2020).

We present a new compressed index, referred to as δ-
SA, that supports the powerful SA functionality and needs
only O(δ log n log σ

δ log n
) space. This collapses the hierarchy of

compressed data structures into a single point: The space required
to represent the text is simultaneously sufficient to efficiently
support the full SA functionality. Since suffix array queries
are the most widely utilized queries in string processing and
data compression, our result immediately improves the space
complexity of dozens of algorithms, which can now be executed in
δ-optimal compressed space. The δ-SA supports both suffix array
and inverse suffix array queries in O(log4+ε n) time (where
ε > 0 is any predefined constant).

Our second main result is an O(δ polylogn)-time construc-
tion of the δ-SA from the Lempel–Ziv (LZ77) parsing of the text.
This is the first algorithm that builds an SA index in compressed
time, i.e., time nearly linear in the compressed input size. For
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highly repetitive texts, this is up to exponentially faster than the
previously best algorithm, which builds an O(r log n

r
)-size index

in O(
√
δn polylogn) time.

To obtain our results, we develop numerous new techniques
of independent interest. This includes deterministic restricted
recompression, δ-compressed string synchronizing sets, and their
construction in compressed time. We also improve many other
auxiliary data structures; e.g., we show the first O(δ log n log σ

δ log n
)-

size index for LCE queries along with its efficient construction
from the LZ77 parsing.

Index Terms—data compression, text indexing, compressed
indexing, suffix array

I. INTRODUCTION

The last few decades witnessed explosive growth in the

amount of data humanity generates and needs to process.

Many rapidly expanding datasets consist of sequential (textual)

data, such as source code in version control systems [1],

results of web crawls [2], versioned document collections

(such as Wikipedia) [3], and, perhaps most notably, biological

sequences [4], [5]. The sizes of these datasets already reach

petabytes [6] and are predicted to still get orders of magnitudes

larger [7]. One of the key characteristics of this data, and

what turns searching such datasets into the ultimate needle-

in-a-haystack scenario, is that none of it can be discarded: in

computational biology, the presence or lack of disease can

depend on a single mutation [4], [7], whereas in source code

repositories, a bug could be a result of a single typo.

What comes to the rescue is that these datasets are extremely

redundant, e.g., genomic databases are known to be up

to 99.9% repetitive [4]. Researchers have therefore turned

their attention to techniques from lossless data compression.

Compressing alone is not enough, however, as this renders the

text unreadable. The solution lies in incorporating techniques

from data compression directly into the design of compressed
algorithms and compressed data structures:

• To date, compressed algorithms have been developed for

numerous problems, ranging from exact [8]–[12] and

approximate string matching [11], [13], [14], via comput-

ing edit distance [11], [15]–[17], to fundamental linear
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algebra operations (such as inner product, matrix-vector

multiplication, and matrix multiplication) ubiquitous in

machine learning [18]–[20].

• Same can be said about data structures. One can keep

the data in compressed form and, at the price of a

moderate (typically polylogarithmic) increase in space

complexity, efficiently support various queries on the

original (uncompressed) text. The currently supported

queries range from the fundamental local queries like

random access [21]–[23], through less local rank and

select [23]–[25] or longest common extension (LCE)

queries [26]–[28], to the most powerful and complex

queries like pattern matching [29]–[35] and full suffix

array functionality [36]. The suffix array queries that,

given a rank i ∈ [1 . . n], ask for the starting position of

the ith lexicographically smallest suffix of the length-n
text, are known to be particularly powerful, as they form

the backbone of dozens of string processing and data

compression algorithms [37], [38].

As the field matured, numerous ways to classify and compare

different compressed structures emerged [39]–[41], resulting

in hierarchies of structures ordered according to their size

and functionality. As expected, structures supporting the most

basic queries (such as random access) occupy the low-space

regime [41], while the most powerful indexes supporting suffix

array functionality, such as [36], require the most space. The

natural question was thus raised: How much space is required

to efficiently support each functionality? Kociumaka, Navarro,

and Prezza [41] recently proved that, letting δ be the substring
complexity of the text, n be its length, and σ be the size of the

alphabet, a text can be represented in O(δ log n log σ
δ logn ) space,

and this bound is asymptotically tight as a function of δ, n,

and σ. Simultaneously, they showed that it is possible to support

random access and pattern-matching queries in the same space

(see also [35] for improvements of pattern matching query

time). Given this situation, we thus ask:

What is the space required to efficiently support the most
powerful queries, such as the suffix array functionality?

a) Our Results: In this paper, we establish the following

two main results:

1) We develop the first data structure, referred to as δ-SA,

that uses only O(δ log n log σ
δ logn ) space and supports efficient

suffix array queries (more precisely, it answers SA and in-

verse SA queries in O(log4+ε n) time, where ε > 0 is any

given constant). This collapses the existing rich hierarchy

of compressed data structures (see [3], [36], [39]–[41])

into a single point: In view of our result, O(δ log n log σ
δ logn )

is the fundamental space complexity for compressed text

indexing since, on the one hand, such space is required
to represent the string [41] (and this bound holds for all

combinations of n, σ, and δ) and, on the other hand, it

is already sufficient to support the powerful SA queries.

Since the suffix array queries constitute the fundamental

building block of string processing algorithms [37], [38],

our result immediately implies that dozens of algorithms

can be executed in this δ-optimal space.

2) We present an algorithm that constructs the δ-SA in

O(δ polylog n) time from the Lempel–Ziv (LZ77) parsing

of text [42]. This is the first construction of an SA index

running in compressed time, i.e., in time nearly-linear in

the compressed input size. The relevance of this result lies

in the fact that LZ77 can be very efficiently approximated

(using, e.g., [43]) and then converted (in compressed time)

into the canonical greedy form (see Proposition II.3). At

the same time, LZ77 is already strong enough to compress

any string into the δ-optimal size O(δ log n log σ
δ logn ) [41].

This makes LZ77 the perfect input in any pipeline of algo-

rithms running in compressed time. The only similar prior

construction is the O(δ polylog n)-time construction of

run-length-encoded Burrows–Wheeler Transform (BWT)

from the LZ77 parsing [3]. The similarity lies in the fact

that RLBWT is one of the components of the r-index

of Gagie, Navarro, and Prezza [36], some versions of

which are also capable of answering SA queries. Our

construction, however, is much stronger than that of [3]:

• Our algorithm builds a fully functional SA index

(the δ-SA), whereas the construction from [3] builds

only the run-length-encoded BWT [44], which is just

a single component of the index of [36]. To date,

the fastest algorithm building the complete index

of [36] based on the run-length-encoded BWT required

O(
√
rn polylog n) = O(

√
δn polylog n) time [45].

• The δ-SA uses the δ-optimal space, while the index

of [36] uses more space, i.e., O(r log n
r ), where r ≥ δ

is the number of runs in the BWT [44].

• Our algorithm is deterministic, whereas [3] only pro-

vides a Las-Vegas randomized procedure.

On the way to our main results, we also achieve several

auxiliary goals of independent interest. In particular, we

describe the first data structure efficiently answering longest

common extension (LCE) queries using the δ-optimal space of

O(δ log n log σ
δ logn ). Moreover, we show how to deterministically

construct it from the LZ77 parsing in O(δ polylog n) time

(Theorem III.3). We also obtain the first analogous construction

of a data structure that supports random-access queries in

O(δ log n log σ
δ logn ) space (Theorem III.2); the previous such

indexes [35], [41] only had Ω(n)-time randomized construction

algorithms.

One of the biggest technical hurdles to obtaining the above

results is to simultaneously achieve

(a) δ-optimal space,

(b) polylogarithmic worst-case query time, and

(c) construction in compressed time (preferably deterministic)

for every component of the structure. Satisfying any two out of

three would already constitute an improvement compared to the

state-of-the-art SA indexes and their construction algorithms [3],

[36]. We nevertheless show that simultaneously satisfying all

three is possible.
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Our main new techniques to achieve this are:

(1) deterministic restricted recompression, and

(2) δ-compressed string synchronizing sets.

Restricted recompression is a technique proposed in [46]

that, as shown in [41], allows constructing an RLSLP (i.e., a

run-length grammar) representing the text in δ-optimal space

O(δ log n log σ
δ logn ). The analysis in [41], however, is probabilistic,

and hence yields only a Las-Vegas randomized algorithm that

takes O(n) expected time. In this paper, we improve it not

only by proposing an explicit construction, resulting in the

first O(n)-time deterministic algorithm, but we also show

how to achieve O(δ polylog n)-time construction from the

LZ77 parsing. The second main new technical contribution

is developing δ-compressed string synchronizing sets. String

synchronizing sets [47] are a powerful symmetry-breaking

mechanism with numerous applications, including algorithms

for longest common substrings computation [48], indexing

packed strings [47], [49], [50], dynamic suffix array [51], con-

verting between compressed representations [3], and quantum

string algorithms [52], [53]. For a given parameter τ ∈ [1 . . n],
this technique selects O(n/τ) synchronizing positions so that

positions with matching contexts are treated consistently and

(except for highly periodic regions of the text) there is at

least one synchronizing position among any τ consecutive

positions. In [3], LZ77-compressed synchronizing sets (i.e.,

synchronizing sets represented by synchronizing positions

located close to LZ77 phrase boundaries [42]) were used to

obtain an O(δ polylog n)-time algorithm for converting the

LZ77 parsing into the run-length compressed BWT [44]. That

technique, however, cannot be utilized here due to three major

obstacles: First, [3] uses Ω(z log n) space (where z ≥ δ is

the size of the LZ77 parsing), and hence does not meet the

δ-optimal space bound requirement. Second, the algorithm

in [3] is able to infer some suffix ordering only for a batch

of suffixes. In other words, it is an offline solution to the

problem stated in this paper. Obtaining an online solution

(i.e., a data structure) requires a different approach. Finally,

the synchronizing set construction used in [3] is Las-Vegas

randomized and hence does not satisfy our goal of achieving

deterministic construction. To overcome the first obstacle,

rather than storing the synchronizing positions around the

LZ77 phrase boundaries, we store them in what we call a

cover: the set of positions in the text covered by the leftmost

occurrences of substrings of some fixed length. This lets

us bound the number of stored synchronizing positions in

terms of the substring complexity δ. The bulk of our paper is

devoted to overcoming the second obstacle. We show how to

combine weighted range counting and selection queries [54]

with the “range refinement” technique inspired by dynamic

suffix arrays [51], which gradually shrinks the range of SA
to contain only suffixes prefixed with a desired length-2k

string, to obtain the SA functionality. This requires substantial

modifications compared to [51] since dynamic suffix arrays

are not compressed (they use Θ(n polylog n) space). Finally,

to address the third challenge, we utilize a novel construction

of synchronizing sets using restricted recompression, binding

our last problem to the first technique. This is similar to [51],

except that here we avoid the O(log∗ n) space increase since

our structure is static. Instead, we carefully design a potential

function that guides the recompression algorithm so that the

outcome is deterministically as good as it would have been in

expectation if we used randomization. We give a more detailed

overview of our techniques in Section III. Our final result

is summarized as follows.1 Recall that SA[i] is the starting

positions of the ith lexicographically smallest suffix of T ,

whereas SA−1[i] is the lexicographic rank of T [i . . n] among

the suffixes of T ; see Section II for formal definitions.

Theorem I.1 (δ-SA). Given the LZ77 parsing of T ∈ [0 . . σ)n

and any constant ε ∈ (0, 1), we can in O(δ log7 n) time
construct a data structure of size O(δ log n log σ

δ logn ) (where δ is the
substring complexity of T ) that, given any position i ∈ [1 . . n],
returns the values SA[i] and SA−1[i] in O(log4+ε n) time. The
construction algorithm is deterministic, and the running times
are worst-case.

b) Related Work: In this paper, we focus on algorithms

and data structures working for highly repetitive strings T ,

which can be defined as those for which either of the values:

z(T ) (the size of the LZ77 parsing [42]), γ∗(T ) (the size of the

smallest string attractor [39]), g∗(T ) (the size of the smallest

context-free grammar [55]–[57]), r(T ) (the number of runs

in the BWT [44]), or δ(T ) (the substring complexity [41])

are significantly smaller than n (the list of such measures

goes on [58]–[60]; see [40] for a survey). We can use either

of them, since a series of papers [3], [39], [41], [56], [57],

[61], [62] demonstrates that the ratio between any two of

these values is O(polylogn) for every text T of length n.

The redundancy captured by these measures is present in

modern massive datasets. A lot of the earlier work on small-

space data structures, however, focused on reducing the sizes

of structures relative to the size of text, i.e., O(n log σ) bits

(assuming T ∈ [0 . . σ)n) or, a step further, on achieving some

variant of the kth order entropy bound O(nHk(T ))+o(n log σ),
i.e., removing the “statistical” redundancy caused by skewed

frequencies of individual symbols or short substrings of length

k = o(logσ n). Some of the most popular structures in this

setting include those answering rank and select queries, such

as wavelet trees [63], or those with pattern matching and suffix

array or suffix tree functionality, such as the FM-index [64], the

compressed suffix array (CSA) [65], or the compressed suffix

tree (CST) [66]. Many of these structures have subsequently

been implemented and are now available via libraries, such

as sdsl [67]. The construction of these indexes has also

received a lot of attention, and nowadays, most of them

can be constructed very efficiently [68]–[71]. Recently, new

O(n log σ)-bit indexes with CSA and CST capabilities have

been proposed that also admit o(n)-time construction [50] if

log σ = o(
√
log n). We refer to [72]–[75] for further details.

1We did not aim to optimize the polylogn factor in the construction
algorithm. In particular, we utilized existing procedures whose running time
has not been optimized either.
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II. PRELIMINARIES

a) Basic definitions: A string is a finite sequence of

characters from a given alphabet Σ. The length of a string

S ∈ Σ∗ is denoted |S|. For i ∈ [1 . . |S|],2 the ith char-

acter of S is denoted S[i]. A substring of S is a string

of the form S[i . . j) = S[i]S[i+ 1] · · ·S[j − 1] for some

1 ≤ i ≤ j ≤ |S| + 1. Substrings the form S[1 . . j) and

S[i . . |S|] are called prefixes and suffixes, respectively. We

use S to denote the reverse of S, i.e., S[|S|] · · ·S[2]S[1]. We

denote the concatenation of two strings U and V , that is,

U [1] · · ·U [|U |]V [1] · · ·V [|V |], by UV or U · V . Furthermore,

Sk =
⊙k

i=1 S is the concatenation of k ∈ Z≥0 copies of S;

note that S0 = ε is the empty string. A nonempty string S ∈ Σ+

is said to be primitive if it cannot be written as S = Uk,

where k ≥ 2. An integer p ∈ [1 . . |S|] is a period of S if

S[i] = S[i+p] holds for every i ∈ [1 . . |S|−p]. We denote the

shortest period of S as per(S). For every S ∈ Σ+, we define

the infinite power S∞ so that S∞[i] = S[1+ (i− 1) mod |S|]
for i ∈ Z. In particular, S = S∞[1 . . |S|]. The rotation opera-

tion rot(·), given a string S ∈ Σ+, moves the last character

of S to the front so that rot(S) = S[|S|] · S[1 . . |S| − 1].
The inverse operation rot−1(·) moves the first character of

S to the back so that rot−1(S) = S[2 . . |S|] · S[1]. For an

integer s ∈ Z, the operation rots(·) denotes the |s|-time

composition of rot(·) (if s ≥ 0) or rot−1(·) (if s ≤ 0).

Strings S, S′ are cyclically equivalent if S′ = rots(S) for

some s ∈ Z. By lcp(U, V ) (resp. lcs(U, V )) we denote the

length of the longest common prefix (resp. suffix) of U and V .

For any string S ∈ Σ∗ and any j1, j2 ∈ [1 . . |S|], we denote

LCES(j1, j2) = lcp(S[j1 . . |S|], S[j2 . . |S|]).
We use � to denote the order on Σ, extended to the lexico-

graphic order on Σ∗ so that U, V ∈ Σ∗ satisfy U � V if and

only if either (a) U is a prefix of V , or (b) U [1 . . i) = V [1 . . i)
and U [i] ≺ V [i] holds for some i ∈ [1 . .min(|U |, |V |)].
Definition II.1. For any strings T ∈ Σn, P ∈ Σ∗, and integer

� ≥ 0, we define

Occ�(P, T ) = {j′ ∈ [1 . . n] :

lcp(P, T [j′ . . n]) ≥ min(|P |, �)},
RangeBeg�(P, T ) = |{j′ ∈ [1 . . n] : T [j′ . . n] ≺ P and

j′ /∈ Occ�(P, T )}|,
RangeEnd�(P, T ) = RangeBeg�(P, T ) + |Occ�(P, T )|.

When � = |P |, we simply write Occ(P, T ), RangeBeg(P, T ),
and RangeEnd(P, T ), omitting the subscript. By Occ�(j, T ),
RangeBeg�(j, T ), and RangeEnd�(j, T ) we also mean, re-

spectively, Occ�(T [j . . n], T ), RangeBeg�(T [j . . n], T ), and

RangeEnd�(T [j . . n], T ).

Remark II.2. Note that the above generalizes the notation for

ranges used in [50] (where the parameter � was not used) and

from [51] (where only patterns of the form P = T [j . . n]
were considered). Here, we obtain both the earlier notations

as special cases.

2For i, j ∈ Z, denote [i . . j] = {k ∈ Z : i ≤ k ≤ j}, [i . . j) = {k ∈ Z :
i ≤ k < j}, and (i . . j] = {k ∈ Z : i < k ≤ j}.

a
aababa
aababababaababa
aba
abaababa
abaababababaababa
ababa
ababaababa
abababaababa
ababababaababa
ba
baababa
baababababaababa
baba
babaababa
babaababababaababa
bababaababa
babababaababa
bbabaababababaababa

T [SA[i] . . n]

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19

i
19
14
5
17
12
3
15
10
8
6
18
13
4
16
11
2
9
7
1

SA[i]

Fig. 1. A list of all sorted suffixes of T = bbabaababababaababa along
with the suffix array.

b) Suffix array: For any T ∈ Σn (where n ≥ 1), the

suffix array SAT [1 . . n] of T is a permutation of [1 . . n] such

that T [SAT [1] . . n] ≺ T [SAT [2] . . n] ≺ · · · ≺ T [SAT [n] . . n],
i.e., SAT [i] is the starting position of the lexicographically

ith suffix of T ; see Fig. 1 for an example. The inverse suffix
array ISAT [1 . . n] (also denoted SA−1

T [1 . . n]) is the inverse

permutation of SAT , i.e., ISAT [j] = i holds if and only if

SAT [i] = j. Intuitively, ISAT [j] stores the lexicographic rank
of T [j . . n] among the suffixes of T . Note that if T �= ε, then

Occ�(P, T ) =

{SAT [i] : i ∈ (RangeBeg�(P, T ) . .RangeEnd�(P, T )]}
holds for every P ∈ Σ∗ and � ≥ 0. Whenever T is clear from

the context, we drop the subscript in SAT and ISAT .

c) Substring complexity: For a string T ∈ Σn and

� ∈ Z>0, we denote the number of length-� substrings by

d�(T ) = |{T [i . . i + �) : i ∈ [1 . . n − � + 1]}|; note that

d�(T ) = 0 if � > n. The substring complexity of T is defined

as δ(T ) = maxn�=1
1
�d�(T ) [41]. On the one hand, as shown

in [41], the measure δ is an asymptotic lower bound for nearly

all known compression algorithms and repetitiveness measures,

including LZ77 [42], run-length-compressed BWT [44], gram-

mar compression [57], and string attractors [39]. On the other

hand, [41] also shows that, if Σ = [0 . . σ), then it is possible

to represent T using O(δ(T ) log n log σ
δ(T ) logn ) space (or more

precisely, O(δ(T ) log n log σ
δ(T ) logn log n) bits), and this bound is

asymptotically tight as a function of n, σ, and δ(T ). In other

words, there is no combination of values n, σ, and δ such that

every string T ∈ [0 . . σ)n with substring complexity δ(T ) ≤ δ
can be encoded using o(δ log n log σ

δ logn log n) bits.

d) Lempel–Ziv compression: A fragment T [i . . i+ �) of

T is a previous factor if it has an earlier occurrence in T ,

i.e., LCET (i, i
′) ≥ � holds for some i′ ∈ [1 . . i). An LZ77-

like factorization of T is a factorization T = F1 · · ·Ff into

non-empty phrases such that each phrase Fj with |Fj | > 1 is

a previous factor. In the underlying LZ77-like representation,
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every phrase Fj = T [i . . i + �) that is a previous factor is

encoded as (i′, �), where i′ ∈ [1 . . i) satisfies LCET (i, i
′) ≥ �

(and is chosen arbitrarily in case of multiple possibilities); if

Fj = T [i] is not a previous factor, we encode it as (T [i], 0).
The LZ77 factorization [42] (or the LZ77 parsing) of a

string T is then just an LZ77-like factorization constructed

by greedily parsing T from left to right into the longest

possible phrases. More precisely, the jth phrase Fj is the

longest previous factor starting at position 1 + |F1 · · ·Fj−1|;
if no previous factor starts there, then Fj consists of a single

character. This greedy construction yields the smallest LZ77-

like factorization of T [76, Theorem 1]. We denote the

number of phrases in the LZ77 parsing of T by z(T ). For

example, the text T = bbabaababababaababa of Fig. 1

has LZ77 factorization b · b · a · ba · aba · bababa · ababa
with z(T ) = 7 phrases, and its LZ77 representation is

(b, 0), (1, 1), (a, 0), (2, 2), (3, 3), (7, 6), (10, 5).

Proposition II.3. Given a string T of length n, represented
using an LZ77-like parsing consisting of f phrases, the LZ77
parsing of T can be constructed in O(f log4 n) time.

Proof. We use [77, Theorem 6.11] to build a data structure

that, for any pattern P represented by its arbitrary occurrence

in T , returns the leftmost occurrence of P in T . Then, we

process T from left to right constructing the LZ77 parsing of T .

Suppose that we have already parsed a prefix T [1 . . i). We

binary search for the maximum length � such that the leftmost

occurrence of T [i . . i+�) is T [i′ . . i′+�) for some i′ ∈ [1 . . i).
By definition of the LZ77 parsing, the next phrase is either

T [i] (if � = 0) or T [i . . i + �) (otherwise). The construction

time of [77, Theorem 6.11] is O(f log4 n), whereas the query

time is O(log3 n). For each phrase of the LZ77 parsing, we

make O(log n) queries, which take O(log4 n) time in total.

Since z(T ) ≤ f , the overall running time is O(f log4 n).

e) String Synchronizing Sets:

Definition II.4 (τ -synchronizing set [47]). Let T ∈ Σn be

a string and let τ ∈ [1 . . 	n
2 
] be a parameter. A set S ⊆

[1 . . n − 2τ + 1] is called a τ -synchronizing set of T if it

satisfies the following consistency and density conditions:

1) If T [i . . i+2τ) = T [i′ . . i′+2τ), then i ∈ S holds if and

only if i′ ∈ S (for i, i′ ∈ [1 . . n− 2τ + 1]),
2) S ∩ [i . . i + τ) = ∅ if and only if i ∈ R(τ, T ) (for i ∈

[1 . . n− 3τ + 2]), where

R(τ, T ) := {i ∈ [1 . . n−3τ+2] : per(T [i . . i+3τ−2]) ≤ 1
3τ}.

Remark II.5. In most applications, we want to minimize |S|.
Note, however, that the density condition imposes a lower

bound |S| = Ω(nτ ) for strings of length n ≥ 3τ −1 that do not

contain substrings of length 3τ − 1 with period at most 1
3τ .

Thus, we cannot hope to achieve an upper bound improving

in the worst case upon the following one.

Theorem II.6 ([47, Proposition 8.10], [46, Theorem 1.12]).
For every string T of length n and parameter τ ∈ [1 . . 	n

2 
],
there exists a τ -synchronizing set S of size |S| = O (

n
τ

)
.

Moreover, if T ∈ [0 . . σ)n, where σ = nO(1), then such S
can be deterministically constructed in O(n) time.

f) Model of computation: We use the standard word

RAM model of computation [78] with w-bit machine words,

where w ≥ log n, and all standard bit-wise and arithmetic

operations taking O(1) time. Unless explicitly stated otherwise,

we measure the space complexity in machine words.

III. TECHNICAL OVERVIEW

Let T ∈ Σn, where Σ = [0 . . σ). Assume that T [n] is a

symbol that does not occur in T [1 . . n). Moreover, let ε ∈ (0, 1)
be a constant. In this section, we give an overview of the δ-SA,

which is a compressed text index that

(a) takes O(δ(T ) log n log σ
δ(T ) logn ) space,

(b) answers SA and ISA queries on T in O(log4+ε n) time,

(c) and can be constructed from the LZ77 parsing of T in

O(δ(T ) log7 n) time.

A. SA and ISA Queries

a) The Basic Idea: First, we observe that the uniqueness

of T [n] implies that

Occ�(j, T ) = {j′ ∈ [1 . . n] : T∞[j′ . . j′+�) = T∞[j . . j+�)}
holds for every j ∈ [1 . . n] and � ≥ 0 (cf. Definition II.1). The

main idea of the query algorithms is as follows:

• To calculate ISA[j] given j ∈ [1 . . n], we compute the fol-

lowing three values for subsequent k ∈ [4 . . �log n�]: the

ranks b = RangeBeg2k(j, T ) and e = RangeEnd2k(j, T )
such that Occ2k(j, T ) = {SA[i] : i ∈ (b . . e]} (as

discussed in Section II) as well as an arbitrary position

j′ ∈ Occ2k(j, T ) satisfying j′ = minOcc2k+1(j′, T ).
For k = 4, these values are computed from scratch;

subsequently, we rely on the output of the preceding

step. After completing the final step, we return ISA[j] :=
RangeEnd�(j, T ), where � = 2�logn� ≥ n. This is the

correct answer because Occ�(j, T ) = Occn(j, T ) = {j}.

• To calculate SA[i] given i ∈ [1 . . n], we proceed similarly,

that is, we compute, for k ∈ [4 . . �log n�], the ranks b =
RangeBeg2k(SA[i], T ) and e = RangeEnd2k(SA[i], T )
as well as an arbitrary position j′ ∈ Occ2k(SA[i], T )
satisfying j′ = minOcc2k+1(j′, T ). After completing

the final step, we return the position j′ satisfying j′ ∈
Occ�(SA[i], T ) for � = 2�logn� ≥ n. This is the correct

answer because Occ�(SA[i], T ) = Occn(SA[i], T ) =
{SA[i]}. Note that the individual steps of computing SA[i]
are different from those for ISA[j] since we are given the

rank i rather than the position SA[i].

This basic framework is similar to the one in [51]. The

major difference, however, lies in the implementation of the

“refinement” procedure: While the data structure of [51] uses

Θ̃(n) space3, here we can only store Õ(δ(T )) words. Since

3The ˜O(·) notation hides factors polylogarithmic in the (uncompressed) input

size n. In other words, for any function f , we have ˜O(f) = O(f polylogn).
Similarly, ˜Ω(f) = Ω(f/ polylogn) and ˜Θ(f) = ˜O(f) ∩ ˜Ω(f).
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this space allowance can be up to exponentially smaller, a

much more complex approach is required.

To implement the initial step in both queries, it suffices to

store all length-16 substrings of T∞ in the lexicographic order,

each augmented with the endpoints of the corresponding SA
range and the position of the leftmost occurrence in T∞[1 . .).
Since T∞ contains fewer than d16(T ) + 16 ≤ 16δ(T ) + 16 ≤
32δ(T ) length-16 substrings, the resulting arrays need O(δ(T ))
space. They are also easy to obtain from the LZ77 parsing:

It suffices to consider all length-16 substrings overlapping

phrase boundaries; for each of them, the leftmost occurrence

and the number of occurrences can be determined using

existing compressed text indexes [77, Theorems 6.11 and 6.21]

(note that we use these indexes solely within our construction

procedure; they are not included in the δ-SA). The key difficulty

is thus the refinement procedure.

Definition III.1. For any � ≥ 1 and P ∈ Σ+, we define

Posbeg� (P, T ) = {j′ ∈ Occ�(P, T ) :

T [j′ . . n] ≺ P and j′ /∈ Occ2�(P, T )},
Posend� (P, T ) = {j′ ∈ Occ�(P, T ) :

T [j′ . . n] � P and j′ /∈ Occ2�(P, T )}.

We denote δbeg� (P, T ) := |Posbeg� (P, T )| and δend� (P, T ) :=
|Posend� (P, T )|. For any position j ∈ [1 . . n], we then let

Posbeg� (j, T ) := Posbeg� (T [j . . n], T ) and Posend� (j, T ) :=

Posend� (T [j . . n], T ). The values δbeg� (j, T ) and δend� (j, T ) are

defined analogously.

Let us fix k ∈ [4 . . �log n�) and denote � = 2k. Observe

that every P satisfies

RangeBeg2�(P, T ) = RangeBeg�(P, T ) + δbeg� (P, T ),

RangeEnd2�(P, T ) = RangeEnd�(P, T )− δend� (P, T ).

In particular, every position j ∈ [1 . . n] satisfies

RangeBeg2�(j, T ) = RangeBeg�(j, T ) + δbeg� (j, T ) and

RangeEnd2�(j, T ) = RangeEnd�(j, T ) − δend� (j, T ). Thus,

to refine the suffix array range, it suffices to compute any

two values among δbeg� (j, T ), δend� (j, T ), |Occ2�(j, T )| (dur-

ing an ISA query) or among δbeg� (SA[i], T ), δend� (SA[i], T ),
|Occ2�(SA[i], T )| (during an SA query).

Denote τ = 	 �
3
 and let R be a shorthand for

R(τ, T ) = {i ∈ [1 . . n−3τ+2] : per(T [i . . i+3τ−2]) ≤ 1
3τ}.

The refinement step during the computation of ISA[j] (resp.

SA[i]) works differently depending on whether j ∈ R (resp.

SA[i] ∈ R), in which case we call j (resp. SA[i]) periodic.

Otherwise, the position is called nonperiodic. To distinguish

these two cases, we store the set R∩C, where C is a 14τ -cover

of T , i.e., a subset of [1 . . n] including all positions covered

by the leftmost occurrences of length-14τ substrings of T .

As R ∩ C might be large, we store its interval representation
I(R ∩ C), that is, we express R ∩ C as a union of disjoint

integer intervals.

Observation 1: There exists a 14τ -cover C such that |I(C)| =
O(δ(T )) and I(C) admits a fast construction algorithm
from the LZ77 parsing of T . Let C be the union of

(n − 28τ . . n] as well as intervals [x . . x + 28τ) over

all x ∈ [1 . . n − 28τ ] such that x ≡ 1 (mod 14τ) and

x = minOcc28τ (x, T ). The set C is a 14τ -cover since

the leftmost occurrence of every length-14τ substring of

T can be extended into an interval [x . . x + 28τ) for x
as above. Note that C is a subset of positions covered

by the leftmost occurrences of all length-28τ substring

of T . By [41], we thus have |C| ≤ 84τδ(T ). On the

other hand, C is a union of length-28τ intervals. Thus,

|I(C)| = O(|C|/τ) = O(δ(T )). To construct I(C), it

suffices to check at most two positions around each LZ77

phrase boundary. Using an index for finding leftmost

occurrences [77, Theorem 6.11], we can thus build I(C)
in O(z(T ) polylog n) = O(δ(T ) polylog n) time.

Observation 2: The above C satisfies |I(R∩C)| = O(δ(T )) and
I(R∩C) also admits fast construction. First, we observe

that any two maximal blocks of consecutive positions in

R are separated by a gap of size Ω(τ). This implies that,

using the above C, the interval representation of C ∩ R
is of size O(δ(T )). Above, we noted that I(C) can be

constructed from the LZ77 parsing in O(δ(T ) polylog n)
time. It remains to observe that, given I(C), constructing

I(R ∩ C) reduces to computing the shortest periods via

so-called 2-period queries. Consequently, by utilizing an

existing index for 2-period queries [77, Theorem 6.7], we

can construct I(R ∩ C) in O(δ(T ) polylog n) time.

Observation 3: Using I(R ∩ C), we can efficiently check if
j ∈ R (resp. SA[i] ∈ R). Recall that, at the beginning of

the refinement step, we have some j′ ∈ Occ�(j, T ) (resp.

j′ ∈ Occ�(SA[i], T )). By 3τ − 1 ≤ � and the definition

of R, we thus have j ∈ R (resp. SA[i] ∈ R) if and only if

j′ ∈ R. Moreover, since j′ satisfies j′ = minOcc2�(j
′, T ),

and any 14τ -cover is also a 2�-cover, it thus follows

that j′ ∈ C. Thus, j′ ∈ C ∩ R if and only if j′ ∈ R.

Consequently, to check if j′ ∈ R, it suffices to test whether

j′ belongs to any interval contained in I(R∩C). Provided

that the intervals in I(R∩C) are ordered left-to-right, this

takes O(log |I(R ∩ C)|) = O(log n) time.

The above is a simplified analysis, and reaching O(δ(T ))
space for each k ∈ [4 . . �log n�) is still not enough to achieve

the δ-optimal bound of O(δ(T ) log n log σ
δ(T ) logn ) for the entire

structure. In our complete analysis, we prove a tighter upper

bound: |I(R ∩ C)| = O( 1�d38�(T ) + 1).

b) The Nonperiodic Positions: Assume j ∈ [1 . . n] \ R
(resp. SA[i] ∈ [1 . . n] \ R). We first focus on computing

ISA[j]. Recall that we are given b = RangeBeg�(j, T ), e =
RangeEnd�(j, T ), and some j′ ∈ Occ�(j, T ) satisfying j′ =
minOcc2�(j

′, T ) as input. The refinement step for nonperiodic

positions first computes the position j′′ = minOcc2�(j, T )
(this condition implies j′′ = minOcc4�(j

′′, T )), and then the

values δbeg� (j, T ) and |Occ2�(j, T )|. By the discussion follow-
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ing Definition III.1, this is sufficient to infer RangeBeg2�(j, T )
and RangeEnd2�(j, T ).

Let S be a τ -synchronizing set of T (Definition II.4). Observe

that, by 3τ ≤ � < n, the uniqueness of T [n] in T yields

per(T [n − 3τ + 2 . . n]) > 1
3τ . Thus, n − 3τ + 2 �∈ R, and

hence the density condition (Definition II.4(2)) implies S∩ [n−
3τ +2 . . n− 2τ +2) �= ∅. Consequently, max S ≥ n− 3τ +2,

and, for every p ∈ [1 . . n− 3τ +2], we can define succS(p) =
min{s ∈ S : s ≥ p}. If j > n−3τ−2, the uniqueness of T [n]
in T implies Occ�(j, T ) = {j}. Thus, we henceforth assume

j ∈ [1 . . n− 3τ + 2] \ R.

Observation 1: The set Occ2�(j, T ) can be characterized using
S and range queries. First, note that the assumption

j ∈ [1 . . n − 3τ + 2] \ R and the density condition

(Definition II.4(2)) yield succS(j) − j < τ . On the

other hand, by 3τ − 1 ≤ 2� and the consistency

condition (Definition II.4(1)), every p ∈ Occ2�(j, T )
satisfies succS(p) − p = succS(j) − j. Thus, letting

x1 = T∞[j . . succS(j)), and y1 = T∞[succS(j) . . j+2�),
the set Occ2�(j, T ) consists of all positions of the form

s−|x1|, where s ∈ S and s is preceded by x1 and followed

by y1 in T∞. In other words,

Occ2�(j, T ) =

{s−|x1| : s ∈ S and T∞[s−|x1| . . s+|y1|) = x1 ·y1}.
If we further denote c = maxΣ, x2 = x1c

∞, and y2 =
y1c

∞, we have

Occ2�(j, T ) = {s− |x1| : s ∈ S,

x1 � T∞[s− 7τ . . s) ≺ x2, and

y1 � T∞[s . . s+ 7τ) ≺ y2}
due to |x1|, |y1| ≤ 7τ . Thus, letting

P = {(T∞[s− 7τ . . s), T∞[s . . s+ 7τ), s) : s ∈ S}
be a set of labeled points, the set Occ2�(j, T ) shifted by

|x1| forward consists of the labels of the points in the

range [x1 . . x2)× [y1 . . y2).

By the above, computing minOcc2�(j, T ) reduces to an

orthogonal range minimum query, returning the minimum label

of a point occurring in the rectangle [x1 . . x2) × [y1 . . y2).
Implementing such queries, however, is challenging. First, the

coordinates of points in P are substrings of T∞. Comparing

them reduces to LCE and random access queries, and hence it

suffices to only store labels of points in P , i.e., the set S. The

smallest prior structure for LCE queries [27], however, does not

match our space bound. To avoid this issue, we develop the first

structure that uses δ-optimal space O(δ(T ) log n log σ
δ(T ) logn ). In

addition, we describe its O(δ(T ) polylog n)-time deterministic

construction from the LZ77 parsing [42] (see Theorem III.3).

We also describe the first deterministic construction of the

δ-optimal-space structure for random access queries (Theo-

rem III.2). We elaborate more on these indexes in Section III-B.

The challenge thus reduces to storing and querying S. The

plain representation is too large since it is not possible to reduce

|S| below Θ(nτ ) in the worst case (see Remark II.5). We thus

need to store S in a compressed form. Our starting point is

the technique introduced in [3], which compresses S by only

keeping elements of S that are within distance Θ(τ) from LZ77

phrase boundaries. These LZ77-compressed τ -synchronizing
sets, however, do not meet the δ-optimal space bound and

come only with Las-Vegas randomized construction [3]. To

solve the space issue, we again employ a 14τ -cover C of T .

Denote Scomp = S ∩ C and

Pcomp = {(T∞[s− 7τ . . s), T∞[s . . s+7τ), s) : s ∈ Scomp}.
Observation 2: We can compute x1, x2, y1, and y2 using Scomp.

Observe that, since |x1| + |y1| = 2� and all strings in

question occur near j, the difficulty lies in computing

|x1|. Recall that we are given some j′ ∈ Occ�(j, T )
satisfying j′ = minOcc2�(j

′, T ) as input. By 3τ − 1 ≤ �,
the consistency of S (Definition II.4(1)) yields |x1| =
succS(j)− j = succS(j

′)− j′. On the other hand, since

j′ = minOcc2�(j
′, T ) and C is also a 2�-cover, it follows

that [j′ . . j′ + 2�) ∩ [1 . . n] ⊆ C. Thus succS(j)− j < τ
implies succS(j

′) ∈ Scomp. Consequently, it suffices to

store the sorted set Scomp. Given j′, we can then quickly

determine

succScomp
(j′)−j′ = succS(j

′)−j′ = succS(j)−j = |x1|.
Observation 3: Orthogonal range minimum queries on Pcomp

and P are equivalent. Let x1, x2, y1, y2 ∈ Σ∗ and let

scomp (resp. s) denote the output of the range minimum

query in [x1 . . x2)×[y1 . . y2) on Pcomp (resp. P). Observe

that Scomp ⊆ S implies s ≤ scomp. To show the opposite

inequality, define smin ≤ s so that

smin = min{i ∈ [1 . . n] :

T∞[i− 7τ . . i+ 7τ) = T∞[s− 7τ . . s+ 7τ)}.
Then, either smin ∈ [1 . . 7τ ] ∪ (n − 7τ . . n] or

smin − 7τ = minOcc14τ (smin − 7τ, T ). In both cases,

smin ∈ C. Moreover, by the consistency of S (Defini-

tion II.4(1)), smin ∈ S. Thus, smin ∈ Scomp. Finally,

T∞[smin − 7τ . . smin + 7τ) = T∞[s − 7τ . . s + 7τ)
implies that (T∞[smin − 7τ . . smin), T

∞[smin . . smin +
7τ)) ∈ [x1 . . x2) × [y1 . . y2) holds if and only if

(T∞[s− 7τ . . s), T∞[s . . s+7τ)) ∈ [x1 . . x2)×[y1 . . y2).
Thus, scomp ≤ smin ≤ s.

By the above, it suffices to use Pcomp during the compu-

tation of minOcc2�(j, T ). The computation of δbeg� (j, T ) and

|Occ2�(j, T )| uses similar ideas, except range minimum queries

are replaced with range counting. For this, we augment each

point with a weight storing the frequency of the corresponding

substring. The correctness of this follows by the local consis-

tency of S. To avoid double counting, we also need to ensure

that no two points in Pcomp coincide. To simultaneously still

allow range minimum queries, we thus leave only points with

the smallest labels.

Let us now return to computing SA[i]. Observe that, to

compute minOcc2�(j, T ), δ
beg
� (j, T ), and |Occ2�(j, T )|, we
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needed some occurrences of strings x1 and y1 satisfying |x1| =
succS(j) − j and T∞[j . . j + 2�) = x1y1. The input of the

refinement procedure in the computation of SA[i], however,

does not include any element of Occ2�(SA[i], T ). Consequently,

our query procedure performs an additional step that retrieves

some position p ∈ Occ2�(SA[i], T ). Such a position can be

obtained from Pcomp using the inverse of range counting,

i.e., range selection queries. The rest of the query execution

proceeds similarly to the computation of ISA[j] for j = SA[i],
except we can now use p instead of j since p ∈ Occ2�(SA[i], T )
implies that Occ2�(SA[i], T ) = Occ2�(p, T ).

The remaining challenge is ensuring that Scomp is small.

Unlike for the compressed version of R, where upper bounds

on |C| and |I(C)| already impose an upper bound on |I(R∩C)|,
the size of S∩C can be large if S is not constructed carefully. In

this paper, we develop a deterministic construction that ensures

that the total size of Scomp across all levels k ∈ [4 . . �log n�) of

the data structure is O(δ(T ) log n log σ
δ(T ) logn ) (see Section III-B).

c) The Periodic Positions: Let us now assume j ∈ R (resp.

SA[i] ∈ R). Compared to previous work using the “refinement”

framework [51], one of the key challenges is as follows. The

basic property of every p ∈ R (extending easily to blocks of

such positions), dictating the rest of the query algorithm, is its

type, defined as either −1 or +1 depending on whether the

symbol following the periodic substring is larger or smaller than

the symbol that would extend the period. Dealing with positions

of each type is straightforward if Θ̃(n) space is available: We

separately store all maximal blocks of positions in R of each

type [51]. In compressed space, however, we are much more

constrained. For example, j ∈ R and j′ ∈ Occ2�(j, T ) may

have different types, so we cannot distinguish the type simply

based on the occurrence of a periodic fragment. This requires

numerous new and more general combinatorial properties,

allowing separate processing of elements of Occ2�(j, T ) (resp.

Occ2�(SA[i], T )) depending on whether they are partially
periodic (meaning that the length of their periodic prefix is

less than 2�) or fully periodic (otherwise).

B. Deterministic Restricted Recompression

Restricted recompression [46] is a general technique for

constructing a run-length grammar (RLSLP) of a given text.

Utilizing this technique, Kociumaka, Navarro, and Prezza [41]

proved that every text T ∈ [0 . . σ)n can be represented

using an RLSLP of size O(δ(T ) log n log σ
δ(T ) logn ) and height

O(log n). They also showed that O(δ(T ) log n log σ
δ(T ) logn ) is the

asymptotically optimal space to represent a string, for all

combinations of n, σ, and δ(T ). Consequently, random access

to T can be efficiently supported in the δ-optimal space. Finally,

they developed an O(n)-expected-time Las-Vegas randomized

construction of such RLSLP. At the heart of their construction

is the problem of approximating the directed max-cut of graphs

derived from partially compressed representations of T . In [41],

it is proved that a uniformly random partition at every level

of the grammar is sufficient to achieve the δ-optimal total

size in expectation. In this paper, we describe an explicit

partitioning technique resulting in the same bound on the size

of the RLSLP. The unique component of our construction is

the use of a cover hierarchy, allowing us to account for the

effects of partitioning at the current level of the grammar on the

properties of the grammar at all future levels. In addition, we

develop an O(δ(T ) polylog n)-time deterministic construction

algorithm of our RLSLP from the LZ77 parsing of T [42].

Equipped with this RLSLP, one can answer random access

and LCE queries on T in O(log n) time.

Theorem III.2. For every text T ∈ [0 . . σ)n, there exists a
data structure of size O(δ(T ) log n log σ

δ(T ) logn ) that given any
position i ∈ [1 . . n], returns T [i] in O(log n) time. Moreover,
it can be constructed in O(δ(T ) log7 n) time given the LZ77-
parsing of T .

Theorem III.3. For every text T ∈ [0 . . σ)n, there exists
a data structure of size O(δ(T ) log n log σ

δ(T ) logn ) answering
LCET and LCET queries in O(log n) time. Moreover, it
can be constructed in O(δ(T ) log7 n) time given the LZ77-
parsing of T .

Furthermore, in O(δ(T ) polylog n) time, we can derive from

the RLSLP a sequence of string synchronizing sets such that,

after pairwise intersection with the cover hierarchy guiding the

RLSLP construction, we obtain their representation of total

size O(δ(T ) log n log σ
δ(T ) logn ).
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