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Rank-1 Tensor Approximation for High-Order
Association in Multi-Target Tracking

Xinchu Shi, Haibin Ling, Yu Pang, Weiming Hu, Peng Chu, Junliang Xing

Abstract—High-order motion information is important in multi-target tracking (MTT) especially when dealing with large inter-target ambiguities.
Such high-order information can be naturally modeled as a multi-dimensional assignment (MDA) problem, whose global solution is however
intractable in general. In this paper, we propose a novel framework to the problem by reshaping MTT as a rank-1 tensor approximation problem
(R1TA). We first show that MDA and R1TA share the same objective function and similar constraints. This discovery opens a door to use high-
order tensor analysis for MTT and suggests the exploration of R1TA. In particular, we develop a tensor power iteration algorithm to effectively
capture high-order motion information as well as appearance variation. The proposed algorithm is evaluated on a diverse set of datasets
including aerial video sequences containing ariel borne dense highway scenes, top-view pedestrian trajectories, multiple similar objects, normal
view pedestrians and vehicles. The effectiveness of the proposed algorithm is clearly demonstrated in these experiments.

Index Terms—Multi-target tracking, multi-dimensional assignment, rank-1 tensor approximation, data association
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1 INTRODUCTION

MULTIPLE target tracking (MTT) aims to locating tar-
gets and inferring their trajectories across a tem-

poral sequence of video frames. An accurate and robust
solution for MTT is crucial for many applications ranging
from visual surveillance, human-computer interaction to
computer-aided medical intervention. Research in MTT has
a long history, with early works on radar and sonar target
tracking [6], [11]. Recently, driven by the great progress
in object detection [18], [24], tracking-by-detection [3] has
gained popularity and attracted many researchers in MTT.
In this paradigm, the targets in each frame are detected be-
forehand by either background subtraction or a pre-trained
object detector. A data association procedure then joins the
temporal detections into target trajectories. In this paper, we
follow this paradigm and focus on target association.

Despite recent advances in tracking-by-detection, accurate
and robust tracking is still a challenging task. The task is
relatively easy when targets are isolated or can be distin-
guished from each other. However, it is non-trivial in many
practical scenarios such as with crowded targets, similar
target appearances and fast motion. The ambiguities in these
scenarios confuse association algorithms, especially when
only pairs of neighbouring frames are considered.

A great amount of effort has been devoted toward re-
ducing the ambiguities in order to improve tracking per-
formance. Natural ways are to include appearance changes
over time and to include high order spatial-temporal in-
formation, which encodes rich motion information. This
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suggests that association should be conducted in a “global”
way beyond pairwise between-frame matching. MTT can
be formulated as a multi-frame data association problem,
which naturally leads to the multi-dimensional assignment
(MDA) problem [16], [19], [42]. For two consecutive frames,
the two-dimensional assignment, also known as the linear
assignment or bipartite matching, is a special case of MDA
and can be solved efficiently in polynomial time (e.g., by
the Hungarian algorithm). In contrast, finding the global
solution for MDA is usually intractable for three or higher
dimensional cases. This drives researchers to seek alterna-
tive approximate methods such as semi-definite program-
ming [48] and Lagrange relaxation [19]. Another way of
tackling the problem is to introduce simplifying assump-
tions, for example to formulate association as a network
flow problem. This is achieved by assuming that the global
trajectory affinity can be decomposed into pairwise ones in a
certain way as shown in [16]. Such network formulation has
efficient solutions such as push-relabel [63] and successive
shortest path [8], [41]. The price paid by these methods,
however, is the limitation of using pair-wise affinity and thus
the loss of rich high-order statistics such as the trajectory
smoothness.

This work proposes a novel tensor-based framework for
high-order association in MTT. The framework is inspired
by our discovery of a close correlation between MDA and
rank-1 tensor approximation. In particular, reshaping the
affinity tensor and assignment variables of the original
MDA, we reach a new formulation that is equivalent to
the rank-1 tensor approximation (R1TA) problem in terms
of objective functions. The key to the reformulation is to
convert the traditional target-indexed affinity tensor to a
(local) assignment-indexed one. An example is shown in
Fig. 1.

This discovery opens the door of using R1TA algorithms
for MTT, with some adaptations for handling special con-
straints. We design an efficient tensor power iteration so-
lution by including the assignment constraints inherited
from the MDA formulation. The iterative solution is com-
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Fig. 1. Affinity tensor reshaping. (a) Three frames, each
with two objects to be associated. (b) The affinity tensor
indexed by targets, i.e., ci0i1i2 denotes the affinity of the
trajectory formed by the {i0, i1, i2}-th targets in the three
frames respectively. (c) The reshaped tensor indexed by the
local (between-frame) assignment.

putationally efficient. A study of its convergence property
is provided. The proposed framework, as summarized in
Fig. 2, allows the integration of the high-order discriminative
information into MTT in a principled way. Such information
can be encoded by the trajectory affinity tensor (i.e., C and
A in Fig. 1). This encoding is important, but has not been
sufficiently investigated in previous research.

The implementation is based on a hierarchical association
strategy [28] including the low-level and high-level proce-
dures. In the low-level association, successive target detec-
tions are associated into tracklets, while in the high-level
association, tracklets are further linked into long trajectories.
The proposed R1TA-based power iteration is applied to both
associations to make the tracking self-contained.

To summarize, the main contributions of this paper are:
(1) the discovery of the close correlation between multi-
target tracking (MTT) and rank-1 tensor approximation (R1TA),
which provides a novel perspective for studying MTT; (2)
an efficient tensor power iteration algorithm for solving the
R1TA problem associated with MTT; and (3) a self-contained
R1TA-based MTT framework.

To evaluate the proposed MTT algorithm, it is applied
to many benchmark datasets involving diverse association
and tracking scenarios: the CLIF dataset containing aerial
video sequences of dense highway scenes [1], the PSU
dataset [26] containing top-view pedestrian trajectories, the
SMTT dataset [22] designed for evaluating the tracking of
multiple similar objects, the widely used pedestrian tracking
benchmark 2D MOT 2015 [32] and the vehicle tracking
benchmark KITTI-Car [27]. The effectiveness of our algo-
rithm compared with the state-of-the-art is clearly demon-
strated in these experiments.

Some preliminary parts of this work were presented in
CVPR’13 [50], however there are important extensions in this
work. First, a more detailed and rigorous derivation of the
MDA-R1TA equivalence is presented in this paper. Second,
the high-level association is supplemented to make the ap-
proach self-contained. Finally, a more thorough experimental
evaluation is carried out, in both benchmarks involved and
state-of-the-art compared.

The paper is structured as follows: After discussing the
related work in Section 2, we give an overview in Section 3.
Then Section 4 highlights the close relation between MDA
and the rank-1 tensor approximation. Section 5 presents the

tensor power iteration solutions for the problem. In Section
6, the implementation details of the proposed algorithms
are introduced. Finally, experimental results are presented
in Section 7, and Section 8 concludes the whole paper.

2 RELATED WORK

2.1 Multi-target tracking
Multiple target tracking has been an active research area for
decades, and there are many related works. Early research
interests focus on radar and sonar target tracking. There
are many classic approaches such as multiple hypothesis
tracking (MHT) [45] and joint probabilistic data association
filter (JPDAF) [25]. More related work can be found in [6],
[11], [17]. This paper focuses on the visual multi-target
tracking. We review research that is closely related to this
focus. A general survey can be referred to [35].

MTT algorithms can be divided into two groups: online
and offline. Online tracking algorithms use only observa-
tions up to the current frame to estimate the current target
states. There are two main categories of online tracking.
One category includes the filtering-based methods [10], [12],
[40], [45], [46]. These methods generally make the Markov
assumption and use probabilistic inference for the target
state estimation. The other category contains the sequential
association based approaches, such as [4], [33], [43], for
linking previous trajectories and current target detections.
Online tracking algorithms are widely used in real time
tracking applications. However, they typically suffer from
the model drift, that is, the inability to recover from early
errors.

The offline tracking exploits observations from previ-
ous and future frames to estimate the target states. This
paradigm typically includes two steps, the first step is
preprocessing, in which targets are located or extracted by
a specific object detector or the motion detection procedure.
The second step is generally an optimization process in the
global temporal-spatial target state space. Our study falls in
the offline tracking category and focuses on the multi-target
association.

2.2 Multiple target association
Multiple target association across a batch of frames is popu-
larly formulated as a multi-dimensional assignment (MDA)
problem. As mentioned previously, the global solution to
MDA is in general intractable and various approximate so-
lutions have been proposed [19], [48]. By assuming the high-
order trajectory affinity can be decomposed into the product
of pair-wise ones, MDA can be formulated as a network
flow problem. Following this direction, the network flow
formulation is widely exploited in MTT [8], [14], [15], [33],
[41], [57], [63]. The formulation has sophisticated solutions,
such as by linear programming [29], push-relabel model [63],
and successive shortest path (SSP) algorithms [8], [41]. The
dynamic successive shortest path algorithm [14] solves the
association by reusing the computation in the SSP problem.
The solution is further optimized via a scheduling strategy to
accommodate the online and memory bounded applications
such as autonomous driving. The work [57] extends the
min-cost flow with quadratic interactions between tracks to
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Fig. 2. The proposed multi-target tracking framework with a toy example. From an input image sequence of K + 1 frames (a),
a K-th order affinity tensor is first constructed (b). Then, the rank-1 tensor approximation algorithm is applied to the tensor to
generate K local (between frame) association vectors (c). These vectors are reshaped to obtain local association matrices
(d) and binarized to get the final tracking result (e).

capture the contextual cues. A structured prediction SVM is
used to learn the tracking parameters. The network flow al-
gorithms have many efficient solutions, but they are unable
to explore high-order dynamic information.

High-order trajectory affinity is important in MTT since
it provides global and discriminative information that may
be neglected by the pairwise (local) affinities. High-order
affinity is effective in modeling motion smoothness [38], [58],
such as the constant velocity models defined on the frame
triplets [13], [14], [16]. Moreover, a holistic affinity can be
used to measure the appearance consistency of the cluster
formed by the temporal targets in the trajectory hypothesis,
as in [2], [62].

Using the affinity over a temporal window with three
or more frames results in an NP-hard association problem,
for which there are many sub-optimal approximation algo-
rithms. Collins [16] proposes a block ICM-like method for
high-order association. The method iteratively solves two-
frame assignments in turn while keeping other assignment
variables fixed. After that, Butt and Collins [14] formulate
the association into a graph network that uses a third order
association affinity. Lagrangian relaxation is employed to
obtain a min-cost flow solution.

Zamir et al. [62] apply the general maximum clique
partitioning (GMCP) technique to pick the best trajectory
candidate iteratively, leading to a greedy and sub-optimal
solution. A modified approach, the GMMCP tracker [20],
is proposed to solve the joint optimization for all trackers
simultaneously, but only for small or middle size problems.
Milan et al. [37] perform data association in a continuous
state space. The resulting complex non-convex optimization
problem is solved locally by gradient descent augmented
with heuristic discontinuous jumps. A more elegant discrete-
continuous energy is later proposed in [38], where the
tracking task is decomposed into two iterative optimiza-

tion steps, i.e., data association and trajectory fitting. Long-
term connectivity between pairs of detections is taken into
consideration in [30]. The resulting graph is then solved in
a conditional random field. In [5], a variational Bayesian
model is introduced for tackling the varying number of tar-
gets during MTT. Sampling-based approaches (e.g. Markov
Chain Monte Carlo techniques [7], [39], [61])) provide an
alternative way of seeking for the global solution, though
they typically require high computation costs for very high
dimensional state estimation, and the parameter tuning is
always a non-trivial task.

With recent emerging deep learning techniques, various
deep neural network architectures have been employed in
MTT [31], [36], [47], [53], [55], [56]. In [56], a deep convo-
lution neural network is used for hierarchical deep feature
learning and appearance affinity estimation. In [31], a two-
stage learning scheme is proposed to solve pair-wise data
association where the final matching probability is estimated
through a trained siamese convolutional neural network and
a gradient boosting classifier. In [36], the recurrent neural
network is trained end-to-end for online multi-target track-
ing. In a network flow based approach [47], the pairwise cost
functions used in the association are learned in an end-to-
end fashion. In [53], a quadruplet architecture of deep neural
network is proposed for metric learning, and the minimax
label propagation is applied to the association. In [54],
the temporal target detections are linked and clustered by
solving a minimum cost subgraph multicut problem, and
the approach is further extended by learning the pairwise
feature based on DeepMatching [55].

3 OVERVIEW

In this section, we first formulate the multi-target tracking
(MTT) problem as a multi-dimensional assignment (MDA)
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form, and then provide the intuition and overview of the
proposed MTT framework.

3.1 Notations

To reduce the complexity of the formulas and derivations,
various notations are used as summarized in Table 1. The
notations for the lower order parts of any given structure
are consistent. For example, the i-th entry of a vector a is
denoted by ai, the (i, j)-th entry of a matrix A by aij and the
(j1, j2, . . . , jK)-th entry of a K-th order tensor A by aj1:jK .
Moreover, when lower-case italic letters (i, j, . . . ) are used
for indices in summation, they by default run from 1 to the
value of the corresponding upper case variable (I, J, . . . ). For
example,

∑
i means

∑I
i=1.

TABLE 1
Notations

Notation Example Meaning
italic a,A, . . . scalars

lower-case boldface a,b, . . . vectors
boldface capital A,B, . . . matrices

calligraphic A,B, . . . tensors
blackboard bold I, J, . . . sets

multi-dimensional index i0 : iK i0i1 . . . iK

summation over index sets
∑

I={i0,...,iK}

I∑
i0=1

I∑
i1=1

. . .
I∑

iK=1

`2 norm of a vector |x| ‖x‖2 =(xTx)1/2

3.2 Problem Formulation

Associating multiple targets between two frames can be
treated as a two-dimensional assignment problem. As an ex-
tension, tracking over multiple frames can be viewed as a
multi-dimensional assignment (MDA) [16], [42] problem.

In the rest of the paper, the input for MTT is denoted
by O = {O(0),O(1), . . . ,O(K)}, which contains K + 1 target
sets extracted respectively from K + 1 frames. Each set
O(k) = {o(k)

1 ,o(k)
2 , . . . ,o(k)

I } has I items to be matched or
tracked. Note that to simplify the notation it is assumed that
all frames have the same number of targets. This assumption
does not affect the algorithm because the set can be padded
with dummy targets as used for handling missing targets
and false positives.

Given O, it is necessary to find a high-order associ-
ation that maximizes the overall trajectory affinity sub-
ject to the association constraints. In particular, we denote
ci0:iK

.
= ci0i1...iK as the affinity for the trajectory composed

by sequential targets {o(0)
i0
,o(1)
i1
, . . . ,o(K)

iK
}; zi0:iK

.
= zi0i1...iK

indicates whether the trajectory is true (=1) or not (=0);
C = (ci0:iK ) and Z = (zi0:iK ) are the corresponding (K+1)-th
order tensors. Fig. 1(a-b) gives a toy example of the problem.
Using these notations, MTT is formulated as a (K + 1)-
dimensional assignment problem as follows

arg max
Z

fz(Z) =
∑
I
ci0:iKzi0:iK = ‖C ◦ Z‖1 , (1)

s.t.

{ ∑
I\{ik}

zi0:iK = 1, ∀k = 0, 1, . . . ,K

zi0:iK ∈ {0, 1}, ∀ik = 1, 2, . . . , I.
(2)

where I .
= {i0, i1, . . . , iK} is the target index set, ‘◦’ the

Hadamard product (element-wise product), ‘\’ the set dif-
ference, ‖ · ‖1 the matrix 1-norm (note that both C and Z are
non-negative), and

∑
I

summation over an index set defined

as in Table 1.
The above integer assignment problem is generally in-

tractable. It is typically relaxed to a real valued version
before the final binarization. We follow this strategy, and by
default refer to the relaxed version in the rest of the paper.

3.3 Intuition and Overview of the Framework
The key intuition is to factorize an affinity tensor to a
sequence of local tracking1 along the temporal direction.
Throughout this paper, local tracking is used to indicate target
matching between two neighbor frames. In contrast, global
tracking is used for the association across multiple (K + 1 in
this formulation) frames. While local tracking can be natu-
rally represented by (soft) assignment matrices, the matrix
representations are inappropriate for tensor factorization.
Instead the vector form of local tracking is used for this
task.

In the next section it is shown that the MTT formulation
in (1) is equivalent to approximating the affinity tensor (after
reshaping) with K local tracking vectors. Based on this idea,
an MTT tracking framework is proposed with three major
steps:

1) tensor construction: a K-th order affinity tensor A
is constructed by reshaping from the original affinity
tensor C;

2) rank-1 tensor approximation: approximate A with a
sequence of local tracking vectors, denoted by X =
{x(1), x(2), . . . , x(K)}; and

3) binarization: binarize the soft local matching vectors
to get the final solution via local two-dimensional
assignment.

The framework is summarized in Fig. 2 and more details are
provided in the following sections.

4 MULTI-TARGET TRACKING AND RANK-1 TEN-
SOR APPROXIMATION

4.1 Reformulate MDA
Two issues arise when we connect the (K+1)-th order affin-
ity tensor C with K between-frame local tracking matrices:
(1) while it is convenient to use vectors in tensor factor-
ization, MTT between two consecutive frames is essentially
a soft assignment matrix; and (2) while there are K two-
frame associations, the affinity tensor C is of order K + 1.
These two issues are addressed by reshaping the original
MDA formulation in (1), and we then correlate the new
formulation with tensor factorization in the next subsection.

4.1.1 Reshape Global Tracking and Affinity
The local tracking between frames O(k−1) and O(k) is de-
scribed by a local (assignment) matrix X(k) = (x

(k)
ik−1ik

) ∈ RI×I ,
where x

(k)
ik−1ik

links the targets o(k−1)
ik−1

and o(k)
ik

. To address

1. The local tracking denotes the two-frame association. The terms as-
sociation, tracking and matching are used interchangeably depending on
context.
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Fig. 3. Reshaping of the global tracking, z212 = x
(1)
21 x

(2)
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3 .

the first issue above, X(k) is vectorised to produce a local
(assignment) vector denoted by x(k) = (x

(k)
jk

) ∈ RJ , where
J
.
= I2. For notational convenience, the same scalar symbol

x is used for entries in both X and x with double subscripts
and a single subscript respectively.

Using the above notation, an assignment variable zi0:iK is
decomposed as

zi0:iK = x
(1)
i0i1

x
(2)
i1i2

. . . x
(K)
iK−1iK

= x
(1)
j1
x

(2)
j2
. . . x

(K)
jK

, (3)

where jk = (ik − 1) × I + ik−1 is the index for x(k) corre-
sponding to the matrix indices (ik−1, ik). A toy example of
a decomposition z212 is shown in Fig. 3. The factorization of
the global tracking variable zi0:iK into the product of local
tracking x

(k)
ik−1ik

is validated by the fact that the global tra-
jectory hypothesis is true if and only if all local associations
along it are true. Such decomposition has been widely used
in MTT such as in [8], [41], [63].

Let J = I × I be the number of two-frame association
candidates. The second issue is addressed by constructing a
K-th order affinity tensor A = (aj1:jK ) ∈ RJ×J×···×J from
the original (K + 1)-th order affinity tensor C, and

aj1:jK=

{
c j1:jKjK

, if jk=jk+1, ∀k=1, . . . ,K−1

0, otherwise
(4)

where jk, jk indicate respectively the row and column in-
dices when converting jk to matrix indices, i.e.,

jk = ceil(jk/I) , jk = jk − (jk − 1)× I.

Fig. 1 illustrates the conversion from a 2×2×2 affinity tensor
C to a 4× 4 affinity tensor A.

By such reshaping, each element ci0:iK in C has a corre-
sponding element with the same value in the augmented
tensor A. Conversely, each non-zero element in A is copied
from an element in C. In this way, the original (K + 1)-
th order tensor C ∈ RI×I×···×I is converted to the new
K-th order sparse tensor A ∈ RJ×J×···×J without loss of
information.

4.1.2 New MDA Formulation
In this subsection a new MDA formulation is derived using
the reshaped local tracking and new affinities introduced
in (3) and (4). There are important connections between the
original affinity tensor C (global tracking tensor Z) and the
new tensor A (local tracking vectors {x(1), . . . , x(K)}):

1) For each global tracking zi0:iK and its affinity ci0:iK , there
are corresponding new formulations as x(1)

j1
x

(2)
j2
. . . x

(K)
jK

and aj1:jK respectively. In this way, the element-wise

products ci0:iKzi0:iK in the original MDA optimiza-
tion (1) are reshaped as aj1:jKx

(1)
j1
x

(2)
j2
. . . x

(K)
jK

.
2) The corresponding relation between the new assign-

ment (affinity) representation x
(1)
j1
x

(2)
j2
. . . x

(K)
jK

(aj1:jK )
and the old representation zi0:iK (ci0:iK ) is not bi-
jective. Some x

(1)
j1
x

(2)
j2
. . . x

(K)
jK

(aj1:jK ) may not have
corresponding zi0:iK (ci0:iK ).

3) The new representation aj1:jK has no counterpart in
the old one ci0:iK if some interconnection condition
jk = jk+1 in (4) is invalid. Suppose that jk 6= jk+1.
Then the neighbor local tracking x

(k)
jk

and x
(k+1)
jk+1

share
no common target in frame Ok, thus there is neither
feasible global tracking nor real affinity. Such redundant
and infeasible elements in A are masked by 0, and have
no influence on the optimization.

These connections enable the conversion of the original
MDA optimization (1) into the following equivalent one:

arg max
X

f(X) =
∑
J
aj1:jKx

(1)
j1
x

(2)
j2
. . . x

(K)
jK

, (5)

s.t.



∑
ik−1

x
(k)
ik−1ik

= 1, ∀k = 1, . . . ,K∑
ik

x
(k)
ik−1ik

= 1, ∀k = 1, . . . ,K

0 ≤ x(k)
jk
≤ 1, ∀k = 1, . . . ,K;

jk = 1, . . . , J

(6)

where X .
= {x(1), x(2), . . . , x(K)} is the set of local tracking

vectors, and J .
= {j1, j2, . . . , jK} is the set of assignment

indices. As well as transiting from global tracking tensor
to a sequence of local tracking vectors, the new MDA
formulation relaxes the integer variables to the real variables.

4.2 Equivalence between Multi-Target Tracking and
Rank-1 Tensor Approximation
This subsection contains some preliminaries on tensor alge-
bra. Afterwards, we show the close relation between multi-
dimensional assignment and rank-1 tensor approximation:
the two optimizations have the same objective function with
smart reformulations and relaxations.

4.2.1 Tensor Preliminaries
For a K-th order tensor A ∈ RJ1×J2×···×JK , whose element
is aj1:jK and 1 ≤ jk ≤ Jk, k ∈ {1, . . . ,K}, each dimension of
the tensor is referred to as a mode. Tensors have operations
similar to matrix-vector and matrix-matrix multiplication, as
defined below.

Definition 1: The k-mode product of a K-th order tensor
A ∈ RJ1×...Jk−1×Jk×Jk+1×...JK and a matrix X ∈ RJk×M is a
new K-th order tensor B ∈ RJ1×...Jk−1×M×Jk+1×...JK ,

B = A×k X , (7)

and the element bj1...jk−1mjk+1...jK in B is computed as

bj1...jk−1mjk+1...jK =
∑

jk
aj1...jk−1jkjk+1...jKxjkm. (8)

In particular, the k-mode product of the tensor A and a
vector x ∈ RJk , denoted by A ×k x, is a (K − 1)-th order
tensor

(A×k x)j1...jk−1jk+1...jK
=
∑

jk
aj1...jk−1jk...jKxjk . (9)
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With the above definition, the optimization (5) can be
formulated as the following tensor-vector product,

arg max
X

f(X) = A×1 x(1) ×2 x(2) · · · ×K x(K). (10)

Next, a close relation is established between the above
optimization (10) and the rank-1 tensor approximation prob-
lem.

4.2.2 Rank-1 Tensor Approximation
If a tensor A ∈ RJ1×...Jk×...JK can be computed
as the outer product of K vectors x(1), ..., x(k), ...,
x(K)

(
x(k) ∈ RJk , 1 ≤ k ≤ K

)
, we call A a rank-1 tensor.

Formally, a rank-1 tensor is defined as follows.
Definition 2: A tensor A ∈ RJ1×...Jk×...JK is a rank-1

tensor, if and only if there exist a set of K vectors {x(k) =

(x
(k)
jk

) ∈ RJk}Kk=1 such that

A = x(1) ⊗ x(2) ⊗ · · · ⊗ x(K) , (11)

where ⊗ denotes the outer product operator, and(
x(1) ⊗ x(2) ⊗ · · · ⊗ x(K)

)
j1j2...jK

.
= x

(1)
j1
x

(2)
j2
...x

(K)
jK

. (12)

The problem of rank-1 approximation of a general tensor
A is formulated as:

Problem 1: (Rank-1 Tensor Approximation (R1TA)) Given
a real K-th order tensor A ∈ RJ1×J2×... ×JK , find K unit-
norm vectors X = {x(k) = (x

(k)
jk

) ∈ RJk}Kk=1 and a scalar λ
to minimize the reconstruction error in terms of the square
of the Frobenius norm

h(λ,X) =
∥∥∥A− λx(1) ⊗ x(2) ⊗ · · · ⊗ x(K)

∥∥∥2

F

=
∑
J

(
aj1:jK − λx

(1)
j1
x

(2)
j2
. . . x

(K)
jK

)2

.
(13)

Problem 1 can be solved by various techniques such as
Lagrange multipliers [21] or least-squares [44]. With some
derivations [21], [44], the minimization (13) has the follow-
ing equivalent form

arg min
X

(
min
λ

∥∥A− λx(1) ⊗ x(2) ⊗ · · · ⊗ x(K)
∥∥2

F

)
= arg min

X

(∥∥A∥∥2

F
−
∣∣A×1x(1)×2x(2). . .×K x(K)

∣∣2). (14)

The proof of (14) can be found in [21], [44]. The result
naturally leads to the following theorem:

Theorem 1: The minimization of (13) over the unit-norm
vectorsX = {x(1), x(2), . . . , x(K)} is equivalent to maximizing
the following function

g(X) =
∣∣∣A×1 x(1) ×2 x(2) · · · ×K x(K)

∣∣∣2
=
∣∣∣∑

J
aj1:jKx

(1)
j1
x

(2)
j2
. . . x

(K)
jK

∣∣∣2 . (15)

s.t.
∥∥x(k)

∥∥2

2
= 1, ∀k = 1, . . . ,K (16)

4.2.3 From MTT to Rank-1 Tensor Approximation
It is now possible to connect the MDA in MTT with R1TA.
It is obvious that the objective function f(X) in the reformu-
lated MDA (10) looks very similar to the objective function
g(X) in the R1TA form (15) derived in Theorem 1. The only

difference is that f(X) takes plain summation while g(X)
uses the squared norm. Fortunately, this difference can be
ignored because (1) A and X in our problem are guaranteed
to be non-negative, and (2) the optimum X is required,
therefore the square operation can be removed.

Consequently, the following key equivalence is estab-
lished:

arg max
X

f(X) = arg max
X

g(X) . (17)

This equivalence suggests that MTT can be treated as an
R1TA problem. This opens a new way for developing MTT
algorithms. Despite the equivalence in the objective func-
tions, we note that the constraints over X in MTT are
different from those in the classic R1TA. More specifically,
X in MTT requires the binary variables and is subject to
assignment constraints (`1 or row/column `1 unit norm),
while vectors of X in R1TA require `2 unit norm. In the
next section we propose a row/column `1 unit norm tensor
power iteration for optimization (10).

An example illustrating the relation between rank-1 tensor
approximation and MDA is given in Fig. 2. An affinity tensor
A is constructed based on the global tracking (i.e., trajec-
tory) affinities. Each potential trajectory has a correspond-
ing affinity which is stored as a tensor element. The local
tracking vectors generated by R1TA over A are viewed as
the real valued relaxation of the local assignment (i.e., two-
frame association) variables. Intuitively, R1TA minimizes the
element-wise errors between the trajectory affinity tensor
and the reconstructed tensor, which is calculated as the
outer product of the approximate vectors. In particular, for
a global trajectory with a high affinity, the optimization
searches for a sequence of local association vectors so that
their outer product along the trajectory matches the high
affinity. Consequently, the higher the affinity a trajectory
has, the more likely its local association components will
be picked up in the final solution. This intuition justifies
the underlying rationale for formulating MTT as an R1TA
problem.

It is noted that Rank-1 tensor approximation has connec-
tions with variational inference in which high-order graph-
ical models are approximated as the product of tractable
factors. Both of them aim to the optimization of some ob-
jectives, and take the factorization representation to approx-
imate the complex high-dimensional (high-order) elements.
However, there are two important differences between them.
First, the former is the approximation of the known tensor
and the latter is the approximation of the unknown prob-
ability distribution. Second, the optimization solutions are
different. The former formulates the problem into the ten-
sor methodology, while the latter resorts to the probability
theory and approximates the objective distribution to the
simplified distribution.

5 TENSOR POWER ITERATION

The MTT-R1TA equivalence allows us to borrow R1TA algo-
rithms for MTT, as summarized in the flow chart in Fig. 2.
One of the most popular algorithms for solving R1TA is the
tensor power iteration algorithm [21], which was derived as
the least squares solution to the R1TA problem.
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Algorithm 1 Tensor power iteration with `1 unit norm

1: Input: K-th order tensor A ∈ RJ1×J2×···×JK .
2: Output: `1 unit norm vectors x(1), . . . , x(K).
3: Initialize x(1)(0), . . . , x(K)(0)

4: n = 0
5: repeat
6: x̂(1)(n+1) =

(
A×2 x(2)(n) · · · ×K x(K)(n)

)
◦ x(1)(n)

7: x(1)(n+1) = x̂(1)(n+1)/∥∥x̂(1)(n+1)
∥∥

1

8:
...

9: x̂(r)(n+1) =
(
A. . .×r−1x(r−1)(n+1)×r+1x(r+1)(n). . .×K x(K)(n)

)
◦

x(r)(n)

10: x(r)(n+1) = x̂(r)(n+1)/∥∥x̂(r)(n+1)
∥∥

1

11:
...

12: x̂(K)(n+1) =
(
A×1 x(1)(n+1). . .×K−1 x(K−1)(n+1)

)
◦ x(K)(n)

13: x(K)(n+1) = x̂(K)(n+1)/∥∥x̂(K)(n+1)
∥∥

1

14: n = n+ 1
15: until convergence
16: return x(k) = x(k)(n), k = 1, 2, . . . ,K

The original tensor power iteration algorithm cannot be
directly applied to the R1TA formulation because the con-
straints are different. In the following, we first describe an `1
unit norm tensor power iteration algorithm for solving the
optimization (15), and then design a power iteration solution
for the optimization (10) with row/column constraints (6).

5.1 `1 Unit Norm Power Iteration

We assume all tensor elements aj1:jK and the approximation
vectors x(k), k = 1, 2, . . . ,K, are non-negative. Thus, the
optimization (15) with the `1 norm constraint is formulated
as

max
X

g(X) = max
X

∑
J
aj1:jKx

(1)
j1
x

(2)
j2
. . . x

(K)
jK

, (18)

s.t.



∑
jk

x
(k)
jk

= 1, k = 1, 2, . . . ,K.

0 ≤ x(k)
jk
≤ 1, k = 1, 2, . . . ,K.

jk = 1, 2, . . . , J.

(19)

A block-update iteration algorithm is proposed. Each
block x(k) is updated in turn. Denote the vector x(k) after the
n-th iteration as x(k)(n) with elements x(k)(n)

jk
. The iteration

for block x(1)(n) is

x
(1)(n+1)
j1

=
x

(1)(n)
j1

C(1)(n)

∑
J\{j1}

aj1:jKx
(2)(n)
j2

. . . x
(K)(n)
jK

, (20)

where C(1)(n) =
∑
J
aj1:jKx

(1)(n)
j1

. . . x
(K)(n)
jK

is the `1 normal-

ization factor. The iterations of other block vectors x(k)(k 6=
1) have similar formulations as in Eq. (20). The complete ten-
sor power iteration solution for optimization (18) is shown
in Algorithm 1.

The power iteration algorithm for classic R1TA can be
derived as the least squares solution [21], [44], which has
been proved to be convergent. Our `1 unit norm version
is inspired by and similar to that proposed in [23]. In the

following, we prove its convergence property. First, we have
the following proposition:

Proposition 1: For an iteration in (20), we have

g(x(1)(n+1), x(2)(n), . . . , x(K)(n))

≥ g(x(1)(n), x(2)(n), . . . , x(K)(n)).
(21)

Proof. We first make two auxiliary vectors w =
(w1, . . . , wJ1)T and u = (u1, . . . , uJ1)T by

wj1 =
∑

J\{j1}
aj1:jKx

(2)(n)
j2

. . . x
(K)(n)
jK

,

uj1 =
√
x

(1)(n)
j1

.

(22)

With above notations, the objective in the optimiza-
tion (18) is computed as

g(x(1)(n), x(2)(n), . . . , x(K)(n))

=
∑
J
aj1:jKuj1uj1x

(2)(n)
j2

. . . x
(K)(n)
jK

= 〈u,u ◦w〉 ,

(23)

where “〈·〉” denote the inner product. With the norm con-
straint ‖u‖22 =

∥∥x(1)(n)
∥∥

1
= 1, the Cauchy-Schwarz inequal-

ity gives

g(x(1)(n), x(2)(n), . . . , x(K)(n)) = 〈u,u ◦w〉
≤ |u| |u ◦w|
= |u ◦w| .

(24)

With the iteration formulation (20), there is

g(x(1)(n+1), x(2)(n), . . . , x(K)(n))

= 〈x(1)(n+1),w〉

=
1

C(1)(n)
〈x(1)(n) ◦w,w〉

=
1

C(1)(n)
〈u ◦w,u ◦w〉

=
|u ◦w|2

g
(
x(1)(n), x(2)(n), . . . , x(K)(n)

) .
(25)

The inequality (21) is proved by combining formulation (24)
and (25). Suppose that the maximum value across the tensor
elements is aj∗1 :j∗K

, the maximum of the optimization objec-
tive in (18) is not larger than aj∗1 :j∗K

. Therefore, the objective
is bounded. �

The convergence proofs for the other block iterations
have similar derivations and are therefore skipped. Since
each iteration update leads to a better score, the proposed
algorithm converges.

5.2 Row/Column `1 Unit Norm Power Iteration

The power iteration in Algorithm 1 deals with `1 unit norm
constraints. However, the MDA optimization (1) requests
row/column `1 unit norm constraints. To solve this con-
strained optimization problem in MDA, we design a new
power iteration algorithm, listed as Algorithm 2, which
extends Algorithm 1 with different normalization steps.
Specifically, the new power iteration solution uses the same
block iteration as Algorithm 1 by using different normal-
ization step to accommodate the row/column `1 unit norm
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Algorithm 2 Tensor power iteration with row/column `1 unit
norm

1: Input: the affinity tensor A : aj1:jK .
2: Output: assignment matrices X(1), . . . ,X(K).

3: Initialize x(1), . . . , x(K)

4: repeat
5: for k = 1, . . . ,K do
6: for jk = 1, . . . , Jk do

7: x
(k)
jk

= x
(k)
jk

∑
J\{jk}

aj1:jKx
(1)
j1
. . . x

(K)
jK

.

8: end for
9: repeat

10: for ik−1 = 1, . . . , I do

11: C =
∑

ik
x

(k)
ik−1ik

12: x
(k)
ik−1ik

= x
(k)
ik−1ik

/C, ik = 1, 2, · · · , I
13: end for

14: for ik = 1, . . . , I do

15: C =
∑

ik−1
x

(k)
ik−1ik

16: x
(k)
ik−1ik

= x
(k)
ik−1ik

/C, ik−1 = 1, 2, · · · , I
17: end for
18: until convergence
19: end for
20: until convergence or maximum number of iterations
21: Reshape x(k) to X(k), k = 1, 2, . . . ,K
22: Discretize X(k), k = 1, 2, . . . ,K, using the Hungarian algorithm

23: return X(k), k = 1, 2, . . . ,K

constraint. With the alternative row and column normal-
ization, a local assignment matrix converges to a doubly
stochastic matrix according to the Sinkhorn’s theorem [52].
The last step in Algorithm 2 is the Hungarian assignment to
discretize the assignment variables.

Unfortunately, we currently can not give the convergence
proof for Algorithm 2. The difficulty is caused by the alter-
native column and row normalization, which is presented as
line 9∼18 in Algorithm 2. The repeated column/row normal-
izations complicate the solution. Though no theoretical proof
is available, the optimization objective appears to converge
in all the experimental validations, which will be detailed in
the experiments.

There are several important observations to be made about
the proposed algorithm. Firstly, the hard assignment in the
original MDA task is relaxed into the soft assignment in the
R1TA formulation. The real valued R1TA solution can be
interpreted as a set of association probabilities. Secondly, the
association ambiguity still exists, but it is reduced during the
proposed power iteration. Finally, the key iteration in the Al-
gorithm 2 is step 7, in which a local association decision x(k)

jk
is influenced by all the possible global trajectories passing
through x(k)

jk
. A benefit of such an iteration is the encoding of

the powerful high order information carried by the trajectory
affinities. Such high order information provides more dis-
criminative semantic support than its pairwise counterpart.

6 APPLICATION TO MULTI-TARGET TRACKING

To apply the proposed R1TA algorithms for MTT, several
components need to be defined, including hypothesis gener-

TABLE 2
Symbols in MTT

Symbols Meaning

o(k)
i i−th target in the k−th frame

a(k)
i ,p(k)

i , t
(k)
i Appearance, position and time of o(k)

i

τi :{o(si)
i , ..., o(ei)

i } A tracklet hypothesis
τ0(τ∞) The virtual source (sink) tracklet

xij
The soft association value

between τi and τj

t
(si)
i (t

(ei)
i ) The start (end) time of τi

z(k)
i =p(k)

i −p(k−1)
i The velocity of τi at frame k

T :{τ1, τ2, ..., τN} The tracklet set

Ψj
i

Trajectory hypotheses passing through
local tracklet association τi → τj

Γ The set of all trajectory hypotheses
al The affinity of the l-th trajectory Γ(l)

Al
Local associations in Γ(l). For instance,
Al = {x12, x23} for Γ(l) = {τ1, τ2, τ3}

T0 Time threshold of tracklet association

ation, affinity definition, initialization and termination. This
section describes these components in details.

Before getting into details, note that some symbols used
in the following sections are listed in Table 2.

6.1 Hierarchical association framework
For the tracking application, the widely used hierarchical as-
sociation framework is applied. In the two-level associations,
raw detections are first linked into short tracklets, which are
then associated to obtain long trajectories.

In the low-level association, a batch mode is used. Each
batch contains 4∼15 frames depending on the number of
tracked targets. Any two consecutive batches contain a com-
mon frame for tracklet growing. The tensor power iteration
presented in Algorithm 2 is used in this stage.

The high-level association is different to and more difficult
than its low-level counterpart. One could imagine the basic
tracklet as the target detection and follow up the same
association used in the low-level process, yet the tracklets
are not as temporally homogeneous as the detections. This
is a known issue in high-level tracklet association.

Inspired by the tensor power iteration algorithm, we
propose a similar approach to high-level association. First,
for each tracklet all possible trajectory candidates passing
through it are counted. In this way, we can obtain all tra-
jectory candidates and compute the affinity tensor. Second,
for each tracklet-tracklet association candidate, we compute
the affinity summation weighted by association values of
all trajectories passing through this local association. Finally,
the alternative row and column normalization is applied to
obtain the constrained tracklet-tracklet association probabil-
ity. With the symbols presented in Table 2, the proposed
high-level tracklet association algorithm is presented as Al-
gorithm 3.

An illustration is presented in Fig. 4. In the example, there
are five real tracklets. For tracklet τ1, the forward association
set is Φ1 = {2, 3,∞}, which means τ1 can be associated with
τ2, τ3 and τ∞. In this case, the first association candidate
is Φ1(1) = 2 and the set of trajectories passing through
association τ1 → τ2 is Ψ2

1. While Ψ2
1 has three elements
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𝜏1

𝜏2

𝜏3

𝜏4

𝜏5

: Source : Sink : Target

Fig. 4. An example of high-level association. The orange
(red) square denotes the source (sink) tracklet; the colored
disk denotes the target; the solid line denotes the real tracklet
and the virtual arrow denotes the association hypothesis
between two tracklets. Best viewed in color.

{0, 1, 2,∞}, {0, 1, 2, 4,∞} and {0, 1, 2, 5,∞}. Suppose the
three trajectories have affinities as a1, a2 and a3 respectively,
then the affinity score S1 is computed as

S1 =a1x01x12x2∞ + a2x01x12x24x4∞

+ a3x01x12x25x5∞.
(26)

The scores S2 for association τ1 → τ3 and S3 for association
τ1 → τ∞ can be computed in the same way.

6.2 Hypothesis Generation

The gate strategy used in traditional approaches (e.g., [11],
[45]) for association hypothesis generation is followed. In
the low-level process, two object detections from two neigh-
bouring frames are associated as a hypothesis only if they
are spatially close to each other. In the high-level process
tracklets are associated if they are temporally close to each
other. This strategy is popular and effective for general
tracking applications where the camera is fixed and targets
possess limited spatial offsets (i.e., velocities). In our im-
plementation, a distance threshold is set to guarantee the
inclusion of all true associations, and a time threshold is
set to exclude many spurious associations. Generally, the
thresholds are application dependent.

An important issue in hypothesis generation is the man-
agement of special events, i.e., target entrance (reappear-
ance) and exit (disappearance). For handling this issue,
in each frame we include two dummy targets, a source
and a sink, to generate the appearance and disappearance
hypotheses. Each target in the previous frame associates
with the sink target in the current frame to form the dis-
appearance hypothesis, and each target in the current frame
associates with the source target in the previous frame to
construct the appearance hypothesis. In this case, the one-
to-one mapping constraint (2) does not hold for the dummy
targets.

2. The trajectory hypothesis generation has a tree structure, The sequence
of tracklets in a trajectory hypothesis form a path from the root node to the
leaf node of a trajectory tree.

Algorithm 3 High-level tracklet association

1: Input: Tracklet set T : {τ1, τ2, ..., τN}.
2: Output: Trajectory set Π.
3: Set the forward association set Φi = {∞} for τi;
4: Set the backward association set Θi = {0} for τi.
5: // Find all association candidates
6: for i = 1, . . . , N do
7: for j = 1, . . . , N do

8: if (0 < t
(sj)

j −t(ei)i < T0) then

9: Φi = Φi ∪ {j}; Θj = Θj ∪ {i}.
10: end if
11: end for
12: end for
13: // Find trajectory candidates and compute the affinities.
14: Initialize trajectory hypotheses set Γ={{0, 1}, ..., {0, N}}
15: repeat
16: for k = 1 : card(Γ) do
17: Suppose the last element in subset Γ(k) as l.
18: if l 6=∞ then
19: Grow the trajectory hypothesis Γ(k) into branches with

Φl like the tree growing2, and update Γ
20: end if
21: end for
22: until Γ can not be extended
23: Compute the affinities for all trajectory hypotheses in Γ.
24: // Power iteration solution
25: Initialize the association value xij for any two tracklets τi and

τj
26: for iter = 1 : maxiter do
27: for i = 1 : N do
28: Sj = 0, j = 1, 2, ..., N // initialization
29: for k = 1 : card(Φi) do
30: Suppose j = Φi(k), then the affinity score Sj is defined

as Sj =
∑

Γ(l)∈Ψ
j
i

al ×
∏

xef∈Al

xef

31: end for
32: xij =

Sj∑
j Sj

, j = 1, 2, ..., N

33: end for
34: xij =

xij∑
i xij

, i = 1, 2, ..., N

35: Alternate row/column normalization on xij to make it a
double stochastic matrix.

36: end for
37: Discretize xij to make it binary matrix.
38: If xij = 1, tracklets τi and τj are linked together. In this way,

we get the final long trajectory.

6.3 Affinity Computation

The proposed high-order association framework can be ap-
plied to various kinds of affinity models, as is shown in the
experiments. Different affinity models are designed in the
two-stage associations and depending on the applications.

6.3.1 Low-level Association Affinity

In the low-level association, two kinds of models are ap-
plied: the snake-based model and the constant-velocity
model, to compute the affinity of the tracklet hypotheses.

For a tracklet hypothesis τ : {o(0)
i0
,o(1)
i1
. . . ,o(K)

iK
}, its affin-

ity is ci0:iK , and the velocity of τ at frame k is represented
as z(k)

ik−1ik
∈ R2 (i.e., z(k)

ik−1ik
= p(k)

ik
− p(k−1)

ik−1
).

(1) The snake-based affinity, which has been applied for
point set tracking in [16], encourages small and smooth
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motion up to the second order as defined below:

ci0:iK =E0−
K∑
k=1

∣∣z(k)
ik−1ik

∣∣− αK−1∑
k=1

∣∣z(k+1)
ikik+1

− z(k)
ik−1ik

∣∣, (27)

where α is the weighting parameter and E0 is a constant
to keep the affinities positive. The first component measures
the total spatial offsets of the consecutive target detections
and penalizes any large jump in position between two tar-
gets. The second component measures the velocity variation
of the targets at two successive frames.
(2) The constant velocity affinity, which measures the
motion similarity between consecutive velocity vectors, is
computed according to (28),

ci0:iK =

K−1∏
k=1

exp

(
〈z(k)
ik−1ik

, z(k+1)
ikik+1

〉∣∣z(k)
ik−1ik

∣∣∣∣z(k+1)
ikik+1

∣∣+
2
∣∣z(k)
ik−1ik

∣∣∣∣z(k+1)
ikik+1

∣∣∣∣z(k)
ik−1ik

∣∣2 +
∣∣z(k+1)
ikik+1

∣∣2
)
,

(28)

where the exponential operation ensures that the affinity
value is positive. The two components represent respectively
the orientation consistency and the magnitude consistency
between two neighbor velocities. A similar model is em-
ployed in [49] for point set tracking.

6.3.2 High-level Association Affinity

For a trajectory hypothesis Γ(l) : {τ1, τ2, ..., τM} where
τi, τi+1(1 ≤ i < M) are the sequential tracklets, the local
association affinity si between consecutive tracklets τi and
τi+1 is defined by

si = (sai + sdi) sti, (29)

where sai, sdi and sti are the appearance affinity, spatial
(distance) affinity and temporal affinity respectively. The
three items are defined as

sai =
∑

b
min

(
hib, h

i+1
b

)
sdi =

1

2
exp


∣∣∣p(si+1)
i+1 − p(ei)

i −∆tz
(ei)
ii

∣∣∣2
−2
∣∣∣z(ei)
ii

∣∣∣2


+
1

2
exp


∣∣∣p(si+1)
i+1 − p(ei)

i −∆tz
(si+1)
i+1i+1

∣∣∣2
−2
∣∣∣z(si+1)
i+1i+1

∣∣∣2
 ,

sti =

{
exp(−∆t

T0
), if 0 < ∆t < T0

0, otherwise

(30)

In (30), hib (hi+1
b ) is the value in the b-th bin of the average

color histogram of the tracklet τi (τi+1), ∆t = t
(si+1)
i+1 − t(ei)i

is the time gap between τi and τi+1, and T0 is the temporal
threshold for possible tracklet associations.

Given the pairwise tracklet-tracklet association affin-
ity (29), the affinity of the trajectory Γ(l) is defined by
al =

∑M−1
i=1 si. Note that other kinds of high-order affinities

can be explored too. An affinity design is good if the better
the association, the higher the affinity value. The main focus
of this paper is to introduce the R1TA based MIT framework.
Further exploration of possible affinities is left to future

work.

6.4 Initialization and Termination

Since the MDA problem is in general NP-hard, the tensor
power iteration algorithms can not guarantee a global op-
timum. Different initial points may lead to different local
solutions. The best initial solution may be application depen-
dent. This paper focusses on general MTT problems without
the prior information. A uniform initialization is employed.
Specifically, for a target with M association candidates, the
probabilities for associating with them are initially all set at
the same value, 1/M .

Other initialization schemes such as the weighted initial-
ization, where the more plausible candidates for association
are given higher initial value, could be used. A robust
method for the local optimization is to start the iteration
from multiple initial points, then select the one with the best
convergence value. In the experiments, only the uniform ini-
tialization scheme is applied. This simple strategy produces
promising results.

The optimization iteration is terminated when the pre-
defined maximum number of iterations (set to 100 for all
the experiments) is reached. Finally, the solution given by
tensor power iteration is real valued. It must be binarized
to meet the binary assignment constraints. To resolve the
conflicts between different local association candidates, the
real valued solutions is treated as the costs of corresponding
association candidates and formulate them into a bipartite
graph matching problem. Then, we apply the Hungarian
algorithm to obtain the binary output.

7 EXPERIMENTS

To validate the effectiveness of the tensor approximation
based tracking framework, a series of experiments are per-
formed on diverse and challenging datasets. In this section,
we first evaluate the performance on data association using
point set and small target datasets. Then, the two-level track-
ing framework is validated with the pedestrian sequences.

7.1 Sequences

In the experiments, the proposed algorithm is validated
on various challenging video sequences. In particular, the
Columbus Large Image Format (CLIF) dataset [1], the PSU
dataset [26] and the Similar Multi-object Tracking (SMTT)
dataset [22] are used to evaluate the effectiveness of multi-
target association. The CLIF sequences are wide area aerial
images, which portray high-speed and crowded traffic sce-
narios. Three CLIF sequences, namely CLIF-1, CLIF-2 and
CLIF-3, each with 100 frames, are used in the experiments.
The vehicle targets are acquired via background subtrac-
tion and object detection. Details can be found in [51].
The PSU dataset includes six sequences in two subsets:
PSU-dense and PSU-sparse, which are the trajectories from
pedestrians walking in an atrium. Both PSU-sparse and PSU-
dense contain three different frame-rate sequences. The last
number in each sequence name denotes the frame rate (e.g.,
‘3’ in ‘PSU-dense 3’). The SMTT dataset consists of eight
videos in which the targets have similar appearances. In
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TABLE 3
Statistics of datasets used in the experiments

Dataset. #seq. #targets fps Motion Detection
name tested per seq. pattern quality
CLIF 3 100 ∼ 300 2 very fast noisy
PSU 6 3 ∼ 30 1 ∼ 3 fast clean

SMTT 3 5 ∼ 40 high moderate noisy
Pedestrian 13 5 ∼ 40 high moderate noisy
KITTI-Car 29 5 ∼ 100 high fast noisy

the experiments three sequences with many objects, namely
seagulls, balls and crowd, were chosen as test data.

Multi-target tracking is explored in pedestrian and car
tracking datasets. The pedestrian datasets include the
PETS09 S2L1 and TUD-Stadtmitte sequences, as well as the
widely used 2D MOT 2015 benchmark [32]. The KITTI-Car
benchmark [27] contains 29 test sequences with complicated
traffic scenarios.

All these datasets are challenging due to factors such
as crowded scenarios, weak or unavailable appearance in-
formation, low frame-rate and/or fast motion and noisy
object detections. An overview of these sequences is given
in Table 3.

7.2 Trackers and Evaluation Metrics

In the evaluation, we compare the proposed approach with
several state-of-the-art MTT trackers including the ICM
tracker [16], the Network-Flow tracker [41] and the IHTLS
tracker [22].

The same affinity representation is used in both our ap-
proach and the ICM tracker. The snake-based affinity is used
for the PSU dataset, the SMTT dataset and the pedestrian
dataset, and the constant velocity affinity is used in the
CLIF tracking. The Network-Flow tracker and the IHTLS
tracker make use of their default affinities. The parameters
E0 and α in the snake-based affinity are set to 1000 and 0.5
respectively. In the low-level association, a batch size of 6
frames is chosen in both our approach and the ICM tracker
for the CLIF and the PSU sequences. A batch size of 10 is
chosen for the SMTT and pedestrian sequences.

Three sets of evaluation metrics are used in the experi-
ments. First, the correct match percentage Pc and the wrong
match percentage Pw are used to evaluate the low-level asso-
ciation performance2. The Pc and Pw are defined as

Pc=100×
∑
k cm(k)∑
k gt(k)

, Pw=100×
∑
k wm(k)∑
k gt(k)

, (31)

where cm(k) and wm(k) represent respectively the numbers
of correct and wrong (i.e., ID switch) associations in the k-
th frame, and gt(k) denotes the ground truth association
number in the same frame.

The two other sets of metrics are applied to evaluate
pedestrian tracking performance. The first set is the CLEAR
MOT metric [9]. The second set of metrics [34] evaluates
the numbers of mostly/partially tracked (MT/PT), mostly

2. The two metrics are not fully dependent on each other and the sum of
Pc and Pw is not exactly 1, as shown in the experiments. This is attributed
to the noisy false positives. In addition, the missing associations are not
counted here.

lost (ML) trajectories, numbers of fragments (Frag) and ID
switches

7.3 Multi-target Association

The quantitative association results of the four approaches
on the CLIF, PSU and SMTT datasets are presented in
Table 4. It can be seen that our approach performs the best
among the four trackers on almost all sequences, followed
by the ICM tracker. Overall, all trackers perform weakly
on the complex sequences, such as the crowded CLIF, PSU-
dense and the low frame-rate PSU-dense 1 and PSU-sparse
1. This is not a surprise since there exist large association
ambiguities in crowded and/or fast motion scenarios.

Aside from achieving the best performances in most se-
quences, our algorithm has a notably high performance on
the CLIF dataset. This is attributed mainly to its capability
to effectively encode high order motion information, which
is very important for wide area aerial-borne videos where
vehicles are small and hardly distinguishable from each
other. It is observed that our method performs worse on
CLIF-3 than on the other two sequences. This is attributed to
poor vehicle detection, such as frequent missing detections
and false positives. The raw detection and frame-between
association results can be seen in the supplementary files.

The ICM tracker uses a block update strategy like ours and
has a performance level closest to ours. The two approaches
take the similar block update strategy. The ICM tracker
iterates its association solution with binary values using the
Hungarian algorithm, while our approach searches for a
solution in a relaxed real valued domain with tensor power
iteration. The real valued tensor power iteration avoids hard
decisions, which may introduce association errors in the very
early stages, as in the ICM algorithm. Furthermore, it is
observed that the performance gap between our approach
and the ICM tracker is larger on the difficult sequences, such
as PSU-dense 1 and PSU-sparse 1, than on the easy ones.
This observation demonstrates that the proposed approach
can alleviate the association ambiguity efficiently.

IHTLS follows the hierarchical association strategy. A
double threshold local association is applied in the low-level
processing stage. The double threshold association yields
a favourable performance in the sparse or slow motion
scenarios, where the association ambiguities are small and
the associations are reliable. In contrast, in fast motion and
crowded scenes, the double threshold association is insuf-
ficient. As for the Network-Flow algorithm, the pairwise
association cost limits its success in complex applications
such as crowded and high-speed scenarios.

Some qualitative association results of all four algorithms
on the PSU sequence are presented in Fig. 5. Our approach
performs the best with the fewest mismatches. The Network-
Flow algorithm generates some disordered local associa-
tions, due to the lack of high order motion information.
There are numerous isolated targets in the trajectories pro-
duced by IHTLS. These may be attributed to the somewhat
inflexible association decision, such as the double threshold
strategy used in IHTLS.

The association performances of all algorithms on a CLIF
sequence are shown in Fig. 6, where the between-frame
association results are presented. It can be seen that the
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Network-Flow (221) IHTLS (168) ICM (70) Proposed (29)

Fig. 5. Association results on one episode (20 frames) in PSU-dense-1. Numbers of mismatches are listed on the side of the
corresponding algorithms. All trajectories are color-coded with respect to the ground truth. Edges of good trajectories appear
in the same color.

TABLE 4
Quantitative evaluation of MTT algorithms (%).

Correct match percentage Wrong match percentage
Flow IHTLS ICM Ours Flow IHTLS ICM Ours

CLIF
CLIF-1 54.60 11.50 71.10 85.54 45.24 39.37 28.77 14.87
CLIF-2 60.83 31.10 57.93 81.29 37.53 25.78 43.69 22.76
CLIF-3 55.16 13.83 65.68 74.71 44.33 14.60 35.49 25.15

PSU

PSU-sparse 1 94.57 88.22 98.87 99.45 5.43 6.54 0.97 0.50
PSU-sparse 2 99.72 97.55 99.97 99.99 0.28 1.13 0.01 0.00
PSU-sparse 3 99.96 98.57 99.95 99.99 0.04 0.70 0.00 0.00
PSU-dense 1 78.65 71.23 93.63 96.98 21.35 20.78 6.26 3.01
PSU-dense 2 98.64 94.66 99.74 99.78 1.36 3.99 0.24 0.20
PSU-dense 3 99.77 96.78 99.91 99.94 0.23 1.90 0.08 0.05

SMTT
balls 98.75 98.66 99.91 100.0 1.21 0.33 0.07 0.00

seagulls 95.79 99.76 99.94 99.96 4.14 0.15 0.00 0.00
crowd 99.11 99.83 99.98 99.99 0.89 0.16 0.01 0.01

scenario is very challenging, because of the large number
of targets, the noisy vehicle detections and the crowded and
similar target distractions. The proposed approach obtains
the best performance with the fewest mismatches and the
most correct matches. By contrast, other trackers have many
missing associations.

7.4 Multi-target Tracking

Multiple object tracking is performed with hierarchical data
associations, followed by the post-process such as iso-
lated target filtering and trajectory smoothing3. The pro-
posed tracking approach is validated on two different tasks,
namely pedestrian tracking and vehicle tracking.

First, pedestrian tracking is performed on two sequences,
PETS09 S2L1 and TUD-Stadtmitte. The pedestrian detection
results in [59], [60] are used as the association inputs. For

3. Finally, short trajectories with less than 5 instances are removed. The
remaining trajectories are smoothed with spline fitting.

TABLE 5
Tracking results on PETS09 S2L1

Tracker Rec Prec TA TP MT PT Frag IDS
[59] 91.8 99.0 - - 89.5 10.5 9 0
[41] 94.0 97.4 88.9 80.9 89.5 10.5 13 10
[22] 96.3 92.7 85.4 86.5 94.7 5.3 49 16
[16] 97.2 97.4 93.5 83.2 94.7 5.3 21 12
Ours 98.2 98.3 96.0 82.0 100.0 0.00 6 2

comparison, their tracking results are listed in the experi-
ments. T0 in (30) is set as 30 for both sequences. Tracklets
with large time gaps are not linked because such associations
are likely to be erroneous. In the comparison, the ICM
tracker takes the same settings used in our approach. The
Network-Flow tracker and the IHTLS tracker take their
default settings used for pedestrian tracking. Quantitative
results are presented in Table 5 and Table 6. It can be seen
that the proposed tracking approach achieves the best results
overall.

The results of the proposed tracker on two pedestrian
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(a) Network-Flow tracker, mismatch = 23

(b) IHTLS tracker, mismatch = 12

(c) ICM tracker,mismatch = 9

(d) Proposed tracker, mismatch = 3

Fig. 6. Association results between two neighbor CLIF
frames (only a small section is shown for better visualization).
White (black) rectangles denote the vehicle detections in
the current (last) frame, red and blue lines represent the
associations on two opposed directions.

TABLE 6
Tracking results on TUD-Stadtmitte

Tracker Rec Prec TA TP MT PT Frag IDS
[60] 87.0 96.7 - - 70.0 30.0 1 0
[41] 83.8 96.5 75.9 82.6 80.0 20.0 10 8
[22] 83.6 93.2 69.8 83.7 60 40 15 13
[16] 84.6 97.9 78.7 86.6 80 20 7 3
Ours 86.2 99.9 84.8 89.6 70.0 30.0 4 1

sequences are shown in Fig. 7. Object tracking for the two
sequences is difficult because of frequent target interactions
such as crossings and collisions, as well as the crowded
scenarios. It can be seen that our approach yields excellent
results for both pedestrian tracking sequences. More results
can be seen in the supplemental videos.

The proposed tracker is evaluated on the 2D MOT 2015
benchmark [32]. We compare the proposed algorithm with

the Network Flow approach [41], the ITHLS tracker [22], the
CEM tracker [37], the DCO tracker [38], the SiamaeseCNN
tracker [31] and the RNN based tracker [36]. The results are
presented in Table 7. Generally, the SiameseCNN tracker has
the best performance. Note that it applies the deep neural
network for learning the discriminative affinity model. Our
approach takes the second place with the plain affinity
model based on motion, temporal and appearance informa-
tion.

The pedestrian datasets are very different from the PSU
and CLIF sequences. With the noisy pedestrian detection
output and slow target motion, the high order motion
representation is affected by errors. In this case the hight
order affinity model is not much powerful as that used in the
PSU and CLIF datasets. Further, the pedestrian targets have
larger spatial occupancy than points and vehicles in CLIF,
and the appearance features of the pedestrian detections
are much more discriminative. The methods with elabo-
rate pairwise affinity models computed on discriminative
appearances achieve good performance.

The proposed algorithm is tested on car tracking using
the KITTI-Car benchmark [27], which consists of 21 training
sequences and 29 test sequences. The proposed algorithm is
compared with the Network Flow approach [41], the CEM
tracker, the DCO tracker, the modeSSP* tracker [33] and the
LP-SSVM tracker [57]. In the implementation, the regionlet
detection is used as the association input. The results are
presented in Table 8. It can be seen that the LP-SSVM
tracker has the best performance, while our algorithm has a
result comparable with that of the modeSSP* tracker in this
evaluation. The LP-SSVM tracker extends the min-cost flow
tracking framework with two improvements, which are the
introduction of the contextual interaction and the tracking
parameter learning. Generally, the LP-SSVM tracking shows
the importance of the tracking parameter learning which
depends on similar scenario training.

For the two benchmarks, our approach has a much better
result on the KITTI-Car than on the 2D MOT 2015. The
underlying reason is that the car target has much faster
and more constrained motion pattern, and thus the designed
high order affinity is much more powerful and effective for
the association task.

7.5 Algorithm analysis

Convergence analysis: To study the convergence property
of the proposed iterative solution. It is shown how the
optimization energy evolves over iterations in Fig. 8. It can
be seen that the energy has been improved consistently
along the iterations.

We also present how the association performance varies
along with the optimization energy objective; the result on
the PSU-dense 1 is presented in Fig. 9. It can be seen that
the total association energy (i.e., f ) steadily climbs to a
stable value, while the algorithm obtains better association
results with more iterations. Furthermore, it illustrates that
the snake-based affinity used in the PSU datasets is well
designed.

Affinity design: The affinity model plays a fundamental
role in the association, and our approach has the flexibility
to explore different kinds of high order affinities. In this
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Fig. 7. Tracking results of our approach on two pedestrian sequences. Top: PETS09 S2L1, Bottom: TUD-Stadtmitte.

TABLE 7
Tracking results on 2D MOT 2015

Tracker MOTA IDF1 MT ML FP FN IDS Frag Hz
DP NMS [41] 14.5 19.7 6.0% 40.8% 13171 34814 4537 3090 444.8
ITHLS [22] 18.2 0.0 2.8% 54.8% 8780 40130 1148 2132 2.7
CEM [37] 19.3 0.0 8.5% 46.5% 14180 34591 813 1023 1.1
DCO [38] 19.6 31.5 5.1% 54.9% 10652 38232 521 819 0.3
SiameseCNN [31] 29.0 34.3 8.5% 48.4% 5160 37798 639 1316 52.8
RNN LSTM [36] 19.0 17.1 5.5% 45.6% 11578 36706 1490 2081 165.2
Ours 24.3 24.1 5.5% 46.6% 6664 38582 1271 1304 24.0

TABLE 8
Tracking results on KITTI-Car

Tracker MOTA MOTP MT ML FP FN IDS Frag Runtime Environment
DP MCF [41] 38.33 78.41 18.00% 36.15% 70 18425 2716 3225 0.01s 1 core @ 2.5 Ghz (python)
CEM [37] 51.94 77.11 20.00% 31.54% 807 15598 125 396 0.09s 1 core @ > 3.5 Ghz (Matlab + C/C++)
DCO [38] 37.28 74.36 15.54% 30.92% 4458 16891 220 612 0.03s 1 core @ > 3.5 Ghz (Matlab + C/C++)
modeSSP* [31] 72.69 78.75 48.77% 8.77% 1918 7360 114 858 0.01s 1 core @ 2.7 Ghz (Python)
LP-SSVM* [57] 77.63 77.80 56.31% 8.46% 1239 6393 62 539 0.02s 1 core @ 2.5 Ghz (Matlab + C/C++)
Ours 71.18 79.15 47.85% 11.69% 1915 7579 418 947 0.04s 1 core @ 2.5 Ghz (Matlab + C/C++)

Fig. 8. The energy variation curves of the proposed iterative solution on different sequences.

work, we adopt different affinities to accommodate different
scenarios. Two kinds of affinities are applied in the low-level
associations.

The performance of two proposed affinities is tested on

three datasets to validate the impacts of the affinity model.
The results are presented in Table 9. It can be seen that
the two affinities have different performances across the se-
quences. The constant velocity affinity performs well on the



15

Fig. 9. The total affinity (left) and performances (right) versus
the number of iterations for one batch in the PSU dataset.

CLIF sequences but not on other sequences. The underlying
reason for the affinity design is that, in the high-way traffic
application, cars follow very consistent motion patterns, so
we make use of the highly constrained constant-velocity
model. While in the moderate speed and unrestricted sce-
narios, the flexible snake-based model is appropriate since
it balances the spatial proximity and motion smoothness.

Detection dependence: Target detection is the base of the
tracking-by-detection algorithm. The false positive, missing
and noisy detections may bring a lot of association ambigui-
ties. For one thing, the better the detection output, the better
the association performance of our approach. For another,
the association results give the feedback for the detection
refinement. In our approach, several strategies are employed
to advance the detection and association performance. First,
short tracks are filtered out to reduce the false positives.
Second, the short-term target missing can be re-detected by
temporal prediction in the final tracklet association. Finally,
the spline fitting is applied to smooth the trajectories.

Our association can greatly refine the raw detection, as
can be observed from Table 5, Table 6 and Table 8. In these
experiments, all the algorithms have the same raw detec-
tions as the association input. On the detection precision
and tracking precision metrics which evaluate the detection
accuracy of the trajectories, our approach achieves very
promising results. Since the proposed hierarchical associ-
ation amends the detection, reducing false alarms by the
iterative optimization and smoothing the detections with
fitting.

Running time: The computation time depends on the
number of high-order trajectory hypotheses. For instance, for
a batch of K+1 frames, each frame has N targets and every
target has M association candidates in the next frame. In
this case, there are a total of NMK trajectory hypotheses. If
the solution is iterated L times, the computation complexity
of one batch association is O(LK2NMK). Generally, the
running time fluctuates in applications. In the experiments,
the iteration number of the solution is set to 100 for all the
sequences, and the running time of the proposed approach
in the low-level association are presented in Table 10.

Generally, our approach runs faster than the ICM tracker,
especially for the crowded sequences such as PSU-dense 1,
AVG-Center and the crowd. The main computations in the
ICM tracker are the iterative pairwise assignment optimiza-
tion and the repeated global trajectory search.

8 CONCLUSION

This work focusses on the high-order data association opti-
mization without pairwise relaxations. The main contribu-
tions are concluded from several aspects. First, we bridge
the tensor algebra and MDA optimization by using the
close relationship between the rank-1 tensor approximation
(R1TA) and the MDA optimization. Second, an l1 norm
constraint tensor power iteration solution is proposed. The
convergence of the R1TA problem is studied. We further
put forward the row/column constrained power iteration
solution for the MDA task. Finally, the proposed multi-
frame data association solution is extended to the high-level
association where tracklets are not temporally aligned.

The effectiveness of the proposed algorithm is validated
using various datasets, ranging from the point set asso-
ciation, similar target association to crowded pedestrian
and car tracking. Generally, our solution yields remarkable
performances, especially for the fast and textureless target
motion where large association ambiguities exists. It mainly
attributes to two important benefits in the proposed al-
gorithm: the high order association affinity and the soft
iteration solution. Even with simple hand-crafted features,
the proposed approach has favourable performance on the
pedestrian and car tracking. In future work, we will inves-
tigate different high-order association affinities in the R1TA
framework, for example, the feature learning based on the
deep neural network.
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