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Introduction

In novels and literary works, authors define coherent segments by means of sections and chapters. This improves readability for human readers, providing transition cues for breaks in the story.

Research question: Can we automatically identify natural break points in the text?
We address the task of chapter boundary identification as a proxy for the task of large-scale text segmentation.

Dataset: 9k English fiction books from the project Gutenberg corpus

Evaluation metrics:
1. $P_k$: A penalty is computed based on whether two ends of a sliding window are in the same segment in prediction and G.T.
2. WindowDiff (WD): A penalty is computed based on the number of breaks in the window, from prediction and G.T.
3. F1 score: For exact break prediction

Local Segmentation Methods

Weighted Overlap Cut

Motivation: Chapters are relatively self-contained in terms of the words that they use.

Technique: For each potential break point, compute its density as the sum of counts of common lemmas across the boundary, weighted by their distance from the break point. We expect break points to appear as local minima in the density graph.

Global Segmentation

Motivation: With the local segmentation approaches, the model can place two breaks very close to each other, when realistically, chapter breaks are spaced fairly apart in practice.

Technique: We use a dynamic programming approach to focus on both: predicting high probability break points, and keeping them equidistant.

We define the cost of inserting a break point at $n$ and $k$ breakpoints in sentences $0$ to $n - 1$ as:

$$
cost(n, k) = \min_{i \in [0:n-1]} \left( \left( 1 - \alpha \right) \frac{\text{WD}(i, k)}{L} \right) - \alpha \cdot s_n
$$

where $\alpha$ is the importance given to confidence scores, and $s_n$ is the confidence score of sentence $n$.

Results: Our best model achieves an F1 score of 0.453 on the task of exact break prediction.