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NNs Are Continuously Evolving!

Certified Robustness Transfer (CRT)
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Training Certifiably Robust NNs Is Slow SmoothMix 18.98 0.550
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Table 1: When a pre-trained teacher (ResNet) is not

SmoothAadv (2019) 46.20X 050 available, we show that CRT can also be used to
MACER (2020) 20.86X RecNex DLA RegNet accelerate the process of acquiring one by using a
| 5017 7018 2020 smaller sized network as a proxy teacher. This speedup
SmoothMix (2021) 4.97X , ( - ) 2O1e ( | ) is achieved while preserving certified robustness.
, . , Figure 2: Certified robustness of new generation NNSs.
* Preserving certified robustness across generations of NN CRT trained NNs consistently exhibit higher

architectures using existing methods result in high

, robustness than their SmoothMix counterparts despite
computational costs.

large generation gap with teacher (ResNet).



