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Chapter 1

Introduction: Paradoxes
and Puzzels

1.1 Mathematical Paradoxes

Until recently, till the end of the 19th century, mathematical theories used to be
built in an intuitive or axiomatic way. In other words, they were based either
intuitive ideas concerning basic notions of the theory - ideas taken from the
reality - or on the properties of these notions expressed in systems of axioms.
The historical development of mathematics has shown that it is not sufficient
to base theories on an intuitive understanding of their notions only. This fact
became especially obvious in set theory. The basic concept of this theory, set, is
certainly taken from reality, for there we come across many examples of various
sets, all of which are finite. But in mathematics it is also necessary to consider
infinite sets, such as the set of all integers, the set of all rational numbers, the
set of all segments, the set of all triangles.

By a set, we mean intuitively, any collection of objects. For example, the set of
all even integers or the set of all students in a class. The objects that make up a
set are called its members (elements). Sets may themselves be members of sets
for example, the set of all sets of integers has sets as its members. Most sets are
not members of themselves; the set of all students, for example, is not a member
of itself, because the set of all students is not a student. However, there may
be sets that do belong to themselves - for example, the set of all sets. However,
a simple reasoning indicates that it is necessary to impose some limitations on
the concept of a set.

Russell, 1902 Consider the set A of all those sets X such that X is not a
member of X. Clearly, by definition, A is a member of A if and only if



A is not a member of A. So, if A is a member of A, the A is also not a
member of A; and if A is not a member of A, then A is a member of A.
In any case, A is a member of A and A is not a member of A.

This paradox arises because the concept of set was not precisely defined and
was too liberally interpreted. Russell noted the self-reference present in his
paradox (and other paradoxes, two of them stated below) and suggested that
every object must have a definite non-negative integer as its type. Then an
expression z is a member of the set y is meaningful if and only if the type of
y is one greater than the type of x. So, according to the theory of types, it is
meaningless to say that a set belongs to itself, there can not be such set A, as
stated in the Russell paradox.

The paradoxes concerning the notion of a set are called logical paradozes (anti-
nomies). Two of the most known (besides the Russell’s) logical paradozes are
Cantor and Burali-Forti antinomies. Both were stated at the end of 19th cen-
tury. The Cantor paradox involves the theory of cardinal numbers, Burali-Forti
paradox is the analogue to Cantor’s in the theory of ordinal numbers. They will
make real sense only to those already familiar with both of the theories, but we
will state them here because they do have an intuitive meaning and had very
important consequences.

The cardinal number cardX of a setX intuitively corresponds, in a case of finite
sets, to a number of elements of the set X. cardX is formally defined to be
the set of all sets Y that are equinumerous with X ( i.e., for which there a
one-to-one correspondence between X and Y'). We define cardX < cardY to
mean that X is equinumerous with a subset of Y; by cardX < cardY we mean
cardX < cardY and cardX # cardY. Cantor proved that if P(X) is the set
of all subsets of X, then cardX < cardP(X). The cardinal numbers behave
similarly to natural numbers in many cases, in particular Schroder- Berstein
proved that if cardX < cardY and cardY < cardX, then cardX = cardY .

The ordinal numbers are the numbers assigned to sets in a similar way as cardinal
numbers but they deal with ordered sets.

Cantor, 1899 Let C be the universal set - that is, the set of all sets. Now, P(C')
is a subset of C, so it follows easily that cardP(C) < cardC. On the other
hand, by Cantor theorem, cardC < cardP(C), so also cardC < cardP(C)
and by Schroder- Berstein theorem we have that cardP(C) = cardC, what
contradicts cardC < cardP(C).

Burali-Forti, 1897 Given any ordinal number, there is a still larger ordinal
number. But the ordinal number determined by the set of all ordinal
numbers is the largest ordinal number.

The approach of eliminating logical paradoxes, known as the theory of types,
was systematized and developed by Whitehead and Russell in 1910 - 1913. It
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is successful, but difficult in practice and has certain other drawbacks as well.
A different criticism of the logical paradoxes is aimed at their assumption that
the notion of a set is defined in such a way that, for every property P(z),
there exists a corresponding set of all objects x that satisfy P(z). If we reject
this assumption, then the logical paradoxes are no longer derivable. Russell’s
Paradox then simply proves that there is no set A of all sets that do not belong
to themselves; the paradoxes of Cantor and Burali-Forti show that there is no
universal set and no set that contains all ordinal numbers.

It became obvious that the paradoxes described above, as well as many similar
ones occurring in intuitive set theory cannot be avoided by referring to intuition
only. The solution looked for was to characterize the intuitive concept of set by
a suitable set of axioms. If we do so, we obtain an aziomatic set theory without
such antinomies.

The first such axiomatic set theory was invented by Zermello in 1908. However,
in 1922 Fraenkel pointed out some shortcomings of Zermello’s axiomatizations
and proposed improvements. The result is called Zermello-Frankel set theory
ZF, or ZFC, where C stands for axiom of choice. Today ZFC is the standard
form axiomatic set theory. ZFC is considered the most common foundation of
mathematics sufficient to include all actual mathematical theories.

A more radical interpretation of the paradoxes has been advocated by Brouwer
and his intuitionist school. They refuse to accept the universality of certain
basic logical laws, such as the law of excluded middle: A or not A. Such a law,
they claim, is true for finite sets, but it is invalid to extend it to all sets. It
means that the intuitionists’ view of the concept of infinite set differs from that
of most mathematicians. Intuitionists reject the idea of infinite set as a closed
whole. They look upon an infinite set as something which is constantly in a
state of formation. It means that, for example, the set of all positive integers
is not looked upon as a closed whole. It is infinite in a sense that to any given
finite set of positive integers it is always possible to add one more positive
integer. The notion of the set of all subsets of the set of all positive integers is
not regarded meaningful. Obviously, intuitionists’ view-point on the meaning
of the basic logical and set-theoretical concepts used in mathematics is different
from that of most mathematicians in their research. The basic difference lies
in the interpretation of the word exists. For example, let P(n) be a statement
in the arithmetic of positive integers. For the mathematicians the sentence the
exists m, such that P(n) is true if it can be deduced (proved) from the axioms
of arithmetic by means of classical logic. If the mathematician proves it, this
does not mean that he is able to indicate a method of construction of a positive
integer n such that P(n) holds. On the contrary, for the intuitionist the sentence
the exists n, such that P(n) is true only if he is able to construct a number n
such that P(n) is true. In the intuitionists’ universe we are justified in asserting
the existence of an object having a certain property only if we know an effective
method for constructing or finding such an object. The paradoxes are, in this
case, not derivable (or even meaningful), but so are many theorems of everyday

11



mathematics, and for this reason, intuitionism has found few converts among
mathematicians. But, because of its constructive flavor, it has found some
applications in computer science and this is the reason to discuss some of it
here. An exact exposition of the basic ideas of intuitionism is outside the range
of this book, but we will study intuitionists logic, which is a sort of reflection of
intuitionists ideas formulated in formalized deductive system.

As we can see, the axiomatic method was the first step leading to greater pre-
cision in the construction of mathematical theories. In intuitive mathematical
theories the borderline between that which is obvious and that which requires
proof is not exact. In axiomatic theories a system of primitive notions is as-
sumed which are characterized by a set of axioms. Other notions can be defined
by means of the primitive notions. All statements which are consequences of
the axioms are called theorems of the theory. All properties of any notion of
the theory which are not expressed in the axioms, require proof.

For some time this degree of exactness in the construction of theories seemed
sufficient. However, it turned out that the assumption of a consistent set of
axioms does not prevent the occurrence of another kind of paradoxes, called
semantic paradozes.

For instance, let us consider the arithmetic based on the well known system
of axioms due to Peano (to be discussed in chapter 11) and let’s consider the
following simple reasoning.

Berry, 1906 Let A denote the set of all positive integers which can be defined
in the English language by means of a sentence containing at most 1000
letters. The set A is finite since the set of all sentences containing at most
1000 letters is finite. Hence, there exist positive integers which do not
belong to A. The sentence:

n is the least positive integer which cannot be defined by means of a sen-
tence of the English language containing at most 1000 letters

contains less than 1000 letters and defines a positive integer n. Therefore n
belongs to A. On the other hand, n does not belong to A by the definition
of n. This contradicts the first statement.

It is obvious that the reason for this paradox is that in its construction we used
some notions (e.g the English language, letters, sentences) which do not belong
to pure arithmetic. Usually we do not introduce definitions like the above in
mathematics. The paradox resulted entirely from the fact that we did not say
precisely what notions and sentences belong to the arithmetic and what notions
and sentences concern the arithmetic, examined as a fix and closed deductive
system. Intuitively we conceive the arithmetic to be a set of sentences expressing
certain properties of positive integers and of other notions defined by means of
the notion of integer. For example, a sentence: for every integer n, n?> < 0
certainly belongs to arithmetic.
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On the other hand we can also talk about the arithmetic. That is, assuming
that all sentences in the arithmetic are formulated in the English language, we
can formulate sentences concerning the problem how many integers we defined
in the arithmetic by means of at most 1000 letters. However, such sentences
about the arithmetic do not belong to arithmetic. They belong to another
theory, which examines the arithmetic as a new subject of investigation. This
theory is usually called meta-arithmetic. In particular, the Berry sentence does
not belong to arithmetic; it belongs to meta-arithmetic and the paradox arises
from the luck of distinction between a theory (language) and its meta-theory
(metalanguage).

For a similar reason in well defined theory the following paradoxes can not
appear.

The Liar Paradox (Greek philosopher Eubulides of Miletus, 400 BC)
A man says: I am lying. If he is lying, then what he says is true, and so
he is not lying. If he is not lying, then what he says is not true, and so he
is lying. In any case, he is lying and he is not lying.

L6b, 1955 Let A be any sentence. Let B be a sentence: If this sentence is true,
then A. So, B asserts: If B is true then A. Now consider the following
argument: Assume B is true. Then, by B, since B is true, A is true. This
argument shows that, if B is true, then A. But this is exactly what B
asserts. Hence, B is true. Therefore, by B, since B is true, A is true. Thus
every sentence is true.

In these cases the paradox arises because the concepts of 7 I am true”, ” this
sentence is true, ” T am lying”” should not occur in the language (theory). It
belong to a metalanguage (meta-theory).

The Liar Paradox is a corrected version of a following paradox stated in antiquity
by a Cretan philosopher Epimenides, 600 BC.

Cretan ” Paradox” (The Cretan philosopher Epimenides paradox, 600 BC)

Epimenides, a Cretan said: All Cretans are liars. If what he said is true, then,
since Epimenides is a Cretan, it must be false. Hence, what he said is
false. Thus, there must be some Cretan who is not a liar.

Note that the conclusion that there must be some Cretan who is not a liar is not
logically impossible, so we do not have a genuine paradox. However, the fact
that the utterance by Epimenides of the false sentence could imply the existence
of some Cretan who is not a liar is rather unsettling.

It follows from above semantic paradozes that in order to exclude them from an
axiomatic theory, it is necessary to describe its language precisely, i.e. the set
of sentences of the theory and the set of signs used to build these sentences. In
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this way we avoid contradictions caused by a collision between the theory and
meta-theory, that is, by including meta-theoretical statements in the theory.
This inclines us to introduce still greater precision in the construction of math-
ematical (and others) theories and leads to the concept of formalized theories,
in which not only the properties of primitive notions are given in an exact way
by means of a set of axioms, but also the language of the theory is precisely
defined. The formalization of the language also gives the following advantage:
it permits us to describe precisely the logical means assumed in the theory, i.e.
to define the process of deduction precisely.

In formalized mathematical theories, e.g. in formalized arithmetic and formal-
ized set theory, the paradoxes as those mentioned above cannot be constructed.
On the other hand, a mathematician (or a computer scientist) following good in-
tuitions in every -day investigations does not reach a contradiction even though
the language of the theory and the logical means he employs are not precisely
described. This is explained by the fact that his investigations can always in
practice be repeated in a corresponding formalized theory. Thus he avoids
practical difficulties of formalized theories, the formalized language of of which
is complicated and very inconvenient in every day practice. Consequently, in
mathematical practice we build theories axiomatically but always in such a way
that they can be easily formalized, i.e. that all the reasonings can be repeated in
a corresponding formalized theory. However, the formalization of the language
and the logical means are necessary if we intend to develop the meta-theory of
a given practical theory because only in this way such important notions as the
existence of a proof of a given statement or the set of all theorems of the theory
can be precisely defined. In practical, non-formalized axiomatic theories those
notions are far from this precision.

Whatever approach one takes to the paradoxes, it is always necessary first to
examine the language of logic and mathematics or given domain of computer
science, to see what symbols may be used, to determine the way ways in which
these symbols are put together to form terms, formulas, sentences, and proofs,
and to find out what can and cannot be proved if certain axioms and rules of
inference are assumed.

This is the basic task of mathematical logic, and, until it is done, there is no
basis of talking about foundations of logic, mathematics or computer science.

This approach is already almost a century old - the first formalized theory was
built by Frege in 1891. The deep and devastating results of Godel, Tarski,
Church, Rosser, Kleene and many others followed. They created what is called
a modern mathematical logic and have earned for it its status as an independent
branch of mathematics.
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1.2 Computer Science Puzzles

Logical and semantical paradoxes have lead the mathematicians to the devel-
opment of a modern classical logic as an independent domain of mathematics.
They have also, as we could see, led to the development of the intuitionistic logic
as rival to the classical one. The classical and intuitionistic logic differ on the
interpretation of the meaning of the word exists, but also, as we will see later,
in the interpretation of logical implication, i.e. the truthfulness of the sentences
of the form if A then B is decided differently in both logics.

In 1918, an American philosopher, C.I. Lewis proposed yet another interpreta-
tion of lasting consequences, of the logical implication. In an attempt to avoid,
what some felt, the paradoxes of implication (a false sentence implies any sen-
tence) he created a modal logic. The idea was to distinguish two sorts of truth:
necessary truth and mere possible (contingent) truth. A possibly true sentence
is one which, though true, could be false.

More recently, modal logic has become much-used in computer science as a tool
for analyzing such notions as knowledge, belief, tense.

The logics other than the classical propositional or predicate logic are usually
called non-standard logics. The use of classical logic in computer science is
known, indisputable, and well established.The existence of PROLOG and Logic
Programming as a separate field of computer science is the best example of
it. But the non-standard logics have been imported into a great many areas
of computer science and, in particular into the research about the specification
and verification of programs, the analysis of behavior of distributed systems and
into almost all areas of artificial intelligence. Even in Logic Programming, once
we start to talk about logic programming programs we run immediately into
some non-standard logics.

Modal logic, for example, has been employed in form of Dynamic logic (Harel
1979) to facilitate the statement and proof of properties of programs.

Temporal Logics were created for the specification and verification of concurrent
programs Harel, Parikh, 1979, 1983), for a specification of hardware circuits
Halpern, Manna and Maszkowski, (1983), to specify and clarify the concept of
causation and its role in commonsense reasoning (Shoham, 1988).

Intuitionistic logic, in the form of Martin-Lof’s theory of types (1982), provides
a complete theory of the process of program specification, construction, and
verification. A similar theme has been developed by Constable (1971) and
Beeson (1983).

The great strength of dynamic and temporal logics relates to their expressive
power. In such systems it is possible to express properties of programs in an
elegant and natural way. This is in large part due to enriched language of such
logics over the classical predicate calculus. In the case of intuitionistic logic
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the motivation for their employment, as it was mentioned before, is different.
The proponents of intuitionistic logic and mathematics claim that constructive
mathematics is, generally, a more appropriate framework for computer science
than classical logic and mathematics.

Fuzzy logic, Many valued logics were created and developed to reasoning with
incomplete information. Most expert systems are forced to take decisions when
not all the facts pertaining to decision are available. In such context it is natural
to employ logics which, unlike classical logic, are suited to reasoning with such
incomplete information.

The development of different logics and the applications of logic to different
areas of computer science or even artificial intelligence only is beyond the scope
of our investigations.

We present some of the most known motivations (computer science puzzles),
which played a similar role in the development of the reasoning about knowl-
edge in distributed systems and artificial intelligence, as logical and semantical
paradoxes played in the development of logic and foundations of mathematics.

1.2.1 Reasoning about knowledge in distributed systems

The major complexities in designing, understanding and reasoning about dis-
tributed systems arise from the uncertainties inherent in the system, particularly
with regard to message delivery and possible faulty or unexpected behavior of
processors. A protocol must be designed (and proved) to function properly even
if it is possible for messages to be lost, for messages to arrive out of order, or
for some processor to fail. It is difficult (probably impossible) for one node to
know everything about the rest of the network. Yet we are often interested in
situations in which everyone in a group (every processor in the network) knows
a certain fact. But even the state of knowledge in which everyone knows what
everyone knows does not suffice for a number of applications. In some cases
we also need to consider the state in which simultaneously everyone knows a
fact F, everyone knows that everyone knows F, everyone knows that everyone
knows that everyone knows F, and so on. In this case it is said that the group
has common knowledge of F. The relationship between the common knowl-
edge, simultaneous agreement and coordinate action is nicely put together in
the coordinated attack problem, from the distributed system folklore.

Grey, 1978. Halpern, Moses, 1984 Two divisions of an army are camped
on two hilltops overlooking a common valley. In the valley awaits the
enemy. It is clear that if both divisions attack the enemy simultaneously
they will win the battle, whereas if only one division attacks it will be
defeated. The divisions do not initially have plans for launching an attack
on the enemy, and the commanding general of the first division wishes to
coordinate a simultaneous attack (at some time the next day). Neither
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general will decide to attack unless he is sure that the other will attack
with him. The generals can only communicate by means of a messenger.
Normally, it takes a messenger one hour to get from one encampment
to the other. However, it is possible that he will get lost in the dark or,
worst yet, be captured by the enemy. Fortunately, on this particular night,
everything goes smoothly. How long will it take them to coordinate an
attack?

Suppose the messenger sent by General A makes it to General B with a message
saying Attack at dawn. Will B attack? No, since A does not know B got the
message, and thus may not attack. So B sends the messenger back with an
acknowledgment. Suppose the messenger makes it. Will A attack? No, because
now A is worried that B does not know A got the message, so that B thinks
A may think that B did not get the original message, and thus not attack.
So A sends the messenger back with an acknowledgment. But of course, this
is not enough either. It is not difficult to be convinced that no amount of
acknowledgments sent back and forth will ever guarantee agreement. Even in
a case that the messenger succeeds in delivering the message every time. All
that is required in this (informal) reasoning is the possibility that the messenger
doesn’t succeed.

This rather convoluted reasoning was expressed formally by Halpern and Moses
in 1985 in terms of a propositional modal logic with m agents. They proved
this logic to be essentially a multi-agent version of the modal logic S5 which we
present in chapter 7.

They also showed that not only is common knowledge (formally defined!) not
attainable in systems where communication is not guaranteed, it is also not at-
tainable in systems where communication s guaranteed, as long as there is some
uncertainty in message delivery time. Thus, in practical distributed systems ,
common knowledge is not attainable. This holds for systems of communicating
humans as well as processors. What is going on here? After all, we often do
reach agreement! It was shown that common knowledge (as formally defined)
is attainable in such models of reality where we assume, for example, events
can be guaranteed to happen simultaneously. It turns also out that even we
can’t always make this assumption in practice, there are some variants of the
definition of common knowledge that are attainable under more reasonable as-
sumptions, and these variants are indistinguishable in certain cases from the
“true” common knowledge, as originally defined.. So, finally, we can prove that
in fact we often do reach agreement!

1.2.2 Reasoning in Artificial Intelligence
A key property of intelligence, one may agree, is flexibility. This flexibility is
intimately connected with the defeasible nature of commonsense inference; we

are all capable of drawing conclusions, acting on them, and then retracting them
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if necessary in the face of new evidence. If our computer programs are to act
intelligently, they will need to be similarly flexible.

A large portion of the work in artificial intelligence (AI) on reasoning or deduc-
tion involves the development of formal systems that describe this process.

The most usual example of such a flexible inference is the following flying birds
example.

Reiter, 1987 Consider a statement Birds fly. Tweety, we are told, is a bird.
From this, and the fact that birds fly, we conclude that Tweety can fly.

This conclusion, however is defeasible: Tweety may be an ostrich, a pen-
guin, a bird with a broken wing, or a bird whose feet have been set in
concrete.

The inference here is non-monotonic: on learning a new fact (that Tweety has
a broken wing), you are forced to retract your conclusion that he could fly. This
original conclusion didn’t follow logically (in a sense if classical logic) from the
facts that birds typically fly and that Tweety is a bird; it followed from these
facts together with the assumption that Tweety is a typical bird. When we learn
more about Tweety, we may discover that this assumption is unjustified.

It means, by a non-monotonic reasoning (logics) we understand reasonings (log-
ics) in which the introduction of a new information (facts) can invalidate old
theorems.

The inference described here is also called a default reasoning.

It means, by default reasoning we mean the drawing of plausible inferences from
less-then-conclusive evidence in the absence of information to the contrary.

Consider now the following example.

Moore, 1983 Consider my reason for believing that I do not have an older
brother. It is surely not that one of my parents once casually remarked,
You know, you don’t have any older brothers, nor have I pieced it together
by carefully sifting other evidence. I simply believe that if I did have an
older brother I would know about it; therefore, since I don’t know of any
older brothers of mine, I must not have any.

This type of reasoning is not a form of default reasoning at all; it rather seems
to be more like reasoning about one’s own knowledge or belief. Hence it is
called an auto-epistemic reasoning, i.e. the reasoning about one’s own beliefs or
knowledge.

The auto-epistemic reasoning is intended to model the reasoning of an ideally
rational agent reflecting upon his beliefs or knowledge. Logics which describe it
are called auto-epistemic logics.
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In addition to application to the understanding of common-sense reasoning, non-
monotonic reasoning (non-monotonic logics) has been shown to be important in
other areas. There are applications to logic programming, to planning and rea-
soning about action, and to automated diagnosis. As the formal work matures,
increasing effort is being devoted to applying the improved understanding to
the solution of practical problems.

We end this introduction by McCarthy discussion of a much used in Al puzzle
Missionaries and Cannibals, as a proof of a need of another ”stretch ” from
classical logic.

McCarthy, 1985 Consider the Missionaries and Cannibals puzzle.

Three missionaries and three cannibals come to the river. A rowboat that
seats two is available. If the cannibals ever outnumber the mission-
aries on either bank of the river, the missionaries will be eaten. How
shall they cross the river?

Obviously the puzzler is expected to devise a strategy of rowing the boat
back and forth that gets them all across and avoids the disaster.

Ammarel considered several representations of the problem and discussed
criteria, whereby the following representation is preferred for purposes of
Al because it leads to the smallest state space that must be explored to
find the solution. A state is a triple comprising the number of missionaries,
cannibals and boats on the starting bank of the river. The initial state is
331, the desired state is 000, and one solution is given by the sequence:
331, 220, 321, 300,311, 110, 221, 020, 031, 010, 021, 000.

We are not presently concerned with the heuristic of the problem but
rather with the correctness of the reasoning that goes from the English
statement of the problem to Amerel’s state space representation. A gen-
erally intelligent computer program should be able to carry out this rea-
soning. Of course, there are the well known difficulties in making com-
puters understand English, but suppose the English sentences describing
the problem have already been rather directly translated into first order
logic. The correctness of Amarel’s representation is not an ordinary logical
consequence of these sentences for two further reasons. First, nothing has
been said about the properties of boats or even the fact that rowing across
the river doesn’t change the number of missionaries or cannibals or the
capacity of the boat. Indeed it hasn’t been stated that situations change
as a result of action. These facts follow from common sense knowledge,
so let us imagine that common sense knowledge, or at least the relevant
part of it, is also expressed in first order logic.

The second reason we can’t deduce the propriety of Amarel’s representa-
tion is deeper. Imagine giving someone a problem, and after he puzzles
for a while, he suggests going upstream half a mile and crossing a bridge.
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What bridge? you say. No bridge is mentioned in the statement of the
problem. And this dunce replies, Well, they don’t say there isn’t a bridge.
You look at the English and even at the translation of the English into
first order logic, and you must admit that they don’t say there is no bridge.
So you modify the problem to exclude the bridges and pose it again, and
the dunce proposes a helicopter, and after you exclude that, he proposes
a winged horse or that the others hang onto the outside of the boat while
two row.

You now see that while a dunce, he is an inventive dunce. Despairing of
getting him to accept the problem in the proper puzzler’s spirit, you tel
him the solution. To your further annoyance, he attacks your solution on
the grounds that the boat might have a leak or lack oars. After you rectify
that omission from the statement of the problem, he suggests that a sea
monster may swim up the river and may swallow the boat. Again you are
frustrated, and you look for a mode of reasoning that will settle his hash
once and for all.

McCarthy proposes circumscription as a technique for solving his puzzle. He
argues that it is a part of common knowledge that a boat can be used to cross the
river unless there is something with it or something else prevents using it, and if
our facts do not require that there be something that prevents crossing the river,
circumscription will generate the conjecture that there isn’t. Among the various
competing approaches to model the common sense reasoning circumscription
appears to have the most advocates.

One of the serious difficulties is that the circumscription axiom itself involves a
quantification over predicates, and there is therefore a sentence in second-order
logic. Little is known about automated deduction using second-order sentences,
but on the other hand Lifschits has shown in 1987 that in some special cases
the circumscription is equivalent to a first order sentence. In this way we can
go back, in those cases, to our secure and well known classical logic.

1.3 Homework Problems

1. Write definition of logical and semantical paradox.
2. Give an example of a logical paradozx.
Give an example of a semantical paradoz.

Describe a difference between logical and semantical paradoxes.

ook W

Describe a role of paradoxes in the development of classical logic and
foundations of mathematics.

6. Write a definition os a non-standard logic.
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10.
11.
12.

Give an example of some non-standard logics.

. Describe a difference between classical and intuitionistic logic.

Give two examples of Computer Science Puzzles.
What a default reasoning is? Give an example.
What a non - monotonic reasoning is? Give an example.

What an auto-epistemic reasoning is? Give an example.
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Chapter 2

Introduction to Classical
Logic

Logic builds symbolic models of our world. It builds them in such a way as to
be able to describe formally the ways we reason in and about it. It also poses
questions about correctness of such models and develops tools to answer them.
Classical Logic was created to describe the reasoning principles of mathematics
and hence reflects the ”black” and ”white” qualities of mathematics; we expect
from mathematical theorems to be always either true or false and the reasonings
leading to them should guarantee this without any ambiguity. It hence admits
only two logical values and is sometimes called a two-valued logic.

The models we build are based on a principle that the language in which we
reason uses sentences. These sentences are built up from basic assertions about
the world using special words or phrases like "not”, ”not true” ”and”, "or”, ”
implies”, "if ..... then”, ”from the fact that .... we can deduce”, ” if and only
if” ) 7equivalent”, "every”, "for all”, 7any”, "some”,” exists”. Basically, it is the
behavior of these words we want to study. Most of these words and phrases
have accepted intuitive meanings and we want our models to formalize these
meanings. To do so we first define a notion of a symbolic language and then

define a formal meaning of its symbols, called semantics.

2

We use symbols: —, for "not”, "not true”, N for "and”, U for "or”, = for
implies” , 7if ..... then”, "from the fact that... we can deduce”, and a symbol
& for 7 if and only if”, ”"equivalent”. We call these symbols propositional con-
nectives. There are other symbols for propositional connectives and there are
other propositional connectives as well that we will introduce later.

We use symbols: a,b,c,p,r,q,..., with indices, if necessary to represent the
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basic assertions, called propositions. Hence we call the symbols a, b, ¢, p,7,q, . ..
propositional variables.

o N

We use symbols: V for "every”, ”any”, and 3 for ”some” ,” exists”. The symbols
V, 3 are called quantifiers.

Restricting our attention to the role of propositional connectives yields to what is
called propositional logic with the a propositional language and a propositional
semantics as its basic components. This is a quite simple model to justify,
describe and develop and we will devote first few chapters to it. We do it both
for its own sake, and because it provides a good background for developing and
understanding more difficult logics to follow.

Consideration and study of the role of propositional connectives and quantifiers
leads to what is called a predicate logic with its predicate language and semantics.
This is a much more complicated model and we will develop and study it in full
formality in chapters following the introduction and examination of the formal
propositional logic model.

In this chapter we provide motivation for and description of both propositional
and predicate languages, and discuss their semantics.

2.1 Propositional Language: Motivation and De-
scription

The propositional language is a quite simple symbolic language into which we
can translate (represent) natural language sentences. For example, let’s consider
a natural language sentence ” If 24-2 = 5, then 2+2 = 4”. To translate it into the
propositional language we replace ”2 + 2 = 5”7 by a propositional variable, let’s
say a, and "2 + 2 = 4” by a propositional variable b and we write a connective
= for 7if ..... then”. As a result we obtain a propositional language formula
(a = b). A sentence "If 24+ 2 # 4 and 2 + 2 = 5, then 2 + 2 = 4” translates
into a formula ((—=bNa) = b). A sentence ” fact that it is not true that at the
same time 2+ 2 = 4 and 2 + 2 = 5 implies that 2 + 2 = 4” translates into a
propositional formula (—(bNa) = b).

A formal description of symbols and the definition of the set of formulas is
called a syntaz of a symbolic language. We use the word syntax to stress that
the formulas carry neither formal meaning nor a logical value. We assign the
meaning and logical value to syntactically defined formulas in a separate step.
This next, separate step is called a semantics. A given symbolic language can
have different semantics and different semantics can define different logics.

We first describe the syntax of the propositional language. The syntax of the
predicate language is much more complex and will be defined later.

The smallest ”building blocks” of a propositional language are propositional
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variables that represent the the basic assertions called propositions. Histori-
cally, we define propositions as basic, declarative sentences (assertions) that can
always be evaluated as true or false. For example, a statement: ” 2 4+ 2 = 4”
is a proposition as we assume that it is a well known and agreed upon truth.
A statement: 72 + 2 = 5” is also a classical proposition (false). A statement:
2 4+ n = 5 according to the historical definition is not a proposition; it might
be true for some n, for example n=3, false for other n, for example n= 2, and
moreover, we don’t know what n is. Sentences of this kind are called proposi-
tional functions. We treat propositional functions within propositional model
as propositions and represent them by the propositional variables.

Similar examples can be found in natural language rather then in mathematical
language. For example we tend to accept a statement: ”The earth circulates the
sun” as a proposition while a statement: ”Ann is pretty”, even if we accept it
as a proposition by assuming that is always has exactly one logical value, could
also be treated as ambiguous; Ann may be found pretty by some people and
not pretty by others. If we try to improve the situation by saying for example:

” Ann seems to be pretty”, ” I am sure Ann is pretty” or even "I know that Ann
is pretty” the ambiguity increases rather then decreases.

To deal with these and other ambiguities many mnon-classical logics were and
are being invented and examined by philosophers, computer scientists, and even
by mathematicians. We will present and study some of them later. Nevertheless
we accept all these and similar statements within classical propositional model
as propositions and represent them by the propositional variables.

Observe that one can think about a natural language as a set W of all words
and sentences based on a given alphabet A. This leads to a simple, abstract
model of a natural language NL as a pair

NL = (A4, W).

Some natural languages share the same alphabet, some have different alphabets.
All of them face serious problems with a proper recognition and definitions of
accepted words and complex sentences. We do not want the symbolic languages
to share the same difficulties. We define their components precisely and in such
a way that their recognition and correctness will be easily decided. In order
to distinguish them from natural languages we call their words and sentences
formulas and denote the set of all formulas by F. We call a pair

SL = (A, F). (2.1)

a symbolic language.

We distinguish two categories of symbolic languages: propositional and predi-
cate. We first define the propositional language. The definition of the predicate
language, with its much more complicated structure will follow.
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Definition 2.1

By a propositional language L we understand a pair
L=(AF), (2.2)

where A is called propositional alphabet, and F is called a set of all well formed
propositional formulas of L.

Components the language £ are defined as follows.
1. Alphabet A

The alphabet A consists of a countably infinite set VAR of propositional vari-
ables, a finite set of propositional connectives, and a set of two parenthesis.

We denote the propositional variables by letters a, b, ¢, p, ¢, 7, ....... , with
indices if necessary. It means that we can also use aq,as,...,b1,bs, ... etc... as
symbols for propositional variables.

Propositional connectives are: =, N, U, =, and <. The connectives have well
established names. We use names negation, conjunction, disjunction, implica-
tion and equivalence or biconditional for the connectives —, N, U, =, and <,
respectively. Parenthesis are ().

2. Set F of formulas

Formulas are expressions build by means of elements of the alphabet A. We
denote formulas by capital letters A, B, C, ....., with indices, if necessary.

The set F of all formulas of L is defined recursively as follows.

1. Base step: all propositional variables are formulas. They are called atomic
formulas.

2. Recursive step: for any already defined formulas A, B, the expression:
-A, (AnB), (AUB),(A= B),(A < B) are also formulas.

3. Only those expressions are formulas that are determined to be so by means
of conditions 1. and 2.

We often say that the set F is the set of all well-formed formulas (wff) to
stress exactness of the definition.

By the definition, any propositional variable is a formula. Let’s take, for example
two variables a and b. They are atomic formulas.

By the recursive step we get that
(and),(aUd),(a=D),(a<b),na,~b
are formulas. Recursive step applied again produces for example formulas

—(anb),((a < b)U-b),7—a,-~(aNb).
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These are not all formulas we can obtain in the second recursive step. Moreover,
as the recursive process continue we obtain a countably infinite set of all non-
atomic formulas.

Remark that we put parenthesis within the formulas in a way to avoid ambigu-
ity. The expression aNbUa is ambiguous. We don’t know whether it represents
a formula (e Nb)Ua, or a formula a N (bU a).

Exercise 2.1

Consider a following set

S={-a= (aUb), ((-a) = (aUDb)), 7(a= (aUDb)),~(a — a)}.

1. Determine which of the elements of S are, and which are not well formed

formulas (wff) of L = (A,F).

2. For any A € F re-write it as a correct formula and write in the natural
language what it says.

Solution

The formula —a = (aUb) is not a well formed formula. A correct formula is
(ma = (aUb)). The corrected formula says: "If a is not true , then we have a
or b ”. Another correct formula is —(a = (aUb)). This corrected formula says:
”Tt is not true that a implies a or b ”.

The formula ((-a) = (aUDb)) is not correct; (—a) ¢ F. The correct formula is
(= = (aUb)). The formula —(a = (aUb)) is correct. The formula —~(a — a) & F
as the connective — does not belong to the language £. It is a correct formula of
another propositional language; the one that uses a symbol — for implication.

Exercise 2.2

Given a sentence S

7If a natural number a is divisible by 3, then from the fact that a in not divisible
by three we can deduce that a is divisible by 5.7

Write a formula corresponding to the sentence S.
Solution
First we write our sentence in a more ”logical way” as follows:

7 If a natural number a is divisible by 3, then (if not(a is divisible by three) then
a is divisible by 5). We denote the sentence: ”a natural number a is divisible
by 3 7 by a, and the sentence ”a is divisible by 5” by b, and we rewrite our
sentence as: "If a, then (if not a, then b)”.

We replace expressions If ... then and not by symbols = and —, respectively
and we follow the definition of the set of formulas to obtain a formula
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(a = (ma=0))

which corresponds to our natural language sentence S.

Observe that for a given logical sentence there is only one schema of a logical
formula corresponding to it. One can replace a by d and b by ¢ and get a formula
(d = (—=d = ¢)), or we get a formula (b = (=b = a)) by replacing a by b and b by
a. We can, in fact, construct as many of those formulas as we wish, but all those
formulas will have the same form as the formula (@ = (—a = b)). They will differ
only on a choice of names for the propositional variables assigned corresponding
to logical sentences. The same happens, when we want to do the ”inverse”
transformation from a given formula A to a logical sentence corresponding to
it. There may be as many of them as we can invent, but they all will be built
in the same way; the way described by the formula A.

Exercise 2.3

Write following natural language statement:

”One likes to play bridge or from the fact that the weather is good we conclude
the following: one does nmot like to play bridge or one likes swimming.”

as a formula of L= (A,F).

Solution

First we identify the needed components of the alphabet A as follows.
Propositional variables: a,b,c.

a denotes statement: One likes to play bridge, b denotes a statement: the weather
s good, ¢ denotes a statement: one likes swimming.

Connectives: U,=,U.

Then we write the formula of £ as (aU (b= (-aUc))).

Exercise 2.4

Given a formula (a N (—a UD)).

Write 2 natural language sentences which correspond to this formula.
Solution

Let propositional variables a, b denote sentences 2+2 = 4 and 2 > 1, respectively.
In this case the corresponding sentence is:

2+ 2 =4 and we have that 24+2 # 4 or 2 > 1.

If we assume that the propositional variables a,b denote sentences 2 > 1 and
2 + 2 = 4, respectively, then the corresponding natural language statement is:
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2> 1 and we have that 2 # 1 or 2+ 2 =4.

Symbols for Connectives

The symbols for connectives used in book are not the only used in mathematical,
logical, or computer science literature.

Other symbols employed for these most important propositional connectives are

listed in the table below.

Negation | Disjunction | Conjunction | Implication | Equivalence
—-A (AU B) (AN B) (A= B) (A< B)
NA DAB CAB IAB EAB

A (AV B) (A & B) (A— B) (A+ B)
~ A (AV B) (A-B) (AD B) (A= B)
A’ (A+ B) (A-B) (A— B) (A= DB)

The first of these systems of notation is the closest to ours and is drawn mainly
from the algebra of sets and lattice theory. The second comes from the Polish
logician J. Lukasiewicz. In this notation the binary connectives precede the
formulas and are not inserted between them; this enables us to dispense with
parenthesis; Lukasiewicz’s notation is usually called the Polish notation and it
is a parenthesis-free notation. The third was used by D. Hilbert. The fourth
comes from Peano and Russell, while the fifth goes back to Schroder and Pierce.

2.2 Propositional Semantics: Motivation and De-
scription

We present here definitions of propositional connectives in terms of two logical
values true or false and discuss their motivations.

The resulting definitions are called a semantics for the classical propositional
connectives. As we consider only two logical values, the semantics is also called
2 valued semantics. The semantics presented here is fairly informal. The formal
definition of classical propositional semantics will be presented in chapter 4.

Classical Connectives

Our language £ contains five connectives called conjunction, disjunction, impli-
cation, equivalence, and negation. We divide the connectives into two groups:
one and two argument connectives. Negation is the one argument connective.
Conjunction, disjunction, implication, equivalence are two argument connec-

29



tives. We define their semantics, i.e. their definitions in terms of two logical
values, and give a motivation justifying the definitions as follows.

We denote a statement A is false by A = F', what stands for the logical value
of a formula A is F. We denote a statement A is true by A = T, what stands
for the logical value of a formula A is T.

Negation motivation and definition.

In accordance with the intuition, the negation of a true formula is a false formula,
and the negation of a false formula is a true formula. Moreover, the logical value
of = A depends on the logical values of A in a way which can be express in the
form of the following table.

Negation Table
A | -A
T| F (2.3)
F| T

Conjuncion motivation and definition.

In accordance with intuition, a conjunction (AN B) is a true formula if both of
its factors are true formulas. If one of the factors, or both, are false formulas,
then the conjunction is a false formula.

The logical value of a conjunction depends on the logical values of its factors in
a way which can be express in the form of the following table.

Conjunction Table

Disjunction motivation and definition.

In everyday language the word or is used in two different senses. In the first, a
statement of the form A or B is accepted as true if at least one of the statements
A and B is true; in the other, the compound statement A or B is accepted as true
if one of the statements A and B is true, and the other is false. In mathematics
the word or is used in the former sense.

Hence, we adopt the convention that a disjunction (AUB) is true if at least one
of the formulas A and B is true. This convention is called a classical semantics
for the disjunction and is expressed in the following table.
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Disjunction Table

A | B|(AuB)

T[T T

T|F T (2.5)
F|T T

F|F F

As in the case of the other connectives, the logical value of a disjunction depends
only on the logical values of its factors.

Implication motivation and definition.

The symbol = is used instead of the statements of the form if A, then B, A
implies B, and is called an implication connective. The formula (A = B) and
is called an implication and A is called its antecedent, B is called its consequent.

The semantics of the implication needs some discussion. In everyday language
the implication statement if A, then B is interpreted to mean that B can be in-
ferred from A. This interpretation differs from that given to it in mathematics,
and hence in classical semantics. The following example explains the meaning
of the statement if A, then B as understood in mathematics. It hence justifies
our semantics for the implication.

Consider the following arithmetical theorem:

For every natural number n,

if 6 DIVIDES n, then 3 DIVIDES n. (2.6)

The above implication (2.6) is true for any natural number, hence, in par-
ticular, for 2,3,6.

Thus the following propositions are true:

If 6 DIVIDES 2, then 3 DIVIDES 2. (2.7)
If 6 DIVIDES 3, then 3 DIVIDES 3. (2.8)
If 6 DIVIDES 6, then 3 DIVIDES 6. (2.9)

It follows from (2.7) that an implication (A = B) in which both the antecedent
A and the consequent B are false statements is interpreted as a true statement.

It follows from (2.8) that an implication (A = B) in which false antecedent A
and true consequent B is interpreted as a true statement.

Finally, it follows from (2.9) that an implication (A = B) in which both the
antecedent A and the consequent B are true statements is interpreted as a
true statement.
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Thus one case remains to be examined, namely that in which the antecedent of
an implication is a true statement, and the consequent is a false statement.

For example consider the statement:
If 6 DIVIDES 12, then 6 DIVIDES 5.

In accordance with arithmetic of natural numbers, this statement is interpreted
as false.

The above examples justifies adopting the following semantics for the impli-
cation =. An implication (A = B) is interpreted to be a false statement if
and only if its antecedent A is a true statement and its consequent is a false
statement. In the remaining cases such an implication is interpreted as a true
statement.

We expressed it in a form of the following table.

Implication Table

(2.10)

1Al

Equivalence motivation and definition.

An equivalence (A < B) is, in accordance with intuition, interpreted as true if
both formulas A and B have the same logical value, that is, are either both true
or both false. This is expressed in the following table.

Equivalence Table

A|B| (A& B)

T | T T

T|F F (2.11)
F| T F

F | F T

We summarize the tables for propositional connectives in the following one table.
We call it a truth table definition of propositional; connectives and hence we
call the semantics defined here a truth tables semantics.

-4 (A

(2.12)

ooy
=AW
= s

HmHe S

The table (2.12) indicates that the logical value of of propositional connectives
depends only on the logical values of its factors; i.e. it is independent of the
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formulas A, B. We write the table in a "formula in depended” form as a set of
the following equations.

~T=F, ~F=T;
(TNT)=T, (TNF)=F, (FNT)=F, (FNF)=F;
(TUT)=T, (TUF)=T, (FUT)=T, (FUF)=F; (2.13)
(T=T)=T, (T=F)=F (F=T)=T, (F=F)="T;

(TeT)=T, (T&F)=F (FosT)=F (T<T)=T.

We use the above set of equations (2.13) to evaluate logical values of formulas.

Example 2.1

Given a formula (A = (—AN B)), such that logical values of its basic compo-
nents, i.e. the propositional formulas A, B are: A=T, and B=F. We calculate
the logical value of the formula (A = (AN B)) by substituting the logical values
for the formulas A, B and applying the equations (2.13) as follows.

(T= (-TNF)=(T= (FNF)=(T=F)=F

Exercise 2.5

Given a formula A: (((aUb) N —c) = a). Evaluate the logical value of A for the
following sets of logical values of its basic components, i.e. for the propositional
variables a, b: 1. a=T, b=F, c=F, and 2. a=F, b=T, c=T.

Solution
1. Let a=T, b=F, c=F. We evaluate the logical value of A as follows.

((TURN-F)=T)=(TN-F)=T)=(TnT)=T)=(T=T)="T.
2. Let a=F, b=T, ¢=T. We evaluate the logical value of A as follows.

(FunT)Nn-T)Y=F)=(TNn-T)=T)=(TNF)=T)=(F=T)=T.
Extensional Connectives

We observe that our connectives are such that the logical value of a given formula
build by means of its connectives depends only of logical values of its factors.
Connectives with this property are called extensional. We hence adopt the
following definition.
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Definition 2.2

We call a propositional connective extensional if the logical value of a given
formula build by means of this connective depends only of logical values of its
factors.

Fact 2.1

All connectives —,U,N, =, and < are extensional.

In everyday language there are expressions which are propositional connectives
but are not extensional. They do not play any role in mathematics and so they
are not discussed in classical logic.

Other Extensional Connectives

The propositional classical connectives N,U, =, <>, - are not the only exten-
sional connectives. We define here all possible unary and binary two valued
extensional connectives.

An extensional unary connective 57 enables us to form from any formula A, a
new formula 7 A, whose logical value is defined in terms of the logical value of
A only, i.e. by means of a table of a type (2.3).

Thus there as many wunary connectives as there are functions f from the set
{T, F} to the set {T, F'}, that is 2% = 4.

All Unary Connectives

A‘V1A‘V2A‘_‘A‘V4A
T F T F T (2.14)
F F F T T

An extensional binary connective o permits us to form, of any two formulas A
and B, a new formula (A o B), whose logical value is defined from the logical
values A and B only, i.e. by means of a table similar to (2.4), (2.5), (2.48),
(2.11).

So, there are as many binary connectives as many functions f from a set
{T,F} x {T, F} (four elements) to a set {T, F'} (two elements) that is, 2* = 16.
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All Binary Connectives

A | B| (A401B) | (ANB) | (Ao3B) | (AoyB)

T | T F T F F

T|F F F T F

F | T F F F T

F | F F F F F

A[B| (AL B) | (AsB) | (ArB) | (A B)

T | T F T T T

T | F F T F F

F | T F F T F

F | F T F F T (2.15)
A [ B[ (AowB) | (AoroB) | (AonB) | (AUB) '
T|T F F F T

T | F T T F T

F|T T F T T

F | F F T T F

A B (AolgB) (A = B) (A T B) (AOM;B)

T | T T T F T

T | F T F T T

F|T F T T T

F | F T T T T

Functional Dependency

It can be proved that all propositional connectives, as defined by tables (2.14)
and (2.15), i.e. whether unary or binary, can be defined in terms of disjunction
and negation.

This property of defining a set of connectives in terms of its proper subset is
called a functional dependency of connectives.

There are also two other binary connectives which suffice, each of them sep-
arately, to define all two valued connectives, whether unary or binary. These
connectives play a special role and are denoted in our table (2.15) by | and T,
respectively.

The connective 1 was discovered in 1913 by H.M. Sheffer, who called it alterna-
tive negation. Now it is often called simply as Sheffer’s connective. The formula
(A1 B) is read: not both A and B.

The connective | was discovered by J. Lukasiewicz and named joint negation.
The formula (A | B) is read: neither A nor B.

We define formally and examine the functional dependency of connectives in
Chapter 3. We state here some important facts to be proved in Chapter 3.

Fact 2.2 All two-valued propositional connectives and in particular our connec-
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tives =,U,N, =, and < are a functionally dependent.
In particular, we prove the following.

Fact 2.3

The alternative negation connective T, and the joint negation. | suffice, each
of them separately, to define all propositional connectives , whether unary or
binary.

The following was proved n 1925 by a Polish mathematician E. Zyliriski.

Fact 2.4
No propositional connective other than 1 and | suffices to define all the remain-

ing connectives.

We show now as examples how to define some of our connectives —, U, N, =, and
< in terms of 1 or | leaving the definability of other connectives as an exercise.

Example 2.2

Definition of negation — in terms of 1.

This is an interesting example as it shows that one can define a one argument
connective in terms of a two argument connective.

Let’s now look at Sheffer’s alternative negation connective 7.

Alternative Negation 1

A|B|(ATB)

T|[T| F

T|F| T (2.16)
FI|T| T

F|F| T

We now write the table (3.3) in the ”formula independed” form of the following
equations.

(THT)=F, (T4 F) =T, (F1T)=T, (FtF)=T  (2.17)
Observe that (T' 1+ T) = F and (F 1 F) = T. This means that logical value of

a formula (A 1 A) is the same as logical value of a formula —A, for any logical
value the formula A can take. We write it following our notation as as

~A=(A1A) (2.18)
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and call it a definition of — in terms of 1. We verify its correctness of of by
building the table below.

A | 2A | (A1 A) computation | (A1 A)
T F T1T)=F F (2.19)
F|T (T+T)=F T

The table shows that the logical value of a formula —A is the same as logical
value of a formula (A 1 A), for any logical value their basic component A can
take, i.e. that our definition (2.18) is correct.

Example 2.3

Definition of conjunction N in terms of 1.

Observe now that the Sheffer’s connective table (3.3) looks as a negation of the
conjunction table (2.4). It means that the logical value a formula (A N B) is
the same as logical value of a formula —(A 1 B), for all logical values of A and
B. We write it as

(AnB)=-(A1B). (2.20)

We have just proved the formula (2.18) to be true for any formula and hence
for the formula —~(A 1 B), i.e. we get that =(A1 B) = (A1 B) 1 (A1 B). The
formula (2.24) becomes (ANB) = (A1 B)1 (A1 B).

We call the equality
(ANB)= (A1 B)1 (A1 B) (2.21)

the definition of conjunction in terms of negation and Sheffer’s connective.

Let’s now examine the Lukasiewicz’ s joint negation connective J. The formula
A | Bisread: mneither A nor B. As it is a special connective we re-write its
truth table separately.

Joint Negation |

!

F

F (2.22)
F

T

We now write the table (3.30) in an ”formula independed” form of the following
equations.

(TLT)=F, (T\F)=F, (F|T)=F, (F|F)=T (2.23)
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Observe that T' | T = F and F | F = T. This means that logical value of a
formula (A | A) is the same as logical value of a formula —A, for any logical
value the formula A can take. We write it as

A= (AL A) (2.24)

and call it a definition of — in terms of |. We verify its correctness of of by
building the table below.

A ‘ -A ‘ (A ] A) computation ‘ (Al A)
T | F (TLT)=F F (2.25)
F| T (FLF)=T T

The table shows that the logical value of a formula —A is the same as logical
value of a formula (A | A), for any logical value their basic component A can
take, i.e. that our definition (2.24) is correct.

Exercise 2.6

Prove that the equality
(AUB)= (AL B) | (ALB)) (2.26)

defines U in terms of |.

Solution
To prove the correctness of the equation (2.26) we construct a table below.

A|B|(AUB) | (AL B)}(ALB)

T[T| T [(TIDITIT)=(FIF)=T

T|F| T |((TIF)L(TLIF)=(FLF)=T (2.27)
Flr| T |(FiDI(PIT)—(FiF)-T

FI|F| F |(FIF)L(FLF)=(TLT)=F

The table shows that the logical value of a formula (AU B) is the same as logical
value of a formula ((A | B) | (A | B)), for any logical value the formulas can
take depending of logical values of their basic components A, B, i.e. that our
definition (2.26) is correct.

2.3 Examples of Propositional Tautologies

Now we connect syntax (formulas of a given language £) with semantics (assign-
ment of truth values to the formulas of £). In logic we are interested in those
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propositional formulas that must be always true because of their syntactical
structure without reference to the meaning of the propositions they represent.
Such formulas are called propositional tautologies.

Example 2.4

Given a formula (A = A). Lets now evaluate its logical value for all possible
logical values of its basic component A, i.e. for A=T, and A=F. We put our
calculation in a form of a table below.

A | (A= A) computation | (A= A)
T T=T1)=T T (2.28)
F (F=F)=T T

The logical value of the formula (A = A) is always T, what means that it is a
propositional tautology. The table (11.27) is called a truth table for the
formula (A = A).

Example 2.5

We construct a truth table for a formula (A = B) as follows.

A | B | (A= B) computation | (A= B)

T | T T=T)=T T

T|F (T=F)=F F (2.29)
F|T (F=T)=T T

F | F (F=F)=T T

The logical value of the formula (A = B) is F for A=T and B=F what means
that it is not a propositional tautology. We put these ideas in a form of the
following definition.

Definition 2.3

For any formula A of a propositional language L, we say that A is a propositional
tautology if and only if the logical value of A is T (we write it A=T) for all
possible logical values of its basic components. We write

= A

to denote that A is a tautology.

Examples of Propositional Tautologies

Given any formula A of L = Ly ~ y, =, o). Here are some basic classical
propositional tautologies, the first of which we have just proved as the example
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by constructing the table (11.27). We leave the proofs of others as an easy
exercise.

Identity for Implication

E (A= A) (2.30)
Identity for Equivalence

E(As A (2.31)
Excluded Middle

E(-AUA) (2.32)

One of the most frequently used classical tautologies are the laws of detachment
for implication and equivalence. The implication law was already known to the
Stoics (3rd century BC) and a rule of inference, based on it is called Modus
Ponens, so we use the same name here.

Modus Ponens
E(An(A= B))= B) (2.33)

Detachment
E(An(A< B)) = B) (2.34)

Mathematical and not only mathematical theorems are usually of the form of
an implication, so we will discuss some terminology and more properties of
implication.

Sufficient Given an implication (A = B), A is called a sufficient condition

for B to hold.

Necessary Given an implication (A = B), B is called a necessary condition
for A to hold.

Simple The implication (A = B) is called a simple implication.

Converse Given a simple implication (A = B), the implication (B = A) is
called a converse implication to (A = B).

Opposite Given a simple implication (A = B), the implication (=B = —A)
is called an opposite implication to (A = B). It is also often called a
contrapositive implication.

Contrary Given a simple implication (A = B), the implication (-4 = —B)
is called a contrary implication to (A = B).
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Each of the following pairs of implications: a simple and an opposite, and «a
converse and a contrary are equivalent, i.e. the following formulas are tautolo-
gies:

Laws of contraposition (1)
E((A= B) & (=B = —A)), (2.35)
E(B=A) < (A= -B)).
The laws of contraposition (2.35) make it possible to replace, in any deductive
argument, a sentence of the form (A = B) by (B = -A), and conversely.
The relationships between all implications involved in the contraposition laws

are usually shown graphically in a following form, which is called the square of
opposition.

converse

(A= B)  ---------Cttio---- (B = A)
| S o e |
I S o 7 I
| S o - |
| S o - |
| ~ - |
| RN N Phd - |
1 contrapositive 1
contrary S~ r contrary
| - ~ |
1 - ~ 1
| - ~ |
| - ~ |
| e RS |
| -7 RS |
I e AN I
I -7 ~ I
(—‘A — —|B) ***************** (—\B - —\A)
converse

Equivalent implications are situated at the vertices of one and the same diag-
onal. It follows from the contraposition laws that to prove all of the following
implications: (A = B), (B = A), (mA = -B), (-B = —A), it suffices to prove
any pairs of those implications which are situated at one and the same side of
the square, since the remaining two implications are equivalent to those already
proved to be true.

Consider now the following tautology:

E(Ae B) e (A= B)N(B= A)). (2.36)

The above tautology (2.36) says that in order to prove a theorem of a form of
(A < B) it suffices to prove two implications: the simple one (A = B) and the
converse one (B = A). Conversely, if a formula (A < B) is a theorem, then
the implications (A = B) and (B = A) are also theorems.

In other words, B is then a mecessary condition for A, and at the same time B
is a sufficient condition for A. Accordingly, we say that a theorem of the form
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of a formula (A < B) is often formulated as: ” B is necessary and sufficient
condition for A”.

Other laws developed by the Stoics are the hypothetical syllogism and modus
tollendo ponens. We present them here in a form of logical tautology, not as
the rule of reasoning as it was developed. The relationship between those two
approaches is quite obvious and will be discussed in detail in the proof theory
chapter.

Hypothetical syllogism
E((A=B)NnB=0)=A=0)

E(A=B)=(B=0C)=(A4=10)) (2.37)
E(B=C)=(A=DB)=(A=0))).

Modus tollendo ponens
E((AuB)Nn-A4) = B) (2.38)

= (AUB)N-B) = 4)

Here are some other tautologies with a history centuries old. First is called
Duns Scotus Law after an eminent medieval philosopher who lived at the turn
of the 13th century. Second is called Clavius Law , after Clavius, a Euclid
commentator who lived in the late 16th century. The reasonings based on this
law were already known to Euclid, but this type of inference became popular in
scholarly circles owing to Clavius, hence the name. The third is called Frege
Laws after G. Frege who was first to give a formulation of the classical propo-
sitional logic as a formalized axiomatic system in 1879, adopting the second of
them as one of his axioms.

Duns Scotus

= (~A= (A= DB)) (2.39)
Clavius
= (A= 4) = A) (2:40)
Frege
E(A=(B=0C)n(A=DB))=(A=0)) (2.41)

E(A=(B=0)=(A=B)=(A=0))

Double Negation
E(—As A (2.42)

42



Next set of tautologies deal with apagogic proofs which are the proofs by
reductio ad absurdum. The method of apagogic proof consists in negating
the theorem which is to be proved. If the assumption that the theorem is
false yields a contradiction, then we conclude that the theorem is true. The
correctness of this reasoning is based on the following tautology.

Reductio ad Absurdum

E (A= (BNn-B))=A) (2.43)

If the theorem to be proved by reductio ad absurdum is of the form of an
implication (A = B), then the prove often follows a following pattern: it is
assumed that —(A = B) is true, and we try to deduce a contradiction from
this assumption. If we succeed in doing so, then we infer that the implication
(A = B) is true. The correctness of this reasoning is based on the following
version the reductio ad absurdum tautology (2.43).

E((-(A=B)= (Cn-C))= (A= B)).

Sometimes to prove (A = B) it is assumed that (A N —B) is true and if the
assumption leads to contradiction, then we deduce that the implication (A = B)
is true. In this case a tautology, which guarantee the correctness this kind of
argument is:

E((An-B)= (CNn-C))= (A= B)).

Often, when assuming (A N —B), we arrive, by deductive reasoning, at the
conclusion —A. Then we need the following tautology:

E((ANn-B)=-4)= (A= B)).

Sometimes, on assuming (A N —B) we arrive by deductive reasoning at the
conclusion B. The following tautology is then applied:

E((An-B)= B)= (A= B)).

The proofs based on the application of the laws of contraposition (2.35) are
also classed as apagogic. Instead of proving a simple theorem (A = B) we
prove the opposite theorem (—=B = —A), which is equivalent to the simple
one. The following two tautologies, also called laws of contraposition, are used,
respectively, when the hypothesis or the thesis of the theorem to be proved is
in the form of a negation.
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Laws of Contraposition (2)
E((-A=B) & (-B=A)), (2.44)

E ((A= -B) & (B = -4)).

We present now some tautologies characterizing basic properties of conjunction,
disjunction, quivalence, and their interactions.

Conjunction
F((ANB)=A4), [ (ANB)= B),

F({((A=B)n(A=C)) = (A= (Bn0))),
= (A= B)n(C= D))= ((ANC) = (BN D)),
E (A= (B=(ANB))).
Disjunction
F (A= (4UB)), F(B=(AUB)),
F({((A=B)n(B=C)) = ((AUB) = (),
E((A=B)Nn(C= D))= ((AUC)= (BUD))).

Here are some more important and frequently used equivalence tautologies,
called also the equivalence laws.

Idempotence
F(AnAd) < 4), E(AU4) e 4),
Associativity
F(((ANB)NC) & (AN(BNC))),
= (AUB)UC) & (AU(BUO))).
Commutativity

E(ANB) & (BNA4)), | ((AUB) & (BUA)).
Distributivity
= (AN (BUC)) & (ANB)U(ANQO))), (2.45)
E((Au(BNnC)) < (AUB)N(AUuQ))). (2.46)
De Morgan
= («(AUB) & (AN-B)), k (~(ANB)& (~AU-B)). (2.47)
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Implication
E (A= B)< (mAUDB)). (2.48)

Negation of Implication
E(-(A= B) < (An-B)).
Negation of Equivalence

E(-(A< B)< (AN-B)U(BN-A4)).

Double Negation
E(—As A). (2.49)

Exportation and Importation

E((ANB)=C)< (A= (B=10))).

De Morgan laws (2.47) are named after A. De Morgan (1806 - 1871), an English
logician, who discovered analogous laws for the algebra of sets. They stated that
for any sets A,B the complement of their union is the same as the intersection
of their complements, and vice versa, the complement of the intersection of two
sets is equal to the union of their complements. The laws of the propositional
calculus were formulated later, but they are usually also called De Morgan Laws.

2.4 Predicate Language Description and Appli-
cation to Artificial Intelligence

We define a predicate language L following the pattern established by the sym-
bolic and propositional languages definitions (2.1), (7.44). The predicate lan-
guage L is much more complicated in its structure. Its alphabet A is much
richer. The definition of its set of formulas F is more complicated. In order to
define the set F we introduce an additional set T, called a set of terms of the
predicate language £. We single out this set not only because we need it for the
definition of formulas, but also because of its role in the development of other
notions of predicate logic.

Definition 2.4

By a predicate language L we understand a triple
L=(AT,F), (2.50)

where A is a predicate alphabet, T, is the set of terms, and F is a set of
formulas.
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Alphabet A
The components of A are as follows.
1. Propositional connectives: =, N, U, =, <.

2. Quantifiers: we adopt two quantifiers; V (for all, the universal quantifier)
and 3 (there exists, the existential quantifier).

In a case of the classical logic it is possible to adopt only one quantifier and
to define the other in terms of it and propositional connectives. But the two
quantifiers express better the common intuition, so we assume that we have two
of them.

3. Parenthesis: ( and ).

4. Variabes: we assume that we have, as we did in the propositional case a
countably infinite set VAR of wvariables. The variables now have a different
meaning than they had in the propositional case. We hence call them variables,
or individual variables to distinguish them from the propositional variables. We
also denote denote them by different symbols, namely by letters =z, v, z, ..., with
indices, if necessary. We express it by writing VAR = {x1, xo, ....}.

5. Constants: the constants represent in ”real life” concrete elements of sets.
We denote constants by by ¢, d, e..., with indices, if necessary. We assume that
we have a countably infinite set C = {c1, ¢a, ...} of constants.

6. Predicate symbols: the predicate symbols represent "real life” relations. We
denote them by P, @, R, ... with indices, if necessary. We use symbol P for the
set of all predicate symbols. We assume that P it countably infinite.

In "real life” we write symbolically z < y to express that element x is smaller
then element y according to the two argument order relation <. In our predicate
language £ we represent the relation < as a two argument predicate P € P and
write P(z,y), where now x,y are individual variables from the set VAR.

Mathematical statements n < 0, 1 < 2, 0 < m are represented in £ by
P(z,c1), P(cc3), P(c1,y), respectively. Here cq,co,c3 are any constants and
x,y any variables.

7. Function symbols: the function symbols represent "real life” functions. We
denote function symbols by f, g, h, ..., with indices, if necessary. We use symbol
F for the set of all function symbols. We assume that the set F is countably
infinite.

Set T of terms

Terms are expressions built out of function symbols and variables. They describe
how we build compositions of functions. We define the set T of terms recursively
as follows.

1. All variables are terms.
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2. All constants are terms.

3. For any function symbol f representing a function on n variables, and any
terms tq,ta, ..., t,, the expression f(t1,ta,...,t,) is a term.

4. The set T of terms is the smallest set that fulfills the conditions 1. - 3.

Consider a "real life” function given by a formula sin(x+y). It is a composition
of two functions defined by formulas sinz and = 4+ y. The sin is one argument
function and we represent it as term f(x) for f € F. The + is a two argument
function and we represent it as a term g(x,y) for g € F. The "real life” function
sin(z+y) is hence represented by a term f(g(x,y)), where x, y are any individual
variables from the set VAR. Observe that to obtain the predicate language
representation of for example x + y we can first write the real two argument
function formula x + y as +(x,y) and then replace the addition symbol + by
any two argument function symbol g € F and get the term g(x,y).

Here are some more terms of L.

h(cr), f(g(e,x)), g(f(f(e)),g9(x,y)), file.g(z, f(c), g(g(x,y),g(x,h(c))) ...

Set F of formulas

Formulas are now expressions built out of elements of the alphabet A and the
set T of terms. We denote them, as in propositional case by A, B,C, ..... with
indices, if necessary. We build them, as before in recursive steps, the fist of
them says as in the propositional case: all atomic formulas are formulas. The
atomic formulas are the simplest formulas as the propositional variables were
in the case of propositional language. We define them as follows.

Definition 2.5 An atomic formula is any expression of the form R(ty,ta, ..., ty)
where R is any predicate R € P and t1,ts,...,t, are terms, i.e. t1,to,...,tcT.

To represent a mathematical statement x +y = 5 in £ we first observe that =
as a two argument relation and + is a two argument function, x, y are variables
and 5 is a number. We represent, as before, + by a two argument function
symbol g € F, the relation = by a predicate symbol P € P, the number 5 by a
constant ¢ € C. We re-write x +y = 5 as = (+(x,y), 5), replace mathematical
symbols by corresponding £ symbols and get an atomic formula P(g(z,y),c)
representing in £ the statement = + y = 5. We have used the same letters x,
y to represent mathematical and and atomic formula variables. We can also
use any other letters for individual variables in the atomic formula re[presenting
x4y = 5. For example P(g(x1,x2),¢), P(g(y,x),c).

Here are some more atomic formulas of L.

Q(C)’ Q(JZ), Q(g(lj,l‘z)), R(C7d)7 R(x,f(c)), R(g(xvy)af(g(ca Z)))’ """
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Definition 2.6
The set F of formulas of L is the smallest set meeting the following conditions.

1. All atomic formulas (definition 10.2) are formulas;

2. If A,B are formulas, then -A,(ANB),(AUB),(A = B),(A < B) are
formulas;

3. If A is a formula, then Vx A, JzA are formulas for any variable x € VAR.

Here are some formulas of L.
R(e,d), 3yR(y, f(c)), R(z,y), (VzR(z,f(c)) = ~R(z,y)),

(R(c,d) NVzR(z, f(c), VyR(y, g(c,g(x, f(c)))), Vy-IzR(z,y).

Let’s look now closer at the following formulas.
R(Cl7 02)7 R(JL‘, y)a (R(y7 d) = R(CL, Z))a HIR(I, y)a VyR('ra y)7 E'JUVyR(Q?, y)

Here are some simple observations.

1. Some formulas are without quantifiers.
For example formulas R(c1,c2), R(z,y), (R(y,d) = R(a,z)). A formula with-
out quantifiers is called an open formula.

Variables x, y in R(z,y) are called free variables. The variables y in R(y, d)
and z in R(a,z) are also free.

2. Quantifiers bind variables within formulas.

The variable x is bounded by 3z in the formula JzR(x,y), the variable y is
free. The variable y is bounded by Vy in the formula YyR(z,y), the variable
y is free.

3. The formula JxVyR(z,y) does not contain any free variables, neither does
the formula R(c1,c2). A formula without any free variables is called a closed
formula or a sentence.

Sometimes in order to distinguish more easily which variable is free and which
is bound in the formula we might use the bold face type for the quantifier
bound variables and write the formulas as follows.

(VxQ(x,y), 3yP(y), VYyR(y,g(c,g(z, f(c)))),
(VxP(x) = JyQ(z,y)), (vx(P(x)= JyQ(x,y)))

Observe that the formulas JyP(y), (Vx(P(x) = JyQ(x,y))) are closed. We
call a close formula a sentence.
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Example 2.6

Consider atomic formulas: P(y),Q(xz,c), R(z), Pi(9(z,y),2). Here are some
non atomic formulas formed out of them.

1. (P(y)U-Q(x,c)) € F. This is an open formula A with two free variables
z,y. We denote A this as formula A(z,y).

2. Ix(P(y)U-Q(x,c)) € F. We write x to denote that z is a bound wvariable.
The variable y is free. This is a formula B with one free variable y. We denote

B as a formula B(y).

3. Vy(P(y) U—-Q(z,c)) € F. The variable y is bound, the variable z is free.
We denote this formula by for example A (x).

4. Yy3x(P(y) U -Q(x,c)) € F has no free variables. It is a closed formula
called also a sentence.

Exercise 2.7

Given the following formulas of L:

Pz, f(e,y)), IeP(x, fe,y)), Vaf(x, Pe,y)), 3xP(x, f(c,y)) = VyP(z, f(c,y))-

1. Indicate whether they are, or are not well formed formulas of F. For those
which are not in F write a correct formula. 2. For each correct, or corrected
formula identify all components: connectives, quantifiers, predicate and function
symbols, and list all its terms. 3. For each formula identify its s free and bound
variables. State which are open and which are closed formulas (sentences), if
any.

Solution
Formula A; = P(z, f(c,y)).

It is a correct atomic formula. P is a 2 argument predicate symbol, f is a
2 argument function symbol, c is a constant. We write it symbolically: P €
P, f € F, ce C. It is an open formula with two free variables x,y. We denote
it by A1(z,y). It has no bound variables.

Formula Ay = 3eP(z, f(c,y)).

It is a not a correct formula, i.e. cP(x, f(c,y)) € F. The expression Jc has no
meaning because c is a constant, not a variable.

The corrected formulas are: By = 3xP(x, f(c,y)), B2 = JyP(x, f(c,y)), and
formulas B = 32P(z, f(c¢,y)) for any variable z different then x and y.

None of the correct formulas are open. Variable y is free in B; = Bj(y), variable
x is free in By = Bs(z), both variables x and y are free in all formulas B =
B(z,y). All formulas are nether close, nor open. The terms appearing in any
of them are the same as in 41 = P(z, f(c,y)) and are: z,y,c, f(c,y).
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Formula As =V f(z, P(c,y)).

It is a not a correct formula, i.e. Yz f(x, P(c,y)) ¢ F. The function symbol f in
front f(z, P(c,y)) indicate a term and terms are not formulas. Moreover, the
atomic formula P(c,y) can’t be put inside a term!

Formula Ay = 3z P(x, f(c,y)) = YyP(z, f(c,y))

It is a not a correct formula. The correct formula is A = (FzP(x, f(c,y)) =
VyP(z, f(c,y))). It has two free variables x and y and we write it as A = A(x, y).

We often use logic symbols, while writing mathematical statements in a more
symbolic way. For example, mathematicians to say ”all natural numbers are
greater then zero and some integers are equal 1”7 often write

x> 0,Veeny and Jyez,y = 1.
Some of them who are more ”logic oriented” would write it as
VzGNxZO n ElyGZy:]-v

or even as
(va;eN X Z O N ElyEZ Yy = 1)

Observe that none of the above symbolic statements, not even the last one, are
formulas of the predicate language. These are mathematical statements written
with mathematical and logic symbols. They are written with different degrees
of 7logical precision”, the last being, from a logician point of view, the most
precise.

Our goal now is to ”translate ” mathematical and natural language statement
into correct logical formulas, i.e. into formulas of the predicate language L. Let’s
start with some observations about the statements above.

The quantifiers in V;eny and 3¢z used in all of them are not the one used in
logic. In our language £ we use only quantifiers Vo and Jy, for any variables
z,y € VAR. The quantifiers Voen, Jyecz are called quantifiers with restricted
domain. The first is restricted to the domain of natural numbers, the second
to the integers. The restriction of the quantifier domain can, and often is given
by more complicated statements. For example we say “for all x > 2”7 and
write V,~92, or we say "exists x > 2 and at same time x + 2 < 8’ and write
symbolically J;~2ns42<8)- We introduce the quantifiers with restricted domain
into our predicate logic language by expressing them within the language £ as
follows.

Definition 2.7

The quantifiers V (), 3a(z) are called quantifiers with restricted domain,
or restricted quantifiers, where A(z) € F is any formula with any free vari-
able x € VAR.
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A formula ¥ 5y B(x) stands for a formula Vx(A(z) = B(z)) € F. We write
1t symbolically as
Va@) B(z) =Vr(A(z) = B(z)). (2.51)

A formula 35 B(x) stands for a formula 3x(A(x) N B(x)) € F. We write it
symbolically as
@) B(x) = Jz(A(x) N B(x)) (2.52)

The definition 2.7 of restricted quantifiers is obviously faithful to our intuitive
meaning of quantifiers. We use informally a symbol = to stress that we they
are in a sense equivalent. We call (8.18) and (8.19) transformations rules for
restricted quantifiers.

We carry our translations of mathematical statements written with logical sym-
bols into a formula of predicate language £ a sequence of steps. Given a math-
ematical statement S written with logical symbols. We obtain a corresponding
formula A that is our translation into £ by conducting the following steps.

Step 1. We identify basic statements in S, i.e. mathematical statements that
involve only relations. They will be translated into atomic formulas.

We identify the relations in the basic statements and choose the predicate sym-
bols as their names.

We identify all functions and constants (if any) in the basic statements and
choose the function symbols and constant symbols as their names.

Step 2. We write the basic statements as atomic formulas of L.

Remember that in the predicate language £ we write function symbol in front
of the function arguments, not between them as we write in mathematics. The
same applies to relation symbols when we form atomic formulas. For example
a basic mathematical statement x +2 > y could be re-written as > (+(z, 2),y),
and then we could immediately write it as an atomic formula P(f(x,c),y),
where P € P stands for two argument relation >, f stands for two argument
function +, and ¢ stands for the number (constant) 2.

Step 3. We re-write the statement S a logical formula with restricted domain
quantifiers.

Step 4. We apply equivalences (8.18) and (8.19) to the formula from Step 3
and obtain a formula A of £ as a translation, i.e. a representation of the given
mathematical statement.

When we conduct a translation from mathematical statement written without
logical symbols we add a Step 0 to this list to first write the mathematical
statement with logical symbols.

Step 0. We identify logical connectives and quantifiers and write the statement
using them that is as close to the structure of a logical formula as possible.

51



Exercise 2.8

Given a mathematical statement S written with logical symbols
(Vaen 220 N Fyez y=1)

1. Translate it into a proper logical formula with restricted domain quantifiers
i.e. into a formula of L that uses the restricted domain quantifiers. 2. Translate
your restricted domain quantifiers logical formula into a correct logical formula
without restricted domain quantifiers, i.e. into a formula of L.

Solution

Step 1. The basic statements in S are: x € N, x > 0, y € Z, y = 1. The
relations are: € N, € Z, >, =. We use one argument predicate symbols N, Z
for € N, € Z, respectively. We use two argument predicate symbols G for >,
and E for =. There are no functions. We have two constant symbols ¢y, co for
numbers 0 and 1, respectively.

Step 2. We write N(x), Z(z) for v € N,z € Z, respectively. G(z,c1) for z >0
and E(y,ca) for y = 1. These are all atomic formulas.

Step 3. The statement S becomes a restricted quantifiers formula:

(VN@) G(z,c1) N 3z Ey,c2)).
Step 4. A formula A € F that corresponds to S is

(Vx (N(z) = G(z,c1)) N Ty (Z(y) N E(y,c2))).

Here is a perfectly acceptable short solution to exercise 2.8. We presented
the long solution in order to explain all steps needed to be performed when one
writes the short solution.

Example 2.7

Given a mathematical statement S written with logical symbols
(VI‘EN xr ZO N HyEZ Yy = 1)

We translate it into a proper formula of L as follows.

The basic statements in S are: x € N, © >0, y € Z,y = 1. The corresponding
atomic formulas of L are: N(x), G(z,c1), Z(y), E(y,ca), respectively.

The statement S becomes becomes restricted quantifiers formula
(VN@)G(z,e1) N 3z E(y,c2)). Applying restricted quantifiers definition 2.7
and transformation rules (8.18), (8.19) we get a following formula A € F

(Va(N(z) = G(z,c1)) N 3yY(Z(y) N E(y, ¢2)))-
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Exercise 2.9
Here is a mathematical statement S:

”For all real numbers x the following holds: If x < 0, then there is a natural
number n, such that x+n <0.”

1. Re-write S as a symbolic mathematical statement SF that only uses mathe-
matical and logical symbols. 2. Translate the symbolic statement SF into to a
corresponding formula A € F of the predicate language L.

Solution

The symbolic mathematical statement SF is : Vyep(z < 0= J,eny  +n < 0).
We write R(x) for x € R, N(y) for n € N, and atomic formula L(x, c) for the
basic statement x < 0. We write f(x,y) for the function +(z,n) and a constant
¢ for the number 0. We write atomic formula L(f(x,y), ¢) for =+ n < 0. The
symbolic statement SF becomes Vg () (L(z,¢) = In() L(f(z,y),c)). The corre-
sponding formula A € F is Vo (N (z) = (L(z,¢) = Jy(N(y) N L(f(z,y),c))).

There are various kinds of non-mathematical statements, that obviously cannot
be justified on the basis of propositional logic. Consider for example a statement

”Any friend of Mary is a friend of John and Peter is not John’s friend. Hence
Peter is not May’s friend. ”

Intuitively, what it says is always true, but translating it it into a propositional
language we get a formula ((aN—b) = —c¢) that can be false. The validity of the
reasoning described by the statement follows from a more complexed structure
provided by the predicate language. We will discuss the notion of validity of
predicate language formulas, i.e. a semantics for predicate logic later. Natural
language statements and reasoning with them also play a special role in creation
of non-classical logics and in Artificial Intelligence research and applications.

Exercise 2.10

Translate a natural language statement S: ”Any friend of Mary is a friend of
John and Peter is not John’s friend. Hence Peter is not May’s friend.” into a
formula A € F of the predicate language L.

Solution

1. We identify the basic relations and functions (if any) and translate them into
atomic formulas.

We have only one relation of "being a friend”. It is a two argument relation. We
write atomic formula F(x, y) for ”x is a friend of y”. We use constants m, j, p
for Mary, John, and Peter, respectively. We have the following atomic formulas:
F(x, m) for "x is a friend of Mary”, F(x, j) for "x is a friend of John”, F(p, j)
for ”Peter is a friend of John”.
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2. Statement ”Any friend of Mary is a friend of John” translates into a re-
stricted quantifier formula Vp(y ) F(z,7). Statement ”"Peter is not John’s
friend” translates into =F(p, j), and ”Peter is not May’s friend” translates into
-F(p,m).

3. Restricted quantifiers formula for S is

((VF(w,m)F(xL]) m_‘F(pvj)) = _‘F(pam))
and the formula A € F of L is

((Ve(F(z,m) = F(z,j)) N-F(p,j)) = ~F(p,m)).

Here are simple steps we follow in order to perform translations from natural
language to the symbolic predicate language £. They are similar to the steps we
used in the translations of mathematical formulas nevertheless we voice them
separately and call them rules of translation.

Rules of translation to L.

1. Identify the basic relations and functions (if any) and translate them into
atomic formulas.

2. Identify propositional connectives and use symbols —, U, N, =, < for them.
3. Identify quantifiers. Restricted VA(z), JA(x) and non-restricted Vz, Jz.

4. Use the symbols from 1. - 3. and restricted quantifiers transformation rules
(8.18) and (8.19) to write A € F of the predicate language L.

Example 2.8

Given a natural language statement S: "For any bird one can find some birds
that are white.” The translation of S into a formula of the predicate language L
18

Va(B(z) = z(B(z) N W(x))).

We follow the rules of translation and get the following.

1. Atomic formulas: B(x), W(x). We write one argument predicate B(x) for ”
x is a bird” and one argument predicate W(x) for 7 x is white”.

2. There is no propositional connectives in S.

3. Restricted quantifiers: Vp(,) for "any bird ” and Jp(,) for "one can find
some birds”. A restricted quantifiers formula for S is Vp(,)3p) W(2).

4. By the transformation rules we get a required non-restricted formula of the
predicate language £, i.e. the formula Va(B(z) = Jz(B(z) N W(x))).

Observe that the quantifier Va binds the variable x only in the first B(x), even
if its scope covers the second appearance of B(x) as well. It happens because

54



the second appearance of B(x) is bounded by the quantifier 3z. Let’s re-write
the formula A using x to indicate this fact

Vx(B(x) = Jz(B(x) N W(x))).

In this case, and in the similar cases we can apply a predicate logic law of
quantifiers, called Rename Variables Law to our formula A and get a formula
B that is logically equivalent to A. It means that the formula B states exactly
the same what A states but is written in a more comprehensible form:

Va(B(x) = Jy(B(y) "W (y))).

We will discuss and study Laws of Quantifiers in the next section. There is
another important law, one of the Distributivity Laws that allows us to transform
B into a formula Va3y(B(z) = (B(y) N W(y))). We express it as the following
example.

Example 2.9

Given a natural language statement S: ”For any bird one can find some birds
that white.” The translation of S into a formula of the predicate language L is

VaIy(B(z) = (B(y) N W(y))).

Exercise 2.11

Translate into L a natural language statement
S: 7 Some patients like all doctors.”

Solution.

1. Atomic formulas: P(x), D(x), L(x, y). We write one argument predicate
P(x) for 7 x is a patient”, one argument predicate D(x) for ” x is a doctor”, and
two argument predicate L(x,y) for ” x likes y”.

2. There is no propositional connectives in S.

3. Restricted quantifiers: Jp(,) for "some patients ” and Vp,) for all doctors”.
Observe that we can’t write L(x, D(y)) for ”x likes doctor y”. D(y) is a predicate,
not a term and hence L(x, D(y)) is not a formula. We have to express the
statement ” x likes all doctors y” in terms of restricted quantifiers and predicate
L(x,y) only. The statement ” x likes all doctors y” means ” all doctors y are
liked by x”, i.e. "for all doctors y, x likes y”. This translates to Vp,L(z,y)
and the statement S translates to 3p(4)Vp ) L(7,y).

4. By the transformation rules we get the following translation of S into L.
Jz(P(z) NVy(D(y) = L(z,y))).
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Translations to Logic in Artificial Intelligence

In Artificial Intelligence (AI) we usually deal with what is called an intended
interpretation. It means we use logic symbols to describe, similarly as we do in
mathematics, concrete, specific universes with specific relations and functions,
or constants. In logic we use general symbols without any meaning because
the logic is created to define statements (formulas) and methods of reasoning
that are universally applicable (tautologically true) and hence independent of
any particular domain. In Al we use as symbols intended names for relations,
functions, and constants. The symbolic language we use is still a symbolic
language, even if intended names are used. In the Al language we can write, for
example , an atomic formula Like(John, Mary) instead of a formula L(cq,c3)
of L. We write greater(z, y), or > (x,y) instead of R(z,y). We leave it as an
exercise to formally define the Al language you would like to use.

Example 2.10
Al formulas corresponding to a statement
S: 7For every student there is a student that is an elephant.”

are as follows.

1. Restricted quantifiers Al formula:

vStudent(ax) ElStudent(w) Elephant(z) :

2. Non-restricted quantifiers Al formula :

Va(Student(z) = Jx(Student(x) N Elephant(x))).
8. Re-name variables Al formula:

Va(Student(z) = Jy(Student(y) N Elephant(y))).
4. Al formula after applying the the Distributivity Laws:

Va3y(Student(r) = (Student(y) N Elephant(y))).

Observe that a proper formulas of the predicate language £ corresponding
the example 2.10 statement ”For every student there is a student that is an
elephant.” are the same as the formulas corresponding to the natural language
statement ”For any bird one can find some birds that white.” of the example
2.9, namely

1. Restricted quantifiers £ formula:  Vp(;)3pm) R(x).

2. Non-restricted quantifiers £ formula : Vz(P(z) = Jz(P(xz) N Rx))).

3. Re-name variables £ formula: Vz(P(x) = Jy(P(y) N R(y))).

4. L formula after applying the the Distributivity Laws

VaIy(P(z) = (P(y) N R(y)))-
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The predicate symbols P, R, Student, Elephant denote in all cases one argument
predicates but Al predicate symbols Student, Elephant (of a slightly different
language than £) impose a particular meaning called the intended interpre-
tation. The predicate symbols P, R and any elements of the set of all predicate
symbols P of L.

Exercise 2.12

Translate a matural language statement “Any friend of Mary is a friend of
John and Peter is not John’s friend. Hence Peter is not Mary’s friend.” into a
formula A of the predicate Al language (of your choice).

Solution

Statement ” Any friend of Mary is a friend of John” translates into a restricted
quantifier Al formula Vg icnd(z,mary) Friend(x, John).

Statement ”Peter is not John’s friend” translates into —Friend(Peter, John),
and ”Peter is not Mary’s friend” translates into —Friend(Peter, Mary).

Restricted quantifiers Al formula for S'is (VY priend(z,mary) Friend(x, John) N
—Friend(Peter, John)) = —Friend(Peter, Mary)).

The AI formula is  ((Vz(Friend(z, Mary) = Friend(x, John)) N
—Friend(Peter, John)) = —Friend(Peter, Mary)).

The AI formulas are very useful, as they "read” as natural language statements
but it is very important to remember that they do not carry any meaning, as the
natural language statements do to the reader. An atomic formula Friend(Peter,
John) is just an atomic formula of a symbolic Al language as P(c,d) is in L.
We assign a meaning to them i.e. their semantics in a separate step as we did
in the propositional case. The first step in this process is an assignment of an
interpretation in a non-empty set U of the predicate, functional and constant
symbols. Each symbol can have many interpretations in a given set and we can
can define the interpretations an many sets. The Al intended interpretation
of the two argument predicate named Friend and constants Peter, John is
to define the set U and a relation Friend. This relation must hold between
elements Peter, John and other elements of U in a way we want to define what
”friendship” means in the set U. This is called in Al a conceptualization.

2.5 Predicate Semantics: Description and Laws
of Quantifiers

The notion of predicate tautology is much more complicated then that of the
propositional. We define it formally in later chapters. Predicate tautologies are
also called wvalid formulas, or laws of quantifiers to distinguish them from the
propositional case. We provide here a motivation, examples and an intuitive
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definition of the predicate tautology. We also list and discuss the most used and
useful tautologies and equational laws of quantifiers.

The formulas of the predicate language £ have meaning only when an interpre-
tation is given for the symbols. We define the interpretation I in a set U # ()
by interpreting predicate, functional symbols as a concrete relation, function
defined in the universe U, and constants symbols as elements of the set U. The
set U is called the universe of the interpretation 1. These two items specify a
model structure for £. We write it as a pair M = (U, I).

Given a formula A of £, and the model structure M = (U, I). Let’s denote by
A; a statement written with logical symbols determined by the formula A and
the interpretation I in the universe U. When A is a closed formula, it means it
is a sentence, formula without free variables, A; represents a proposition that
is true or false. When A is not a sentence it contains free variables and may
be satisfied (i.e. true) for some values in the universe U and not satisfied (i.e.
false) for the others. Lets look at few simple examples.

Example 2.11

Let A be a formula 3xP(x,c) and consider a model structure My = (N, I3).
The universe of the interpretation Iy is the set N of natural numbers and we
define I as follows: we interpret the predicate P as relation < and the constant
¢ as number 5, i.e we put Pr, := andcy, : 5.

The formula A: JxP(z,c) under the interpretation I; becomes a mathematical
statement 3z x < 0 defined in the set N of natural numbers. We write it for
short

A]l : HmEN T =35.

Aj, is obviously a true mathematical statement and say that the formula A:
JxP(x,c) is true under the interpretation I; in M or that A is true in M;.
We write it symbolically as

M, E JzP(x,c)
and say that M is a model for the formula A.

Example 2.12

Consider now a model structure My = (N, I5) and the formula A: JxP(x,c).
We interpret now the predicate P as relation < in the set N of natural numbers
and the constant ¢ as number 0, i.e. we put Pr, :< and cy, : 0.

The formula A: JzP(x,c) under the interpretation Is mathematical statement
Jdz z < 0 defined in the set N of natural numbers. We write it for short

A[2 : HmEN x < 0.
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Ay, is obviously a false mathematical statement. We say that the formula A:
JxP(z,c) is false under the interpretation I in My or that A is false in Ma.
We write it symbolically as

M, = FzP(x,c)

and say that M is a counter-model for the formula A.

Example 2.13

Consider now a model structure Mz = (Z,I3) and the formula A: JxP(z,c).
We define an interpretation I3 in the set of all integers Z exactly as the inter-
pretation Iy, i.e. we put Pr, :< and cr, : 0.

In this case we get Ay, : Jpez © < 0 and Ay, is obviously a true mathematical
statement. The formula A is ¢rue under the interpretation Is in Ms (A is
satisfied, true in Mg). We write it symbolically as

M; = FzP(x,c).
M3 is yet another model for the formula A.

When a formula is not a closed (sentence) thing get more complicated. Given
a model structure M = (U, I) a formula can be satisfied (i.e. true) for some
values in the universe U and not satisfied (i.e. false) for the others.

Example 2.14

Consider the following formulas: 1. Ay : R(z,y), 2. As : YyR(z,y), 3. Az :
JaVyR(x,y). We define a model structure M = (N,I) where R is interpreted
as a relation < defined in the set N of all natural numbers, i.e. we put Ry :<.

In this case we get the following.

1. A1;: x <yand Ay : R(z,y) is satisfied in M = (N, I) by all n,m € N such
that n < m.

2. Aoy 1 Vyen < yand Ay 1 VyR(z,y) is satisfied in M = (N, I) only by the
natural number 0.

3. As; : penVyen * < y asserts that there is a smallest natural number and
Az is a true sentence in M = (N, I), i.e. M is a model for As.

Observe that changing the universe of M = (N, I) to the set of all integers Z, we
get a different a model structure My = (Z,I). In this case Ag; : JgezVyez 2 <y
asserts that there is a smallest integer and Ajs is a false sentence in My, i.e. My
is a counter-model for As.

We want predicate language tautologies to have the same property as the propo-
sitional, namely to be always true. In this case, we intuitively agree that it
means that we want predicate tautologies to be formulas that are true under
any interpretation in any possible universe.
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A rigorous definition of the predicate tautology is provided in a later chapter on
Predicate Logic. We construct it in the following steps.

1. We first define formally the notion of interpretation I of symbols of calL in
a set U # 0 i.e. the model structure M = (U, I) for the predicate language L.
2. Then we define formally a notion ” a formula A of £ a is true (valid) in
M = (U,I)”. We write it symbolically

M = A

and call the model structure M = (U, I) a model for A.
3. We define a notion ”A is a predicate tautology” as follows.

Definition 2.8

For any formula A of predicate language L,
A is a predicate tautology (valid formula) if and only if M = A for all
model structures M = (U, I) for L.

4. We get immediately from the above definition 2.8 of a following definition of
a notion ” A is not a predicate tautology”.

Definition 2.9

For any formula A of predicate language L,

A is not a predicate tautology if and only if there is a model structure
M = (U,I) for L, such that M [~ A.

We call such model structure M a counter-model for A.

The definition 2.9 says: to prove that A is not a predicate tautology one has to
show a counter- model. It means one has to show a non-empty set U and define
an interpretation I, such that we can prove that A; is a false.

We use terms predicate tautology or valid formula instead of just saying a tau-
tology in order to distinguish tautologies belonging to two very different lan-
guages. For the same reason we usually reserve the symbol |= for propositional
case. Sometimes symbols |=, or |=¢ are used to denote predicate tautologies,
where ”p” stands for ”predicate” and ”f” stands "first order”. The predicate
tautologies are also called laws of quantifiers and we will use both terms for

them.

Here are some examples of predicate tautologies and counter models for formulas
that are not tautologies.
For any formula A(z) with a free variable x:

E, (Vo A(z) = 3z A(x)). (2.53)

Observe that (2.53) represents an infinite number of formulas. It is a tautology
for any formula A(z) of £ with a free variable x.
The inverse implication to (2.53) is not a predicate tautology.
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W, 3z A(z) =V A(z)) (2.54)

To prove (2.54) we have to provide an example of a concrete formula A(z) and
construct a counter-model M = (U, I) for the formula F': (3z A(z) = Vz A(x)).
Let A(x) be an atomic formula P(xz,c). We take as M = (N, I) for N set of
natural numbers and P; :<, ¢; : 3. The formula F becomes an obviously false
mathematical statement Fy : (Fpenn < 3 = Vpenn < 3).

Observe that we have to be very careful when we deal with quantifiers with
restricted domain. The most basic predicate tautology (2.53) fails when we
use the quantifiers with restricted domain.

Example 2.15

Show that
b&p (VB(:E) A(l‘) = ElB(z) A(JJ)) (2.55)

Observe that (2.55) means that corresponding proper formula F of £ obtained by
the restricted quantifiers transformations rules (8.18), (8.19) is not a predicate
tautology, i.e.

Ky (Vo (B(z) = A(z)) = Jz(B(x) N A(z))). (2.56)

We construct a counter-model M for (2.56) as follows. We take M = (N, I)
where N is the set of real numbers, B(z), A(x) are atomic formulas Q(z, ¢), P(x, ¢)
and the interpretation I is defined as Q7 :<, P; :>, ¢y : 0. The formula F of
(2.56) becomes a mathematical statement

Fr: (Vpen n<0=n>0)=FJ,en(n <0nNn>0)).

Fy is a false because the statement n < 0 is false for all natural numbers and
F = B is a true implication for any logical value of B, so V,en (n < 0= n > 0)
is a true statement and 3,,cn(n < 0Nn > 0) is obviously false.

Restricted quantifiers law corresponding to the predicate tautology (2.53)
is:

= (VB(x) A(z) = (3z B(z) = HB(z) A(x))). (2.57)
We remind that (2.57) means that corresponding proper formula of £ obtained
by the restricted quantifiers transformations rules (8.18), (8.19) is a predicate
tautology, i.e.

=, (Va(B(z) = A(z)) = (3z B(z) = 3z (B(z) N A(x)))) (2.58)

Another basic predicate tautology called a dictum de ommni law is: For any
formulas A(z) with a free variable x € VAR,
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Fp (Vo A(z) = A(y)), (2.59)

where y € VAR and A(y) is a result of substitution of y for all free occurrences
of x in A(x) (if any) and y is free for x in A(x), what means that no occurrence
of a variable y becomes a bound occurrence in A(y). Restricted quantifiers law
corresponding to the dictum de omni law (2.59) is:

Fo (VB Alz) = (B(y) = A())), (2.60)
where y € VAR satisfies the same condition as in (2.59).

Observe that we say A is restricted quantifiers law, or A is restricted quantifiers
tautology as a shorthand to formally saying that a formula obtained from A by
the transformations rules (8.18), (8.19) is a predicate tautology.

A more general version of (2.59) is:
Fp (Vo A(z) = A1), (2.61)

where t is a term and A(t) is a result of substitution of t for all free occurrences
of x in A(z) and t is free for x in A(x), what means that no occurrence of a
variable in t becomes a bound occurrence in A(t).

Here is another important tautology, called a generalization law.
E, (A(z) = Vo A(x)). (2.62)
The next important laws are the Distributivity Laws.

1. Distributivity of existential quantifier over conjunction holds only on one
direction, namely the following is a predicate tautology.

E, 3z (A(x)NB(z)) = (FzA(x)NIzB(x))) (2.63)

where A(z), B(x) are any formulas with a free variable x. The inverse implica-
tion is not a predicate tautology, i.e. there are formulas A(x), B(x) with a free
variable x. such that

FE, ((3zA(x)N3zB(x)) = 3z (A(z) N B(x))). (2.64)

To prove (2.64) means that we have to find a concrete formulas A(z), B(z) € F
and a model structure M = (U, I), where the interpretation I is the interpreta-
tion of all predicate, functional, and constant symbols in A(x), B(z), such that
it is a counter- model for the formula

F: ((3zA(z) N 3zB(z)) = 3z (A(x) N B(x))).

Take M = (R, I) where R is the set of real numbers, and A(x), B(x) be atomic
formulas Q(z, ¢), P(x,c). We define the interpretation I as Q; :>, Py :<, ¢; : 0.
The formula F becomes an obviously false mathematical statement

Fr:((3zer x>0NJger 2 <0) = Jper (2> 0Nz <0)).
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2. Distributivity of universal quantifier over disjunction holds only on one di-
rection, namely the following is a predicate tautology for any formulas A(x), B(x)
with a free variable x.

E, (VzA(z)UVzB(x)) = Vo (A(z) U B(z))). (2.65)

The inverse implication is not a predicate tautology, i.e.there are formulas A(z), B(x)
with a free variable x. such that

K, (Vo (A(z) U B(x)) = (VzA(z) UV B(z))). (2.66)

It means that we have to find a concrete formula A(z), B(z) € F and a model
structure M = (U, I) that is a counter- model for the formula

F: (Vz (A(x)U B(z)) = (VzA(x) UVaB(z))).

Take M = (R, I) where R is the set of real numbers, and A(z), B(x) be atomic
formulas Q(z,c), R(z,c). We define Q; :>, R; :<, ¢; : 0. The formula F
becomes an obviously false mathematical statement

Fr:(Vaer (x> 0U2x <0) = (Voer © > 0UV,er © < 0)).

The most frequently used laws of quantifiers have a form of a logical equivalence,
symbolically written as =. This not a new logical connective. This is a very
useful symbol. It says that two formulas always have the same logical value,
hence it can be used in the same way we use the equality symbol =. Formally
we define it as follows.

Definition 2.10

For any formulas A, B € F of the predicate language L,
A=B ifand onlyif E, (A& B).
We have also a similar definition for our propositional language £ (definition
2.1) and propositional tautology (definition 2.3).
Equational Laws for Quantifiers

De Morgan
For any formula A(z) € F with a free variable x,

—VzA(x) = Jz-A(x), -IrA(z)=Vz-A(x). (2.67)

Definability
For any formula A(z) € F with a free variable x,

VeA(x) = ~Fax-A(z), FxA(x) = -Ve-A(x). (2.68)
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Renaming the Variables

Let A(z) be any formula with a free variable x and let y be a variable that does
not occur in A(x). Let A(z/y) be a result of replacement of each occurrence of
x by y, then the following holds.

VeA(z) =VyA(y), JzA(x)=3IyA(y). (2.69)

Alternations of Quantifiers
Let A(z,y) be any formula with a free variables x and y.

VaVy (A(z,y) = VyVe (A(z,y) (2.70)
Jr3y (A(z,y) = FyIz (A(z,y) (2.71)
Introduction and Elimination Laws

If B is a formula such that B does not contain any free occurrence of z, then
the following logical equivalences hold.

Va(A(z) U B) = (VzA(x) U B), (2.72)
Jz(A(z) U B) = (3zA(z) U B), (2.73)
Vz(A(z) N B) = (VzA(x) N B), (2.74)
Jz(A(x) N B) = (3zA(z) N B), (2.75)
Vz(A(z) = B) = (3zA(z) = B), (2.76)
Jz(A(z) = B) = (VzA(z) = B), (2.77)
Vz(B = A(z)) = (B = VzA(z)), (2.78)
Jz(B = A(z)) = (B = JzA(x)). (2.79)
Distributivity Laws
Let A(x), B(x) be any formulas with a free variable x.
Distributivity of universal quantifier over conjunction.
Vo (A(x) N B(z)) = (VzA(z) NVzB(x)) (2.80)
Distributivity of existential quantifier over disjunction.
Jz (A(z) U B(x)) = (3zA(xz)U3xB(z)) (2.81)

We also define the notion of logical equivalence = for the formulas of the —tex-
titpropositional language (definition 2.1) and its semantics.

Definition 2.11

For any formulas A, B € F of the propositional language L,
A=B ifand onlyif E (A< B).
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Moreover, we prove that any substitution of propositional tautology by a for-
mulas of the predicate language is a predicate language tautology. The same
holds for the logical equivalence. In particular, we transform the propositional
Implication and Double Negation tautologies (2.48), (2.49) into the following
predicate equivalences.

For any formulas A, B of the predicate language L,
(A= B)=(-AUB), (2.82)

A=A (2.83)

We use (2.82) and (2.83) to prove the following De Morgan Laws for restricted
quantifiers.

Restricted De Morgan
For any formulas A(z), B(z) € F with a free variable x,

—\VB(I) A(.T) = EB(m) —|A(I), —\33(1) A(I) = VB(QJ)—\A(I) (284)

Here is a poof of first equality. The proof of the second one is similar and is left
as an exercise.

VB Alr) = Vo (B(x) = A(r)) = Vo (-B(x)UA(z)) = Jz ~(=B(z)UA(x))
=3dv (- B(x) N -A(x)) = 3z (B(x) N -A(z)) = I ~A(z)).
We also transform the propositional Distributivity tautologies (2.45), (2.46) into
the following predicate equivalences.
For any formulas A, B of the predicate language L,
(AN(BUQC))=((AnB)U(ANCQ)), (2.85)
(Au(BNC))=((AUB)N(AUQ)) (2.86)

We use (2.85) and (2.86) to prove the following Distributivity Laws for restricted
quantifiers.

Restricted Distributivity Laws
We generalize the Introduction and Elimination Laws (10.32), (11.45), (11.46),
(10.38) to the case of the the restricted quantifiers as folows.

Restricted Introduction and Elimination Laws

If B is a formula such that B does not contain any free occurrence of x, then
the following logical equivalences hold for any formulas A(z), B(z), C(z).

V(o) (A(z)UB) = (VC(I)A(Z‘) U B), (2.87)
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Je) (A(x) N B) = (3¢ Al(z) N B), (2.88)
Vo) (B = A(z)) = (B = VYo A()). (2.90)

The proofs are similar to the proof of the restricted de Morgan Laws.

The similar generalization of the other Introduction and Elimination Laws (11.43),
(11.44), (11.47), (10.39) fails. We can easily follow Example 2.15 and construct
proper counter-models proving the following.

Jo(2) (A(x) U B) # (o @)Alx) U B),
Vo) (Alz) N B) # (Vo Alz) N B),
Jo(@)(A(z) = B) # (Y@ Alz) = B),
o) (B = A(x)) # (B = JzA(x)).
Nevertheless it is possible to correctly generalize them all as to cover quantifiers

with restricted domain. We show it in a case of (11.43) and leave the other
cases to the reader as an exercise.

Example 2.16

The restricted quantifiers version of (11.43) is the following.
o) (A@) U B) = (Ae(o Ale) U (3z C(z) N B)). (2.91)
We derive (8.74) as follows.
Se()(A(x) U B) = 32(C(z) N (A(x) U B)) = 32((C(z) N A(x)) U (C(z) N B))
= (32(C(x) N A(x)) UFz(C(z) N B)) = (3 Az) U (3 C(z) N B)).

We leave it as an exercise to specify and write references to transformation or
equational laws used at each step of our computation.

2.6 Homework Problems
Propositional Languages

1. For the following sentences write their corresponding formulas.

(a) If Mr. Smith is happy, Mrs. Smith is not happy, and if If Mr. Smith
is not happy, Mrs. Smith is not happy.
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(b) If John doesn’t know logic, then if he knows logic, he was born in the
12th century.

(c) If from the fact that all sides of a triangle ABC are equal we can
deduce that all angles of the triangle ABC are equal and all angles
of the triangle ABC are not equal, then all sides of a triangle ABC
are equal.

(d) If it is not the fact that a line L is parallel to a line M or a line P is
not parallel the line M, then the line L is not parallel to the line M
or the line P is parallel the line M.

(e) If a number a is divisible by 3 and by 5, then from the fact that it is
not divisible by 3, we can deduce that it is also not divisible by 5.

2. For each of the following formulas write 3 corresponding natural language
sentences.

(@) (a= (manb))

(b) ((PUg)N—p)=q)

(¢) ((a=b)=(a= (bUc)))
(d) ~(pN(=pnq))

(e) ((a=((=bNb)=c))

3. Consider a following set S

S={(anb) = =(aUb), ((-a) = (ma=1)), (ma= (anN-b))}.

1. Determine which of the elements of S are, and which are not well
formed formulas (wff) of £ = (A, F).

2. If A € §is not a formula, i.e if A € F re-write it as a correct formula
and write in the natural language what it says.

4. Write a full definition of a propositional language that uses Hilbert set of
connectives. Give four examples of well form formulas of this language.
List next to them corresponding formulas of our propositional language

L.

5. Write a full definition of a propositional language £ that uses Lukasiewicz
set of connectives. Give 4 examples of well form formulas of this language.
Give 4 examples of well form formulas of this language. List next to them
corresponding formulas of our propositional language L.

Propositional Semantics

1. Given a formula A: (((aNb)U—c) = b). Evaluate the logical value of A for
the following sets of logical values of its basic components, i.e. variables
a, b: 1. a=T, b=F, c=F and 2. a=F, b=T, c=T.
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2. Given a formula A: (((a = —b) Ub) = a). Evaluate the logical value of A
for all possible logical values of its variables.

3. Given a formula A: (((a } —b) Ub) 1 a). Evaluate the logical value of A
for the following sets of logical values of its variables: 1. a=T, b=F and
2. a=F, b=F.

4. Find and prove an equality defining implication in terms of disjunction
and negation.

5. Find and prove an equality defining conjunction in terms of disjunction
and negation.

6. Find and prove an equality and a table defining conjunction in terms of
implication and negation.

7. Prove that U can be defined in terms of = alone.
8. Find and prove an equality defining = in terms of 1.
9. Define = in terms of — and N.

10. Find an equality defining = in terms of |.

11. Define N in terms of = and —.

12. Find an equality defining N in terms of | alone.
Propositional Tautologies

1. Prove 5 propositional tautologies of your choice.

2. Prove that a formula (((-A = B)N(B=C)) = ((ANB) = C) is not a
propositional tautology.

3. Show that ”If a number is divisible by 3 and by 5, then from the fact that
it is not divisible by 3, we can deduce that it is also not divisible by 5” is
always a true statement.

4. Determine whether the following arguments logically correct by represent-
ing each sentence as propositional formula and checking whether the con-
clusion is logically implied by the conjunction of the assumptions. To do
this assign logical value T to each formula representing assumption and
F to the formula representing the conclusion, and determine whether a
contradiction results.

(a) If John is a Communist, John is atheist. John is an atheist. Hence
John is a Communist.
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(b) If the temperature and air pressure remained constant, there was a
rain.The temperature did remain constant. Therefore, if there was a
rain then the air pressure did not remain constant.

(¢) fa=0orb=0, then ab=0. But ab # 0. Hence a # 0 or b # 0.
(d) If a =0 and b = 0, then ab = 0. But ab # 0. Hence a # 0 or b # 0.

Predicate Language Description and Application to Al

1. Given the following formulas A; — As of L.
A1 = R(z,y,9(c,2)), Ay = FxP(z, f(z,y)), A3 = IdR(z,y,g(c,d)),

Ay = VZ(f(l‘, P(C, y))7 A5 = Elyp('r7 f(C, y)) UVyP(q;, f(C, y))
(a) Indicate whether they are, or are not well formed formulas of F. For
those which are not in F write a correct formula.

(b) For each correct, or corrected formula identify all components: con-
nectives, quantifiers, predicate and function symbols, and list all its
terms.

(c) For each formula identify its s free and bound variables. State which
are open and which are closed formulas (sentences), if any.

2. For the following mathematical statements write their corresponding for-
mulas of predicate language L.

(a) Vps1(n+3<8U3pecr x4+ n>8)
(b) Vier Fnen(@+n>0= Ipen(m=2x+n))

(c) If all natural numbers are smaller then zero, then the sum of any two
integers is smaller then zero.

(d) For all natural numbers The following implication holds for all natural
numbers: if n > 0, then there is a real number x, such that n+xz =0
or there is an integer m, such that m > 0.

3. For the following natural language statements write their corresponding
formulas of predicate language L.

(a) Anyone who is persistent can learn logic.

(b) Some people are witty only if they are drunk.

(c) John hates everybody who does not hate himself.

(d) Everybody loves somebody and no one loves everybody.

4. For the following natural language statements write their corresponding
formulas of AI language of your choice.
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(a) Anyone who is lazy can’t learn logic.

(b) Some people are happy only if they sing.

(c) John likes everybody who does not like Mary.
(d) Everybody with green eyes likes John.

5. For each of the following formulas (some with restricted quantifiers) write
two corresponding natural language sentences.

(a) Va(P(z) = FyQ(z,y)).
(b) Vady(P(x) N ~Q(z,y)).
(€) Ya)3aw By)-

(d) 3p@)YN@) Rz, y).

Predicate Semantics

1. For each of the formulas and each model structure M indicate for what
values the formula is satisfied (if it contains free variables) or whether M
is its model or counter-model (if it is a closed formula. i.e. a sentence).

Formulas are:

(a) P(f(z,y).0)

(b) P(z,y) = P(y, )

(c) VavVyVz((P(z,y) N P(y, z)) = P(x, 2))

Model structures M are:

M; = (N, I), for N set of natural numbers and Py :>, f; : multiplication,
and ¢y : 2

M, = (Z,1), for Z set of integers and Py :=, fr:+, and ¢y : 2
M3 = (27, 1), for 27 the set of all subsets of Integers, and P; : C, fr:n,
and cy: 0

2. For a given model structure M and corresponding closed formulas deter-
mine for each of them whether M is its model or a counter-model.

(a) Model structure is M = (N, ), for N set of natural numbers and
Pr:=, gr: +, fr: multiplication, and ¢y : 0, dy : 1.

Formulas are:

Ay Vady(P(z, 9(y,y)) U P(z,9(9(y,y), d)))

Az 2 VaVy(P(f(z,y),¢) = (P(z,c) U P(y,c)))

As 3y P(g(y,y), d)

(b) Model structure is M = (Z, I), for Z set of integers and Py :=, fr: +,
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Formulas are:

Ay Vavy P(f(x,y),f(y,x)))
As: VaVy P(f(x,y),y)

3. Prove that the following formulas are not predicate tautologies, i.e. find
for each of them a counter-model M.

(a) (3z A(x) = Vz A(x))

(b) (Vazdy A(z,y) = JaVy A(z,y))

(c) B3y A(z,y) = 3y A(y,y))

(b) (Vzdy A(z,y) = 3y Ay, y))

(d) 3Bz (A(x) = B(z)) = (3= A(x) = 3z B(z)))
(e) 3z (A(x) = B(z)) = (3z A(x) = 3z B(x)))

4. Transform the following formulas with restricted quantifiers into a proper
formulas of the predicate language L.

(@) (Va@)IB@)C(z) = ~Ipu)~C(z))
(b) (Fa(@)(VBw)C(y) = ~C(z))
(c) (Vaw)3p@ D@, y) = ~Ipw)C(x))
(d) Va@) (Fp@C()UVae)C(z))
5. Use proper Equational Laws for Quantifiers to prove that the following

Restricted Introduction and Elimination Laws hold for any formulas A(x),
B(x), C(x), and B, where B does not contain any free occurrence of x.

(a) Fow) (Alx) N B) = (e Alz) N B)
(b) Vow)(A(z) = B) = (3o Alr) = B)
(¢) Ve (B = A(z)) = (B = VeowA(x))
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Chapter 3

Propositional Semantics:
Classical and Many Valued

3.1 Formal Propositional Languages

We define here a general notion of a propositional language. We obtain, as spe-
cific cases, various languages for propositional classical logic as well as languages
for many non-classical logics.

We assume that any propositional language contains a countably infinite set
V AR of propositional variables. What distinguishes one propositional language
from the other is the choice of its set CON of propositional connectives. We
adopt a notation Loopn for a propositional language with the set CON of logical
connectives. For example, the language L£;-, denotes a propositional language
with only one connective —. The language L~ —, denotes that the language
has only two connectives = and = adopted as propositional connectives. All
propositional languages share the general way their sets of formulas are formed.

Theoretically one can use any symbols to denote propositional connectives. But
there are some preferences, as connectives have a long history and intuitive
meaning. The formal meaning, i.e. a semantics for a given language is discussed
and defined in the next section.

Different semantics can share the same language. For example, the language
L~ n,u,=y} is used as a propositional language for classical logic semantics, in-
tuitionistic logic semantics, and many valued logics semantics. It is also possible
for several languages to share the same semantics. The classical propositional
logic is the best example of such situation. We will prove in the section 3.4 that
the languages:

L=y, Lionys Li-oy Limnu=1 Limnu=,o)
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and even two languages with only one binary propositional connectives, denoted
usually by 1 and |, respectively, i.e languages L4y, L)) all share the same
semantics characteristic for the classical propositional logic.

The connectives have well established symbols and names, even if their semantics
can differ. We use names mnegation, conjunction, disjunction, implication and
equivalence (biconditional) for =, N, U, =, <, respectively. The connective 1 is
called alternative negation and A T B reads: not both A and B. The connective
J is called joint negation and A | B reads: neither A nor B.

Other most common propositional connectives are probably modal connectives
of possibility and mnecessity. Standard modal symbols are O for necessity and
¢ for possibility. We will also use symbols C and I for modal connectives of
possibility and necessity, respectively.

A formula CA, or QA reads: it is possible that A , A is possible, and a formula
IA, or OA reads: it is necessary that A, A is necessary.

A motivation for notation C and I arises from topological semantics for modal
S4 and S5 logics. C becomes equivalent to a set closure operation, and I becomes
equivalent to a set interior operation.

The symbols ¢, C and [0, I are not the only symbols used for modal connectives.
Other symbols include N for necessity and P for possibility. There is also
a variety of modal logics created by computer scientists, all with their set of
symbols and motivations for their use and their semantics. The modal logics
extend the classical logic and hence their language is for example L0, ¢, n,u,~}-

Knowledge logics also extend the classical logic. Their languages add to the
classical connectives a new knowledge connective, often denoted denoted by K.
The formula KA reads: it is known that A , A is known. The language of a
knowledge logic is for example Lix -y}

Autoepistemic logics use a believe connective, often denoted by B. The formula
BA reads: it is believed that A. They also extend the classical logic and hence
their language is Lip, - A u,=}-

Temporal logics add temporal connectives to the set of classical propositional
connectives. For example some of them use connectives (operators, as they are
often called) F, P,G, and H to denote the following intuitive readings. F'A reads
A is true at some future time, PA reads A was true at some past time, GA
reads A will be true at all future times, and HA reads A has always been true
in the past. In order to take account of this variation of truth-values over time,
some formal semantics were created, and many more will be created.

It is possible to create connectives with more then one or two arguments, but
we allow here only one and two argument connectives, as logics which will be
discussed here use only those two kind of connectives.

We adopt the following definition, common to all propositional languages con-
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sidered in our propositional logics investigations.

Definition 3.1 (Propositional Language)

By a propositional language with a set CON of propositional connectives
we understand a pair

Leon = (A, F). (3.1)

A is a called propositional alphabet and F is called a set of propositional
formulas of the language Loon. The alphabet A, the set CON of propositional
connectives, and the set F of propositional formulas are defined as follows.

1. Alphabet A

The alphabet A = VARUCONUPAR, where VAR, CON, PAR are all disjoint
sets and VAR, CON are non-empty sets. VAR is countably infinite and is called
a set of propositional variables; we denote elements of VAR by a, b, ¢, ... etc,
(with indices if necessary).

CON is a finite set of propositional connectives, PAR is a set of auxil-
iary symbols. We assume that PAR # () and contains two elements (,) called
parentheses, i.e. PAR = {(,)}. The set PAR may be empty, for example of a
case of Polish notation, but we assume that it contains two parenthesis as to
make the reading of formulas more natural and uniform.

2. Propositional connectives CON

We assume that the set CON is non empty and finite. We specify it for specific
cases (specific logics). It is possible to consider languages with connectives
which have more then one or two arguments, nevertheless we restrict ourselves
to languages with one or two argument connectives only.
We assume that

CON =C1UCy

where C is a finite set (possibly empty) of unary connectives, C5 is a finite
set (possibly empty) of binary connectives of the language Loon-

2. Set F of formulas

The set F is built recursively from the elements of the alphabet A, i.e. F C A*,
where A* is the set of all finite sequences (strings) form from elements of .4 and
is defined as follows.

The set F of all formulas of a propositional language Loon is the smallest
set, such that the following conditions hold:

(1) VARC F;
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(2) if Ae F, v € (4 ie v/ is an one argument connective, then VA € F;

(3) if A,B € F,o€ (Csieoisatwo argument connective, then
(AoB) e F.

The elements of the set VAR C F are called atomic formulas. The set F is
also called a set of all well formed formulas (wff) of the language Lcoon.

The alphabet A is countably infinite and consequently the set A* of all finite
sequences of elements of A is also countably infinite. By definition, F C A*,
hence the set F is also countably infinite. We state as separate fact.

Fact 3.1 For any propositional language Lcon = (A, F), the set F of for-
mulas is countably infinite. We hence consider here only infinitely countable
languages.

Observation 3.1

When defining a language Lcon we choose not only the propositional connec-
tives but also the symbols denoting them.

For example, L1 = Ly and Ly = L.y are two different propositional lan-
guages both with negation as the only connective.

The choice of appropriate well established symbols for logical connectives de-
pends on a personal preferences of books’ authors and creators of different logics.
One can find a variety of them in the literature. We presented some historical
choices in the chapter 2.

Example 3.1

Let L1 = Ly and Lo = L y. The formulas of both languages L1, Lo are
propositional variables or multiple negations of of a propositional variable.

The strings a, b, b, -——a are well formed formulas of £;. The corresponding
formulas of L are a,~ b, ~~ b, ~~~ a.

Observe that the strings (—a), -, =(-a), —(a), (~ a),7,~ (~ a) ~ (a) are not
well formed formulas of neither of the languages L1, Ls.

We adopt the general definition of the set F of formulas of Loon to for example
the language L.} as follows.

Example 3.2
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The set F of all formulas of a propositional language L. is the smallest
set, such that the following conditions hold:

(1) VAR C F (atomic formulas);
(2) ifAcF, then~Ac F.

Example 3.3

Consider now Loon for the set of connectives CON = {=}U{=}, where - € C;
and = € Cy. It means that we defined a language L = L, _y.

By the initial recursive step we get for any a € VAR, a € F. By the recursive
step and its repetition we get for example that -a € F, -—a € F, -——a € F, ...
etc., i.e. get all formulas from the the example 5.10 language £,. But also we
also get that (a = a), (a = b),~(a = b),(-a = b),~((a = a) = —(a = b))....
etc. are all in F and infinitely many others.

Observe that (=(a = b))),a = b, (a =) are not in F.

Example 3.4

Consider L = Loon for C1 = {—~,P,N}, Co = {=}. If we understand P, N
as a possibility and mnecessity connectives, the obtained language is called a
modal language with only negation as non-modal connective.

The set of formulas F of £ contains all formulas from example 5.11, but also
formulas Na,—=Pa, P-a,(N-b = Pa),~P-a,((N-b= Pa) = b),.... etc.

We adopt the general definition of the set F of formulas of Loon to for example
the modal language Li- p N -1 as follows.
Example 3.5

The set F of all formulas of a propositional language Li- pn -y is the
smallest set, such that the following conditions hold:

(1) VAR C F (atomic formulas);

(2) if A€ F, then -A, PA, NA € F;

(3) if A,Be F, then (A= B) € F.

We introduce now formal definitions of basic syntactical notions of a main con-
nective, a sub-formula of a given formula, and of a degree of a given formula.

Definition 3.2 (Main Connective)

Given a language Loon = (A, F).
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For any connectives 7 € C1 and o € Cy,
 is called a main connective of \JA € F and

o is a main connective of (BoC) € F.

Observe that it follows directly from the definition of the set of formulas that
for any formula C € F, exactly one of the following holds: C' is atomic, or there
is a unique formula A and a unique unary connective 7 € C7, such that C
is of the form /A, or here are unique formulas A and B and a unique binary
connective o € Cy, such that C' is (Ao B). We have hence proved the following.

Observation 3.2

For any formula A € F, A is atomic or has a unique main connective.

Example 3.6

The main connective of (a = —Nb) is =-. The main connective of N(a =
=b) is N. The main connective of =(a = —b) is — The main connective of
(maU—=(a=10)) is U.

Definition 3.3

We define a notion of direct a direct sub-formula as follows: 1. Atomic
formulas have no direct sub-formulas. 2. A is a direct sub-formula of a formula
VA, where <7 is any unary connective. 3. A, B are direct sub-formulas of a
formula (A o B) where o is any binary connective.

Directly from the definition 3.3 we get the following.

Observation 3.3

For any formula A, A is atomic or has exactly one or two direct sub-formulas
depending on its main connective being unary or binary, respectively.

Example 3.7

The formula (—a U —(a = b)) has ezactly —a and —(a = b) as direct sub-
formulas.

Definition 3.4

We define a notion of a sub-formula of a given formula in two steps. 1. For
any formulas A and B, A is a proper sub-formula of B if there is sequence of
formulas, beginning with A, ending with B, and in which each term is a direct
sub-formula of the next. 2. A sub-formula of a given formula A is any proper
sub-formula of A, or A itself.
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The formula (—a U =(a = b)) has —a and —(a = b) as direct sub-formula. The
formulas —a and —(a = b) have a and (a = b) as their direct sub-formulas,
respectively. The formulas —a, =(a = b), a and (a = b) are all proper sub-
formulas of the formula (—a U =(a = b)) itself. Atomic formulas a and b are
direct sub-formulas of (a = b). Atomic formula b is a proper sub-formula of —b.

Example 3.8
The set of all sub-formulas of

(maU~-(a=1D))

consists of (—aU—(a = b)), ~a, =(a = b), (a = b), a and b.

Definition 3.5 (Degree of a formula)

By a degree of a formula we mean the number of occurrences of logical connec-
tives in the formula.

The degree of (ma U —(a = b)) is 4. The degree of ~(a = b)) is 2. The degree
of —a is 1. The degree of a is 0.

Note that the degree of any proper sub-formula of A must be one less than the
degree of A. This is the central fact upon mathematical induction arguments
are based. Proofs of properties formulas are usually carried by mathematical
induction on their degrees.

Example 3.9

Given a formula A : (-I-a = (-Ca U (Ia = —Ib))).

1. The language to which A belongs is a modal language Li- c .c,un,—} with
the possibility connective C and necessity connective C. Both of them are one
argument connectives.

2. The main connective of A is =, the degree of A is 11.

3. All sub-formulas of A of the degree 0 are the atomic formulas a, b. All
sub-formulas of A of the degree 1 are: —a, Ca, la, Ib.

Languages with Propositional Constants

A propositional language Loon = (A, F) is called a language with propositional
constants, when we distinguish certain constants, like symbol of truth T or
falsehood F, or other symbols as elements of the alphabet. The propositional
constants are zero-argument connectives. In this case the set CON of logical
connectives contains a a finite, non empty set of zero argument connectives Cy,
called propositional constants, i.e. we put

CON = CyUCy UC,.
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The definition of the set F of all formulas of the language Lcon contains now
an additional recursive step and goes as follows.

The set F of all formulas of the language Loon with propositional constants is
the smallest set built from the signs of the alphabet A, i.e. F C A*, such that
the following conditions hold:

(1) VAR C F (atomic formulas),
(2) Co C F (atomic formulas),

(3) if Ae F, v € Cy i.e v is an one argument connective, then A € F,

(4) if A,B € F,0€ (s ieoisatwo argument connective, then
(Ao B) e F.

Example 3.10

Let L = Lyp -y, i-e. Co = {V}. Atomic formulas of L are all variables and
the symbol T .

The language admits formulas that involve the symbol T like T, T, (T N a),
(man—-T),=(bNT), etc... We might interpret the symbol T as a symbol of truth
(statement that is always true).

Here are some exercises and examples dealing with the formal definition of
propositional languages, syntactical correctness, and their expressiveness.

Exercise 3.1

Given a language L = L¢- ¢ ,1,0,n,=} and the following set S.

S ={C-a= (aUb), (C(-a = (aUb))), C~(a= (aUb))}

Determine which of the elements of S are, and which are not well formed for-
mulas of L. If A € S is not a correct formula write its corrected version. For
each correct or corrected formula determine its main connective, its degree and
write what it says in the natural language.

Solution

1. C-a = (aUVb) is not a well formed formula. The corrected formula is
(C—a = (aUb)). Its main connective is = and the degree is 4. The corrected
formula says: If negation of a is possible, then we have a or b.

Another corrected formula is C(—a = (a U b)). Its main connective is C, the
degree is 4. The corrected formula says: It is possible that not a implies a or b.
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2. (C(—a = (aUb))) is not a well formed formula. The correct formula is
C(—a = (a UYD)). The main connective is C, the degree is 4. The formula
C(—a = (aUD)) says: It is possible that not a implies a or b .

3. The formula C—(a = (aUb)) is a correct formula. The main connective is
C, the degree is 4. The formula says: the negation of the fact that a implies a
or b is possible.

Exercise 3.2

Given a set S of formulas:

S ={((a = —b) = —a),0(-0a = —a),(aU—(a=b))}.

Define a formal language Loon to which to which all formulas in S belong, i.e.
a language determined by the set S.

Solution

Any propositional language Leons is determined by its set of connectives. The
connectives appearing in the formulas of the set S are: =, —b,1, ¢ and U. Hence
the required language is £{- 0,¢.u,~}-

Exercise 3.3

Write down a set Sy all sub-formulas of the O((aU—a)Nb), a set Sy all proper
sub-formulas of =(a = (b =)).

Solution
The set Sy of all sub-formulas of ¢((a U —a) Nb) is
S1={0((eU—-a)Nd), ((aU=-a)Nb), (aU-a), -a, b, a}
a, b are atomic sub-formulas, and {((a U —a) N b) is not a proper sub-formula.
The set Sy of all proper sub-formulas of =(a = (b = ¢)) is
Sy ={(a= (b=1¢)), (b=0¢),a,b,c}.

Exercise 3.4
Write the following natural language statement S:

”From the fact that it is possible that Anne is not a boy we deduce that it is not
possible that Anne is not a boy or, if it is possible that Anne is not a boy, then
it is not necessary that Anne is pretty.”

in the following two ways.
1. As a formula Ay € F1 of a language L, 0, ¢, 0, U, =}~

2. As a formula Ay € Fy of a language Li- U, =}-
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Solution
1. We translate the statement S into a formula A; of the modal language
L. 0, 0, n, u, = as follows.

Propositional variables are: a, b. The variable a denotes statement Anne is a
boy and b denotes a statement Anne is pretty.

Propositional modal connectives are: [0, . The connective { reads it is
possible that, and [0 reads it is necessary that.

Translation: the formula A, is (¢0-a = (=0—-a U (O—a = -0b))).

2. We translate our statement into a formula Az of the language L{- U, =}
as follows.

Propositional variables are: a, b. The variable a denotes statement it is possible
that Anne is not a boy and b denotes a statement it is necessary that Anne is
pretty. Translation: the formula As is (a = (-a U (a = —b))).

Exercise 3.5
Write the following natural language statement S:

”For all natural numbers n € N the following implication holds: if n < 0, then
there is a natural number m, such that it is possible that n +m < 0, or it is
not possible that there is a natural number m, such that m > 0”

in the following two ways.
1. As a formula Ay of a language Li— A U, =}

2. As a formula Az of a language Li- 0, ¢, A, U, =}-

Solution
1. We translate the statement S into a formula A; of the language £(- U, =}
as follows.

Propositional variables are: a, b. The variable a denotes statement For all
natural numbers n € N the following implication holds: if n < 0, then there is
a natural number m, such that it is possible that n + m < 0. The variable b
denotes statement it is not possible that there is a natural number m, such that
m > 0. Translation: the formula A; is (a U —b).

2. We translate the statement S into a formula A3 of a language L1 0, ¢, n, U, =}
as follows. Propositional variables are: a, b. The variable a denotes statement
For all natural numbers n € N the following implication holds: if n < 0, then
there is a natural number m, such that it is possible that n + m < 0. The
variable b denotes statement there is a natural number m, such that m > 0.
Translation: the formula As is (a U =0b).
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3.2 Extensional Semantics M

Given a propositional language Loon, the symbols for its connectives always
have some intuitive meaning. A formal definition of the meaning of these sym-
bols is called a semantics for the language Loon. A given language can have
different semantics but we always define them in order to single out special for-
mulas of the language, called tautologies, i.e. formulas of the language that is
always true under the given semantics.

We introduced in Chapter 2 a notion of a classical propositional semantics, dis-
cussed its motivation and underlying assumptions. The assumption was that
we consider only two logical values. The other one was that all classical propo-
sitional connectives are extensional. We have also observed that in everyday
language there are expressions such as "I believe that”, ”it is possible that”,
” certainly”, etc.... and they are represented by some propositional connectives
which are not extensional. Non-extensional connectives do not play any role
in mathematics and so are not discussed in classical logic and will be studied
separately.

The extensional connectives are defined intuitively as such that the logical value
of the formulas form by means of these connectives and certain given formulas
depends only on the logical value(s) of the given formulas. We adopt a following
formal definition of extensional connectives for a propositional language £ and
of an extensional semantic for L.

Definition 3.6 (Extensional Connectives)

Let Loon be such that CON = C1UCs, where Cy, Cs are the sets of unary and
binary connectives, respectively. Let LV be a non-empty set of logical values. A
connective \7 € C1 oro € Cy is called extensional if it is defined by a respective
function

v: LV —LV or o: LVXLV — LV.

A semantics M for a language Loon is called extensional provided all con-
nectives in CON are extensional and its notion of tautology is defined in terms
of connectives and their logical values (see definition 3.7).

A semantics with a set of m-logical values is called a m-valued semantics. The
classical semantics is a special case of a 2-valued extensional semantics. Given a
language, its different semantics define corresponding different logics. Classical
semantics defines classical propositional logic with its set of classical proposi-
tional tautologies. Many of m- valued logics are defined by various extensional
semantics with sets of logical values LV with more then 2 elements. The lan-
guages of many important logics like modal, multi-modal, knowledge, believe,
temporal contain connectives that are not extensional. Consequently they are
defined by the non-extensional semantics. The intuitionistic logic is based on
the same language as the classical one, its Kripke Models semantics is not ex-
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tensional.

Defining a semantics for a given propositional language means more then defin-
ing propositional connectives. The ultimate goal of any semantics is to define
the notion of its own tautology. In order to define which formulas of Loon we
want to to be tautologies under a given semantics M we assume that the set LV
of logical values of M always has a distinguished logical value, often denoted
by T for ”absolute” truth. We also can distinguish, and often we do, another
special value F representing ”absolute” falsehood. We will use these symbols
T, F. We may also use other symbols like 1, 0 or others. The value T serves to
define a notion of a tautology (as a formula always ”true”).

Extensional semantics share not only the similar pattern of defining their connec-
tives (definition 3.6), but also the method of defining the notion of a tautology.
We hence define a general notion of an extensional semantics (definition 3.7) as
sequence of steps leading to the definition of a tautology. Here are the steps.

Stepl: we define all connectives of M as specified by definition 3.6.

Step 2: we define the main component of the definition of a tautology, namely
a function v that assigns to any formula A € F its logical value from VL. It is
often called a truth assignment and we will use this name.

Step 3: given a truth assignment v and a formula A € F, we define what does
it mean that v satisfies A, i.e. that v is a model for A under semantics M.

Step 4: we define a notion of tautology as follows: A is a tautology under seman-
tics M if and only if all truth assignments v satisfy A, i.e. all truth assignments
v are models for A.

We use a notion of a model because it is an important, if not the most important
notion of modern logic. It is usually defined in terms of the notion of satisfaction.
In classical propositional logic these two notions are the same. The use of
expressions 7 v satisfies A” and "v is a model for A” is interchangeable. This
is also a case for the extensional semantics; in particular for some non-classical
semantics, like m-valued semantics discussed in this chapter.

The notions of satisfaction and model are not interchangeable for predicate lan-
guages semantics. We already discussed these notions in chapter 2 and will
define them in full formality in chapter 8 on predicate logic. The use of the
notion of a model also allows us to adopt and discuss the standard predicate
logic definitions of consistency and independence for propositional case.

Given a language Loon and non-empty set LV of logical values. We assume
that the set LV has a special, distinguished logical value which serves to define a
notion of tautology under the semantics M. We denote this distinguished value
as T. We define formally a general notion of an extensional semantics M for
Lcon as follows.
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Definition 3.7 (Extensional Semantics)

A formal definition of an extensional semantics M for a given language Loon
consists of specifying the following steps defining its main components.

Step 1: we define a set LV of logical values and its distinguished value T, and
define all connectives of Loon to be extensional;

Step 2: we define notion of a truth assignment and its extension;

Step 3: we define notions of satisfaction, model, counter model;

Step 4: we define notion of a tautology under the semantics M.

What differs one semantics from the other is the choice of the set LV of logical
values and definition of the the connectives of Loon, i.e. the components
defined in the Stepl. The definitions for the Steps 2 and 3, 4 are modification
of the definitions established for the classical case and they are as follows.

Step 1: we follow the definition 3.6 to define the connectives of M.

Step 2 : we define a function called truth assignment and its extension in terms
of the propositional connectives as defined in the Step 1. We use the term M
truth assignment and M truth extension to stress that it is defined relatively to
a given semantics M.

Definition 3.8 (M Truth Assignment)

Let LV be the set of logical values of M and VAR the set of propositional variables
of the language Loon. Any function v : VAR — LV, is called a truth
assignment under semantics M, for short M truth assignment.

Definition 3.9 (M Truth Extension)

Given M truth assignment
v: VAR — LV. We define its extension v* to the set F of all formulas of
Lcoon as any function

v F— LV,

such that the following conditions are satisfied.

(i) for any a € VAR,

(ii)  For any connectives 7 € Cy, o € Cy, and for any formulas A, B € F,
v (VA) = v (4), v ((AoB)) =o(v"(4),v"(B)).

We call the v* the M truth extension.

The symbols on the left-hand side of the equations represent connectives in
their natural language meaning and the symbols on the right-hand side repre-
sent connectives in their semantical meaning as defined in the Stepl.
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We use names "M truth assignment”, "M truth extension” to stress that we
define them for the set of logical values of M and moreover, that the extension
of v connects the formulas of the language with the connectives as defined by
the semantics M.

Notation Remark For a given function f, we use a symbol f* to denote its
extension to a larger domain. Mathematician often use the same symbol f for
both a function and its extension f*.

Step 3: the notions of satisfaction and model are interchangeable in extensional
semantics. They are not interchangeable in other propositional semantics and
in semantics for predicate languages.We define them as follows.

Definition 3.10 (M Satisfaction, Model)

Given an M truth assignment

v: VAR — LV and its M truth extension v*. Let T € LV be the distin-
guished logical value. We say that
the truth assignment v M satisfies a formula A if and only if v*(A)=T.
We write symbolically

v By A

Any truth assignment v, such that v |=y; A is called M model for A.

Definition 3.11 (M Counter Model)
Given an M truth assignment

v: VAR — LV. Let T € LV be the distinguished logical value. We say that
v does not satisfy a formula A € F if and only if v*(A) #T.

We denote it by
v = A

A any v, such that v f=y; A is called M counter model for A.

Step 4: we define the notion of a tautology under semantics M, called M
tautology as follows.

Definition 3.12 (M Tautology)
For any formula A € F,

A is M tautology if and only if v =y A, for all truth assignments v,
v: VAR — LV. We denote it as

A
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We also say that A is M tautology if and only if all truth assignments v are
M models for A.

Observe that directly from definition 3.11 we get the following equivalent form
of the definition 3.12.

Definition 3.13
For any formula A € F,

A is a M tautology if and only if v*(A) =T, for all truth assignments v,
v: VAR — LV.

We denote by MT the set of all tautologies under the semantic M, i.e.
MT={AecF: A} (3.2)

Obviously, when we develop a logic by defining its semantics we want the se-
mantics to be such that the logic has a non empty set of its tautologies. We
stress that fact by putting it in a form of the following definition.

Definition 3.14

Given a language Loon and its extensional semantics M (definition 3.7), we
say that the semantics M is well defined if and only if its set MT of all
tautologies (3.2) is non empty, i.e. when

MT # 0 (3.3)

We follow the definitions and pattens established here first in section 3.3. We
use them to define and discuss in details the classical propositional semantics.
Definitions and short discussions of some of the many-valued semantics follow
next in section 3.5. Many valued logics had their beginning in the work of
Lukasiewicz (1920). He was the first to define a 3- valued extensional semantics
for a language L~y -} of classical logic, and called it a three valued logic
for short. The other logics, now of historical value followed and we will discuss
some of them. In particular we present a Heyting 3-valued semantics as an
introduction to the definition and discussion of first ever semantics for the intu-
itionistic logic and some modal logics. It was proposed by J.C.C McKinsey and
A. Tarski in 1946-48 in a form of cylindrical algebras, now called pseudo-boolean
algebras, or Heyting algebras. The semantics in a form of abstract algebras are
called algebraic models for logics. It became a separate field of modern logic.
The algebraic models are generalization of the extensional semantics, hence the
importance of this section. It can me treated as an introduction to algebraic
models for logics. It will be discussed again in chapter?7.
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3.3 Classical Semantics

We adopt Steps 1- 4 of the general definition 3.7 of extensional semantics to
the case of the classical propositional logic as follows.

Step 1: we define the language, set of logical values, and define all connectives
of the language to be extensional

The language is £, U, n, =, «}. The set LV of logical values is {T', F'}. The
letters T, F stand as symbols of truth and falsehood, respectively. We adopt
T as the distinguished value. There are other notations for logical values, for
example 0,1, but we will use T, F.

Definition of connectives

Negation is a function —: {T,F} — {T,F}, such that
~(T) = F, ~(F) = T. We write it as =T = F, —F =T.

Notation: we write the name of a two argument function (our connective)
between the arguments, not in front as in function notation, i.e. we write for
example, T oT =T instead of o(T,T)="1T.

Conjunction is a function N: {T,F} x {T,F} — {T, F}, such that
NT,T)=T, NT,F)=F, NFT)=F nN(FF)=F. We write it as
TNnT=T, TNnF=F, FNT=F, FNnF=F.

Disjunction is a function U: {T,F} x {T,F} — {T, F}, such that
UT,T)=T, UT,F)=T, UFT)=T, UF,F)=F. We write it as
TUT =T, TUF=T, FUT=T, FUF=F.

Implication is a function =: {T,F} x {T,F} — {T, F}, such that
= (T\T)=T, = (T,F)=F, = (F,T)=T, = (F,F)=T. We write it as
T=T=T, T=F=F F=T=T, F=F=T.

Equivalence is a function <: {T,F} x {T,F} — {T,F}, such that
< (T, T)=T, ©«((T,F)=F, & (F,T)=F, < (T,T)=T. We write it as
TeT=T ToF=F FoT=F ToT=T.

We write function defining the connectives in a standard form of tables defining
operations in finite sets. We call these tables (3.4) truth tables definition of
propositional connectives, or classical connectives truth tables for short.

Classical Connectives Truth Tables (3.4)
-| T F Nn|T F u|T F
F T T|T F T|T T
F|F F F|T F
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As ultimate goal of our semantics is to define the notion of tautology, a formula
that is always true, we assume that the set {T', F'} of our logical values is ordered
and F < T, This makes the symbol T (for truth) the ”greatest” logical value,
what truth supposed to be. We now can write simple formulas defining the
connectives (respective function) as follows.

Classical Connectives Formulas (3.5)

-: {F,T} — {F,T}, such that -F =T, —-T =F.

N: {F,T} x {F, T} — {F, T}, such that for any z,y € {F, T},
N(x,y) = min{z, y}. We write it as = Uy = min{z, y}.

U: {F,T} x {F,T} — {F, T}, such that for any z,y € {F, T},
U(z,y) = max{x, y}. We write it as x Uy = maz{z, y}.

=: {F,T} x {F,T} — {F, T}, such that for any =,y € {F, T},
= (z,y) = U(—z,y). We write it as x =y =2z Uy.

< {F,T} x {F,T} — {F, T}, such that for any =,y € {F,T},

< (.’L‘,y) - U(:> (x,y),:> (y,x))
We write it as z < y=(x=y)N(y = ).

Exercise 3.6

Prove that the above connectives formulas are correct, i.e. that they define the
same classical connectives as defined in Step 1.

Solution

This is a problem of proving equality of functions that are given the same names.
We have to show that the use of the same names: -, U, N, =, < for them is
justified. The equality of functions is defined as follows.

Definition 3.15

Given two sets A, B and functions f, g, such that f: A — B andg: A — B.
We say that the functions f, g are equal and write it f = g if and only if f(z)
= g(z) for all elements x € A.

The negation definition is the same in both cases. We prove that the two
conjunctions and two disjunctions functions are the equal by comparing both
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definitions (3.4) and (3.5). We verify now the correctness of the implication
function formula. Consider two functions =: {T, F} x{T,F} — {T,F} and
h:{T,F} x{T,F} — {T, F}, where = is the classical implication defined
by definition (3.4) and h is defined by the definition (3.5), i.e. by the for-
mula h(z,y) = U(—z,y). Observe that we have already proved that functions
U and — are equal in both cases. We prove that = = h by evaluating that
= (z,y) = h(z,y) = U(-x,y), for all (x,y) € {T,F} x {T, F} as as follows.
T=T=T and W(T,T)=-"TUT=FUT =T  yes.

T=F=F and h(T,.F)=-TUF=FUF=F yes.

F=F=T and h(F,F)=-FUF=TUF =T vyes.

F=T=T and h(F,T)=-FUT=TUT =T  yes.

This proves the correctness of the implication formula = (z,y) = U(—z,y). We
write it as x = y = —x Uy and call it a formula defining implication in
terms of disjunction and negation. We verify the correctness of the equivalence
formula < (x,y) = U(= (z,¥),= (y,2)) in a similar way.

Special Properties of Connectives

Observe that the formulas defining connectives of implication and equivalence
are certain compositions of previously defined connectives. Classical semantics
is a special one, its connectives have strong properties that often do not hold
under other semantics, extensional or not. One of them is a property of defin-
ability of connectives, the other one is a functional dependency. These are basic
properties one asks about any new semantics, and hence a logic, being created.
We generalize these the notion of functional dependency of connectives under a
given extensional semantics M.

Definition 3.16 (Definability of Connectives)

Given a propositional language Lcon and its extensional semantics M. A
connective o € CON is definable in terms of some connectives o1, 03, ...0, €
CON if and only if o is a certain function composition of functions o1, 09,...0,,
as they are defined by the semantics M.

We have just proved in Exercise 3.6 that the implication =- is definable in terms
of U and — under classical semantics as it is a composition of U and — defined
by the formula = (z,y) = U(—z,y). The classical equivalence is definable in
terms of = and N by the formula < (z,y) = U(= (z,v),= (y,)).

Definition 3.17 (Functional Dependency)

Given a propositional language Loon and its extensional semantics M. A
property of defining the set of connectives CON in terms of its proper subset is
called a functional dependency of connectives under the semantics M.
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Proving the property of functional dependency under a given semantics M con-
sists of identifying a proper subset CONy of the set CON of connectives, such
that each connective o € CON — CONj is definable (definition 3.16) in terms
of connectives from CONy. This is usually a difficult, and often impossible task
for many semantic. We prove now that it holds in the classical case.

Theorem 3.1

The set of connectives of the language Li- , n, =, } 18 functionally depen-
dent under the classical semantics.

Proof

Let’s take a set {—, U}. We have already proved in Exercise 3.6 that the impli-
cation = and is definable in terms of U and — by the formula z = y = =z U y.
The conjunction is defined by easy verification, similar to the one in Exercise
3.6, by a formula Ny = —(—x U-y). By Exercise 3.6, the equivalence formula
is definable in terms of = and N by the formula z & y = (z = y) N (y = ).
The final formula for for the equivalence is z < y = (mz Uy) N (-y U z).

There are many ways to prove this theorem, it means there are many ways to
choose a proper subset CONj of the set {—, U, N, =, <} that defines all other
connectives. Here are the choices.

Theorem 3.2 (Definability of Connectives )

All connectives of the language Li- U n, =, =) are definable in terms of —
and o, for any o € {U, N, =}.

Proof

We list all required definability formulas, including the formulas developed in
the proof of Theorem 3.1. An easy verification of their correctness is left as an
exercise.

1. Definability in terms of = and —.

zNy=-(z=-y), sUy=-a=y, zey=-((z=y) =-(y=1)).

2. Definability in terms of N and —.

zUy=-(-zN-y), c=>y=-(zxN-y), < y=-(xN-y) N-(yN-x).

3. Definability in terms of U and —.

r=y=-zUy, zNy=-(-zU-y) zy=(-zUy) N(-yUxz).

There are two other important classical binary connectives denoted by 1 and
4. The connective 1 was discovered in 1913 by H.M. Sheffer, who called it
alternative negation. Now it is often called a Sheffer’s connective. A formula
(A1 B) reads: not both A and B. The connective | was discovered in 1920 by
J. Lukasiewicz and named joint negation. The formula (A | B) reads: neither
A nor B. They are defined as follows.
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Alternative Negation is a function 1: {T, F'} x {T,F} — {T, F'} such that
TAT=F, T+F=T, F{T=T, F1F=T.

Joint Negation is a function |: {T, F} x {T,F} — {T, F'} such that
T|T=F T|F=F F|T=F F|F=T.
Truth Tables for 1T and |

T 1
T T
F F

= |3
= |
o |3
H |

We extend our language L u, n, =, «} by adding Sheffer and Lukasiewicz
connectives to it. We obtain the language L | n =, &, 1, ;3 that contains
now all possible classical connectives.

Theorem 3.3

All connectives of a language L, u, n, =, «, 1, |} are definable in terms of 1,
and also separately in terms of |.

Proof
Definability formulas of = and N in terms of 1 are the following.

~r=ztz, rNy=(zty T (z1y) (3.6)

Definability formulas for of the connectives {U, =, <} in terms of 1 follow
directly from the formulas in the proof of Theorem 3.2 and the formulas (3.6).
Observe that the x Ty = —(x Uy). The definability of = | y in terms of z 1y
follows from (3.6) and definability of U in terms 1.

Definability formulas of = and U in terms of | are, by simple verification, the
following.

r=rlz, sUy=(zly)l(zly) (3.7)

Definability formulas for of the connectives {N, =, <, 1} in terms of | follow
directly, as in the previous case, from the Theorem 3.2 and the formulas (3.7).

Functional dependency and definability of connectives as expressed in Theorems
3.2, 3.3 are very strong and characteristic properties of the classical semantics.
They hold, for some connectives for some non-classical logics, never in others.
For example, the necessity connective [J is definable in terms of the possibility
connectives ¢ and negation — in Modal S4 and S5 logics, but not in majority of
others. The classical implication is definable in terms of negation and disjunc-
tion, but the intuitionistic implication is not. We defined and discussed these
classical properties here as they have to be addressed and examined when one
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is building semantics for any of a non-classical logic.
Step 2: Truth Assignment, Truth Extension

We define now and examine the components in the Step 2 of the definition 3.7.
We start with the basic notion of the truth assignment. We adopt the exten-
sional semantics M definition 3.8 to the classical case as follows.

Definition 3.18 (Truth Assignment)

Let VAR be the set of all propositional variables of the language L{— | A, =, «}-
A truth assignment is any function v: VAR — {T, F}.

The function v defined above is called the truth assignment because it can be
thought as an assignment to each variable (which represents a logical sentence)
its logical value of T(ruth) of F(alse). Observe that the domain of the truth
assignment is the set of propositional variables, i.e. the truth assignment is
defined only for atomic formulas.

We now extend the truth assignment v from the set of atomic formulas to the
set of all formulas F in order define formally the assignment of a logical value
to any formula A € F.

The definition of the truth extension of the truth assignment v to the set F
follows the definition 3.8 for the extensional semantics M .

Definition 3.19 (Truth Extension) Given the truth assignment v : VAR —
{T, F}. We define its extension v* to the set F of all formulas as any function
v*: F — {T,F}, such that the following conditions are satisfied.

(1) for any a € VAR, v*(a)=v(a);
(2) for any A,B € F,

v* (AN B)) = N(v*(A),v*(B));
v ((AUB)) = U(v"(4),v"(B));
v*((A = B)) == (v"(4),v"(B));
v*((A & B)) == (v'(A),v"(B)).

The symbols on the left-hand side of the equations represent the connectives in
their natural language meaning. The symbols on the right-hand side represent
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connectives in their classical semantics meaning defined by the classical con-
nectives defined by the classical Truth Tables.

For binary connectives (two argument functions) we adopt a convention to write
the symbol of the connective (name of the 2 argument function) between its ar-
guments as we do in a case arithmetic operations. We use this standard notation
and re-write the definition 3.19 as follows.

Definition 3.20 (Standard Notation) Given the truth assignment v: VAR —
{T, F}. We define its extension v* to the set F of all formulas as any function
v*: F — {T,F}, such that the following conditions are satisfied.

(1) for any a € VAR, v*(a)=v(a);
(2) for any A,B € F,

v (mA) = " (A);
v*((AN B)) =v*(4) Nv*(B);
v*((AU B)) =v*(A) Uv*(B);

v*((A= B)) =v"(4) = v*(B);
v*((A< B)) =v"(4) & v*(B).

Given a formula A: ((@ = b) U -a)) and a truth assignment v, such that
v(a) =T, v(b) = F. We evaluate the logical value of the formula A using the
standard notation definition 3.20 as follows.

v*(A) = v*(((a = b)u—a))) = U(v*((a = b),v"(=a)) = U(= (v"(a),v*(b)), ~v"(a)))
= U(= (v(a),v(b)), ~w(a))) = U(= (T, F), -T)) = U(F, F) = F.

Observe that we did not specify v(x) of any x € VAR—{a, b}, as these values do
not influence the computation of the logical value of the formula A. We say: "v
such that” as we consider its values for the variables a and b only. Nevertheless,
the domain of the truth assignment v is always is the set of all variables VAR
and we have to remember that.

Given a formula A: ((a = b) U -a)) and a truth assignment v, such that
v(a) = F, wv(b) = F. We use now the standard notation definition 3.20 to
evaluate the logical value of the formula A. We write is as follows. v*(A) =
v*(((a = b) U-a))) = v*((a = b)) Uv*(—a) = (v(a) = v(b)) Uw(a) = (F =
F)U-F=TUT=T.

Step 3: Satisfaction, Model, Counter-Model
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We define now and examine the components in Step 3 of the definition 3.7.
We adopt the extensional semantics M definitions 3.10, 3.11, and 3.12 to the
classical case as follows.

Definition 3.21 (Satisfaction)

Letv: VAR — {T, F}.
We say that v satisfies a formula A € F if and only if v*(A) =T. We denote
it by v = A.

v does not satisfy a formula A € F if and only if v*(A) #T. We denote it
by v [~ A.

The relation = is often called a satisfaction relation. Observe, that in the
classical semantics we have that v*(A) # T if and only if v*(A) = F. In this
case we say that v falsifies a formula A.

Exercise 3.7

Let A be a formula ((a = b)U—a)) and v be a truth assignment
v: VAR — {T,F}, such that v(a) = T, v(b) = F, and v(z) = F for all
x € VAR — {a,b}. Show that v [~ ((a = b) U —a)).

Proof We evaluate the logical value of the formula A as follows: v*(A) =
v*((a = b)U—a)) = (v*(a = b) Uv™(=a)) = ((v(a) = v(b)) U—w(a)) = (T =
FYU-T)= (FUF)=F. It proves tha v [~ ((a = b) U—a)) and we say that v
falsifies the formula A.

As we remarked before, in practical cases we use a short-hand notation for while
evaluating the logical value of a given formula. Here is a short procedure for
any v and A. We use show it how it works for v and A from the exercise 3.7.

Short-hand Evaluation

Given any formula A € F and any truth assignment v: VAR — {T, F'}.

1. We write the value of v only for variables appearing in the formula in A.

In our case we write: a=T,b=F for v(a) =T,v(b) = F.

2. Replace all variabes in A by their respective logical values.

In our case we replace a by T and b by F' in the formula A ((a = b) U —a)). We
get an equation ((T'= F)U —T).

3. Use use the connectives definition, in this case the definitionTTables to eval-
uate the logical value of the equation obtained in the step 2.

In our case we evaluate (T'= F)U-T)=(FUF)=F.

4. Write your answer in one of the forms: v = A, v £ A or "v satisfies A7, ” v
falsifies A”
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In our case v falsifies A and write v = ((a = b) U —a)).

Example 3.11

Let A be a formula ((a N —b) U —c) and v be a truth assignment v : VAR —
{T, F}, such that v(a) = T, v(b) = F, v(c) =T, and v(z) =T for all
x € VAR — {a,b,c}. Using the the short-hand notation we get (T N—F) U
“T)=(TNT)UF)=(TUF)=T. It proves that v satisfies the formula A
and we write v = ((a N =b) U —c).

Definition 3.22 (Model, Counter Model)

Given a formula A € F.

Anyv: VAR — {T, F}, such that v = A is called a model for A .
Any v, such that v = A is called a counter model for the formula A .

The truth assignment from the Example 3.11 is a model for the formula
((an=b)U—c) and the truth assignment from the Exercise 3.7 is a counter-model
for the formula ((a = b) U —a)).

Step 4: Classical Tautology Definition

There are two equivalent ways to define the notion of classical tautology. We
will use them interchangeably. The first uses the notion of truth assignment
and states the following.

Definition 3.23 (Tautology 1) For any formula A € F,
A is tautology if and only if v*(A) =T for allv: VAR — {T,F}.

The second uses the notion of satisfaction and model and the fact that in any
extensional semantic the notions ” v satisfies A” and "v is a model for A” are
interchangeable. It is stated as follows.

Definition 3.24 (Tautology 2)

For any formula A € F,
A is tautology if and only if v E A for allv: VAR — {T,F}, i.e. when
all truth assignments are models for A.

We write symbolically
EA

for the statement ”A is a tautology”.
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Remark 3.1

We use the symbol = A only for classical tautology. For all other extensional
semantics M we must use the symbol =y A and say ” A is a tautology under
a semantics M, or to say in short "A is a M semantics tautology”.

We usually use the definition 3.24 to express that a formula in not a tautology,
i.e. we say that a formula is not a tautology if it has a counter model. To stress
it we put it in a form of a following definition.

Definition 3.25

For any formula A € F,
A is not a tautology if and only if A has a counter model;
i.e. when there is a truth assignment v : VAR — {T,F}, such that v £ A.

We denote the statement ”A is not a tautology” symbolically by
A

A formula A : ((a = b)U—a)) is not a tautology (K& ((a = b)U-a))). A truth
assignment v : VAR — {T, F'}, such that v(a) =T, v(b) = F, and v(z)=F
for all z € VAR — {a,b} is a counter model for A, as we proved Exercise 3.7.

This ends the formal definition of classical semantics that follows the pattern
for extensional semantics established in the definition 3.7.

3.3.1 Tautologies: Decidability and Verification Methods

There is a large number of basic and important tautologies listed and discussed
in Chapter 2. We assume that the reader is familiar, or will familiarize with
them if needed. We will refer to them and use them within our book. Chapter
2 also provides the motivation for classical approach to definition of tautolo-
gies as ways of describing correct rules of our mathematical reasoning. It also
contains an informal definition of classical semantics and discusses a tautology
verification method. We have just defined formally the classical semantics. Our
goal now is to prove formally that the notion of classical tautology is decidable
(Theorem 3.9) and to prove correctness of the tautology verification method
presented in Chapter 2. Moreover we present here other basic tautology verifi-
cation methods and prove their correctness.

We start now a natural question. How do we verify whether a given formula
A € F is or is not a tautology? The answer seems to be very simple. By
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definition 3.23 we have to examine all truth assignments v: VAR — {T, F}.
If they all evaluate to T, we proved that | A. If at least one evaluates to F, we
found a counter model and proved & A. The verification process is decidable,
if the we have only a finite number of v to consider. So now all we have to
do is to count how many truth assignments there are, i.e. how many there are
functions that map the set VAR of propositional variables into the set {T', F'} of
logical values. In order to do so we need to introduce some standard notations
and some known facts. For a given set X, we denote by |X| the cardinality of
X. In a case of a finite set, it is called a number of elements of the set. We
write | X| = n to denote that X has n elements, for n € N. We have a special
names and notations to denote the cardinalities of infinite set. In particular
we write | X| = Ny and say ” cardinality of X is aleph zero,” for any countably
infinite set X. We write |X| = C and say ” cardinality of X is continuum” for
any uncountable set X that has the same cardinality as Real numbers.

Theorem 3.4 (Counting Functions )
For any sets X,Y, there are |Y|IX| functions that map the set X into Y.
In particular, when the set X is countably infinite and the set Y is finite, then

there are n™° = C functions that map the set X into Y.

In our case of counting the truth assignment v : VAR — {T, F'} we have that
|[VAR| =Ry and [{T, F}| = 2. We know that 2% = C and hence we get directly
from Theorem 3.4 the following.

Theorem 3.5 (Counting Truth Assignments)

There are uncountably many (exactly as many as real numbers) of all possible
truth assignments v, where v: VAR — {T, F}.

Definition 3.26

For any A € F, let VARA be a set of all propositional variables appearing
in A. Any function vy : VARy — {T,F}, is called a truth assignment
restricted to A.

Example 3.12

Let A = ((a = —b) U —c). The set of variables appearing in A is VAR, =
{a,b,c}. The truth assignment restricted to A is any function va : {a,b,c} —
{T, F}.

Definition 3.27

Given a formula A € F and a set VAR of all propositional variables appearing
in A. Any function va : VARy — {T,F}, such that vi= A (vt A)is
called a restricted model (counter model) for A.

98



We use the following particular case of Theorem 3.4 to count, for any formula
A, possible truth assignment restricted to A, i.e. all possible restricted models
and counter models for A.

Theorem 3.6 (Counting Functions 1)

For any finite sets X and Y, if X has n elements and Y has m elements, then

there are m™ possible functions that map X into Y.

We also can prove it independently by Mathematical Induction over m.

Given a formula A € F, the set VAR, is always finite, and [{T,F}| =2, so
directly from Theorem 3.6 we get the following.

Theorem 3.7 (Counting Restricted Truth)

For any A € F, there are 2IVARAl of possible truth assignments restricted to

A

So there are 23 = 8 possible truth assignment restricted to the formula A =
((a = —b) U —c). We usually list them, and their value on the formula A in a
form of an extended truth table below.

va la b ¢ v*(A) computation v*(A)

vy |T T T|(T=T)U-T=TUF=T T

w|T T F|(T=T)U-F=TUT=T| T

v5 | T F F|(T=F)U-F=FUT=T| T

w|F F T|(F=FU-T=TUF=T| T (3.8)
vs |F T T|(F=T)U-T=TUF=T T

% |F T F|(F=T)U-F=TUT=T| T

v |T F T|(T=F)U-T=FUF=F| F

vs |F F F|(F=FU-~F=TUT=T| T

v1, 2, U3, U4, Vs, Vg, Vg are restricted models for A and v7 is a restricted
counter model for A.

Now we are ready to prove the correctness of the well known truth tables tau-
tology verification method. We formulate it as the follows.
Theorem 3.8 (Truth Tables)

For any formula A € F,
EA ifand only if valE A forallva:VARs — {T,F}, i.e.
E A if and only if allvy : VARy — {T, F} are restricted models for A.

Proof Assume = A. By definition 3.24 we have that v = Aforallv: VAR —
{T,F}, hence vy = Aforall vy : VARy — {T,F} as VAR4 C VAR.
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Assume vy = A forallvy : VARy — {T,F}. Takeanyv: VAR — {T,F},
as VAR, C VAR, any v : VAR — {T,F} is an extersion of some vy4, i.e.
v(a) = va(a) for all a € VAR,. By Truth Extension Definition 3.19 we get
that v*(A) =va*(A) =T and v = A. This ends the proof.

Directly from Theorem 3.7 and the above Theorem 3.8 we get the proof of
the correctness and decidability of the Truth Tables Method, and hence the
decidability of the notion of classical propositional tautology.

Theorem 3.9 (Tautology Decidability)

For any formula A € F, one has to examine at most 2VARA restricted truth
assignments vy : VARy — {F,T} in order to decide whether

E A or ¥ A

i.e. the notion of classical tautology is decidable.

We present now and prove correctness of some basic tautologies verification
methods. We just proved (Theorem 3.9) the correctness of the truth table tau-
tology verification method, so we we start with it.

Truth Table Method

The verification method, called a truth table method consists of examination,
for any formula A, all possible truth assignments restricted to A. By theorem
3.7 we have to perform at most 2!VARal steps. If we find a truth assignment
which evaluates A to F, we stop the process and give answer: = A. Otherwise
we continue. If all truth assignments evaluate A to T, we give answer: = A.

We usually list all restricted truth assignments v, in a form of a truth table
similar to the table3.8, hence the name of the method.

Consider, for example, a formula A: (a = (aUb)). There are 22 = 4 possible
truth assignment restricted to A. We usually list them, and evaluate their value
on the formula A in a form of an extended truth table as follows.

w | a b | w*(A) computation | w*(A)

w |T T|T=>@Ul)=T=>T=T] T

wy |T F|T=(TUF)=T=T=T| T (3.9)
wy | F T | F=FUT)=F=T=T T

wy |F F|F=(FUF)=F=F=T| T

The table (3.9) shows that all w : VAR, — {T, F'} are restricted models for
A and hence by Theorem 3.9 we proved that = (@ = (aUb)) and T # 0.
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Observe that the table (3.9) proves that the formula = ((a = —b) U —¢).

Moreover we have proved that the condition (3.3) of the definition 3.14 is fulfilled
and the classical semantics is well defined. We put it as a separate statement.

Fact 3.2

The classical semantics is well defined.

The complexity of the truth table methods grows exponentially. Impossible for
humans to handle formulas with more then few variables, and cumbersome for
computers for formulas with a great number of variables, In practice, if we need,
we use often much shorter and more elegant tautology verification methods pre-
sented below.

Proof by Contradiction Method
In this method, in order to prove that = A we proceed as follows.

We assume that = A. We work with this assumption. If we get a contradic-
tion, we have proved that [~ A is impossible. We hence proved = A. If we do
not get a contradiction, it means that the assumption = A is true, i.e. we have
proved that A is not a tautology.

Exercise 3.8

Follow the Proof by Contradiction Method and examine whether

E(a= (aUb)).

Solution

We use a short-hand notation.

Assume that £ (¢ = (aUb)). It means that (¢« = (aUD)) = F for some truth
assignment v. By definition of implication = we have that

(a=(aUb))=F ifand only if a=T and (aUb) = F.

From a = T and (aUb) = F we get (T'Ub) = F. This is a contradiction with
the definition of disjunction U. Hence we proved E (a = (aUb)).

Exercise 3.9

Use the Proof by Contradiction Method to decide whether

E ((aUb) = a).

Solution We do not use short-hand notation.

Assume that £ ((aUb) = a). It means that there isv : VAR — {T, F'}, such
that v*(((aUb) = a)) = F. We evaluate, v*(((aUb) = a))) = v*((aUb)) = v(a)
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and we get that the truth assignment v is such that v*((a Ub)) = v(a) = F.
By definition implication = we have that v*((e Ub)) = v(a) = F if and only
if v(a)Uwv(b) =T and (a) = F. From (a) = F and v(a) Uv(b) = T we get
that F'Uwv(b) = T. This is possible for any v : VAR — {T, F'}, such that
v(b) = T'. This proves that any truth assignment v : VAR — {T, F'}, such that
(a) = F,v(b) = T is a counter model for ((aUb) = a) ,i.e. that = ((aUb) = a).

Substitution Method

We define and prove the correctness of a method, called Substitution Method
that allows us to obtain new tautologies from formulas already proven to be
tautologies.

We can use the same reasoning as we used in the solution to the Exercise 3.8
that proved = (a = (aUb)) to prove that, for example the formulas

((((a=b)N=c) = ((((a=b) N=c)U~d)) (3.10)

((a=b)Nn-c)ud)Nn-e)= (((a=b)N-c)ud)N-e)U ((a= —e))) (3.11)
are also a tautologies.

Instead of repeating the same argument from Exercise 3.8 for a much more
complicated formulas we make a simple observation that we can obtain (3.10),
(3.11) from the formula (@ = (a Ub)) by a proper substitutions (replacements)
of more complicated formulas for the variables a and b in (@ = (aUb)). We use
a notation A(a,b) = (a = (aUD)) to denote that (a = (aUb)) is a formula A
with two variables a, b and we denote by

A(G,/Al, b/AQ)

a result of a substitution (replacement) of formulas Ay, Ay on a place of the
variables a, b, respectively, everywhere where they appear in A(a,b).

Theorem 3.10 we are going to prove states that substitutions lead always from
a tautology to a tautology. In particular, making the following substitutions s1
and s2 in A(a,b) = (a = (aUb)) we get, that the respective formulas (3.10),
(3.11) are tautologies.

By substitution s1: A(a/((a = b) N —c), b/—~d) we get that
= (@ = 1) N =) = ((((a = b) N ~¢) U ~d)).

By substitution s2: A(a/((a = b) N —¢), b/((a = —e)) we get that
E(((a=bnN-c)Ud)N=-e)= (((a=b)N-c)Ud)N-e)U ((a= —e))).

The theorem 3.10 describes validity of a method of constructing new tautolo-
gies from given tautologies. In order to formulate and prove it we first introduce
needed notations.
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Let A € F be a formula and VAR = {a1, ag, ...an} be the set of all proposi-
tional variables appearing in A. We will denote it by A(aq,as, ...ay).

Given a formula A(aq,as,...a,), and Ay, ... A, be any formulas. We denote by
A(al/Al, ,an/An)

the result of simultaneous replacement (substitution) in A(as, as, ...a,) the vari-
ables a1, aq, ...a, by formulas A1,...A,, respectively.

Theorem 3.10
For any formulas A(a1,as,...a,), A1, ... , A, € F,
If = A(ay,aq,...an) and B = A(a1/A1,...,an/Ay), then = B.

Proof. Let B = A(a1/A1,...,an/Ay). Let by, ba, ...by, be all those propositional
variables which occur in Aq,...A,. Given a truth assignment v : VAR —
{T, F}, any values v(by),v(b2), ...v(by,) defines the logical value of Ay, ...A,, i.e.
v*(41),...v*(A,) and, in turn, v*(B).

Let w : VAR — {T, F'} be a truth assignment such that w(a,) = v*(41),w(az) =
v*(Asz),...w(a,) = v*(A4,). Obviously, v*(B) = w*(A). Since A is a proposi-
tional tautology, w*(A) = T, for all possible w, hence v*(B) = w*(A4) = T for
all truth assignments w and B is also a tautology.

We have proved (Exercise 3.8) that the formula D(a,b) = (a = (aUDb)) is a
tautology. By the above Theorem 3.10 we get that D(a/A, b/B) = ((AUB) =
A) is a tautology. We hence get the following.

Fact 3.3
For any A,Be F, = ((AUB) = A).

Generalization Method

Now let’s look at the task of finding whether the formulas (3.10), (3.11) are
tautologies from yet another perspective. This time we observe that both of
them are build in a similar way as a formula (4 = (AU B)), for A = ((a =
b) N —¢), B=-d in (3.10) and for A = ((a = b) N —¢), B = ((a = —e)) in
(3.11).

It means we represent, if it is possible, a given formula as a particular case of
some much simpler general formula. Hence the name Generalization Method.

We then use Proof by Contradiction Method or Substitution Method to examine
whether the representation of the given formula is /is not a tautology.

In this case, we prove, for example Proof by Contradiction Method by that
E (A= (AU B)), for any formulas A, B € F and get, as a particular cases for
A, B that that both formulas (3.10), (3.11) are tautologies.
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Let’s assume that there are formulas A, B € F [~ (A = (AU B)). This means
that (A = (AU B)) = F for some truth assignment v. This holds only when
A=Tand (AUB) = F,ie. (T'UB) = F. This is a contradiction with the
definition of U. So = (A= (AU B)) for all A,B € F.

Exercise 3.10

Show that v = (=((aN=b) = ((c = (-fUd)Ue)) = ((an=b)N (=(c =
(mfUd))n—e))), forall v:VAR— {T,F}.

Solution

Observe that we really have to prove that = (=((a N —b) = ((¢ = (-fUd)) U
e)) = ((an=b)N(=(c = (=fUd) N=e))). We can hence use any of our
tautology verification methods. In this case VAR4 = {a,b,¢,d, e, f}, so there
are 26 = 64 restricted truth assignments to consider. Much too many to apply
the Truth Table Method. Our formula is also far too complicated to guess a
simple tautology from which we could obtain it by the Substitution Method.

The Proof by Contradiction Method is less complicated, but before we apply
it let’s look closer at the sub-formulas of our formula and patterns they form
inside the formula it, i.e. we try to apply the Generalization Method first.
Let’s put B = (an-b), C = (¢ = (=fUd)), D =e. We re-write our formula
in a general form as (~(B = (CU D)) = (BN (—~C N-D))) and prove that for
all B,C,D € F,

= («(B= (CUD)) = (BN (~CN-D)).

We use Proof by Contradiction Method, i.e. we assume that there are formulas
B,C,D e F, such that

K (~(B= (CuD))= (Bn(-CN-D)).

This means that there is a truth assignment v, such that (we use short-hand
notation) (-(B = (CUD)) = (BN (-C N -D))) = F. By definition of
implication it is possible if and only if =(B = (CU D)) =T and (BN (-C' N
-D)) = F, i.e. if and only if

(B= (CuD)) = F and (BN(-CN-D)) = F Observe that (B = (CUD)) = F
if and only if B =T, C = F, D = F. We now evaluate the logical value of
(BN(—-CnN-D)) for B=T,C =F,D =F,ie wecompute (BN(~CN-D)) =
(TN(-FN=F)=(TN(I'NT))=T. This contradicts that we must have
(BN (-CN=D))=F. This proves that for all B,C,D € F

= (=(B = (CuD))= (BN (=CnN=-D))),

and hence is holds for our particular case, i..e.
E(=((aud) = ((c=d)Ue)) = ((aUb) N (—(c=d)N—e)))
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and that all truth assignments are models for (=((a Ub) = ((¢ = d)Ue)) =
((aud) N (=(c = d)N—e))).

Sets of Formulas; Tautologies and Contradictions

We distinguish now special sets of formulas and examine their properties. We
define sets of all tautologies, contradictions, consistent sets, inconsistent sets
and discuss a notion of independence of formulas from sets of formulas.

Definition 3.28 (Set of Tautologies)

We denote by T the set of all tautologies, i.e. we put
T={AeF: EA}

We distinguish now another type of formulas, called contradictions.

Definition 3.29 (Contradiction)

A formula A € F is called a contradiction if it does not have a model.

We write symbolically =| A for the statement ”A is a contradiction.”

Directly from the Definition 8.21 we have that

=| A ifandonlyif v A forall v: VAR — {T,F}.

Example 3.13

The following formulas are contradictions

(an=-a), (an=(aUdb)), —(a=a), —(-(anNb)Ubd)).

Definition 3.30 (Set of Contradictions)
We denote by C the set of all tautologies, i.e. we put
C={AeF: =|A}
Following the proof of Theorem 3.10 we get similar theorem for contradictions,

and hence a a proof of correctness of the Substitution Method of constructing
new contradictions.

Theorem 3.11
For any formulas A(a1,ase, ...a,), A1, ..., A, € F,
If A(ay,az,...a,) € C and B = A(a1/A1,...,an/Ay), then B € C.
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Directly from the Theorem 3.11 we get the following.

Example 3.14 For any formulas A, B € F, the following formulas are contra-
dictions

(An-4), (An-(AUB)), (A= A4), =~(-(AnB)UDB)).

Observe, that there are formulas which neither in T nor in C, for example
(aUb). Any truth assignment v, such that v(a) = F,v(b) = F falsifies (a U b)
and it proves that it is not a tautology. Any truth assignment v, such that
v(a) = T,v(b) = T satisfies (a Ub), what proves that it is not a contradiction.

3.3.2 Sets of Formulas: Consistency and Independence

Next important notions for any logic are notions of consistency, inconsistency of
the sets of formulas and the independence of a formula from the set of formulas.
We adopt the following definitions.

Definition 3.31

A truth truth assignment v : VAR — {T, F} is model for the set G C F of
formulas if and only if v= A for all formulas A € G. We denote it by

vEG.

The restriction vg of the model v to the domain VARg = gV ARA is
called a restricted model for G.

Exercise 3.11

Find a model and a restricted model for a set

G={((anb) =), (aUb),—a}.

Solution

Let v be a truth assignment v : VAR — {T,F}. By the defininition 3.31,
v E{((anb) = b), (aUb),-a} if and only if v*(((aNbd) = b)) =T, v*((aUb) =
T), and v*(—a) = T. Observe that = ((a Nb) = b), so we have to find v, such
that v*((aUb)) =T, v*(—a) = T. This holds if and only if v(a) = F and
FuUwv() =T, ie if and only if v(a) = F and v(b) = T. This proves that
any v such that v(a) = F and v(b) = T is a model for G, and G has only one
restricted model. We put it as a separate fact.
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Fact 3.4

Given G = {((anb) = b), (aUb),na}, we have that VARg = | gV ARA =
{a,b} and vg : {a,b} — {T,F}, such that vg(a) = F and vg(b) = T is a
unique restricted model for G.

Observation 3.4

For some sets G C F , VARg can be infinite. For example, for G = VAR we
have that VARg = VAR and the notions of model and restricted model are the
same.

Definition 3.32

A set G C F is called consistent if and only if there isv: VAR — {T,F},
such that v = G.

Otherwise the set G s called tnconststent.

Plainly speaking, a set G is consistent if it has a model, and is inconsistent if it
does not have a model.
Example 3.15

The set G1 = {((aNb) = b), (aUb),—a} is consistent asv: VAR — {T, F},
such that v(a) = F and v(b) =T is the model for G.

The set Go = VAR is also consistent, as v : VAR — {T,F}, such that
v(a) =T, for alla € VAR is a model for Gs.

Observe that G; is a finite consistent set. G, is an infinite consistent set. This
and other examples justify the need of truth assignment domain being the set
VAR of all propositional variables.

Example 3.16

The set G1 = {((aNb) = b), (aN—a),-a} is a finite inconsistent set as it
contains a formula (a N —a) € C.

The set Go = VAR U {—a} for some a € VAR, is an infinite inconsistent set
as it contains a certain variable a and its negation —a.

Of course the most obvious example of an infinite consistent set is the set T of
all tautologies, and of an infinite inconsistent consistent set is the set C of all
contradictions.

Definition 3.33
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A formula A € F is called independent from a set G C F if and only if
the sets GU{A} and G U {—A} are both consistent. le. when there are truth
assignments vy, vy such that

vy E GU{A} and v |E GU{-A}.

Exercise 3.12

Show that a formula A = ((a = b) Nc¢) is independent from the set G =
{((anb) =b), (aUb),—a}.

Solution

We define two truth assignments vy, ve : VAR — {T,F} such that v; &
GU{(a=b)Nc)} and vy = GU{=(a = b)Nc)} as follows. We have just proved
(Exercise 3.11) that any v : VAR — {T, F}, such that v(a) =F, v() =T
is a model for G. Take as wv; any truth assignment such that vy (a) = v(a) =
F, vi(b) = v(b) =T, v1(c) = T. We evaluate v1*(A) = v1*(((e = b) N¢)) =
(F = T)NT =T. This proves that v; E GU{A}. Take as vy any truth
assignment such that, vs(a) = v(a) = F, va(b) = v(b) = T, va(c) = F. We
evaluate v2*(—A) = vo*(=(((a = b) Ne)) = TNT = T. This proves that
vy = GU{=A}. Tt ends the proof that formula A is independent from G.

Exercise 3.13

Show that a formula A = (—aNb) is not independent from G = {((aNb) =
b), (aUb),—a}.

Solution We have to show that it is impossible to construct vi,vs such that
v1 E GU{A} and vs |E GU{—A}. From Fact 6.1 G has a unique restricted model
v:{a,b} — {T, F}, such that v(a) = F, and v(b) = T. and {a,b} = VAR4.
So we have to check now if it is possible v F A and v = —A. We evaluate
v*(4) =v*((manb) = w(a)Nvb) =-FNT=TNT =T and get v = A. By
definition v*(—A) = —v*(A) = =T = F and v £ —A. This end the proof that
the formula A = (—aNb) is not independent from G.

Exercise 3.14

Given a set G = {a, (a = b)}.
Find a formula A that is independent from G.

Solution

Observe that truth assignment v such that v(a) = T,v(b) = T is the only
restricted model for G. So we have to come up with a formula A such that
there are two different truth assignments, v1,v2 such that v; = G U {A} and
va = GU{—A}. Let’s think about as simple a formula as it could be, namely
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let’s consider A = ¢, where ¢ any propositional variable (atomic formula) dif-
ferent from a and b. G U {A} = {a,(a = b),c} and any truth assignment vy,
such that vy(a) =T, v1(b) = T,v1(c) = T is a model for G U {c}. Likewise for
GU{=c} ={a,(a =1b),~c}. Any vy such that va(a) =T, va(b) =T, va(c) = F
is a model for GU {—c}. This proves that we have found the formula A = ¢ that
is independent from G.

Here is a simple generalization of the Exercise 3.14.

Exercise 3.15

Find an infinite number of formulas that are independent from G = {((aN
b) =), (aUb),—a}.

Solution

First we have to find all v : VAR — {T, F} such that v = {((aNd) =
b), (aUb),—a}, i.e such that (shorthand notation) ((ea Nb) = b) = T, (a U
b) =T, —a = T. Observe that |= ((a Nb) = b), so we have to consider only
(aUb) =T, ma=T. This holds if and only if a = F and (FUb) =T, ie. if
and only if a = F and b = T. This proves that that vg such that vg(a) = F
and vg(b) = T is the only one restricted model for G. All possible models for
G must be extensions of vg. We define a countably infinite set of formulas (and
their negations) and corresponding extensions v of vg (restricted to to the set
of variables {a,b}) such that v = G as follows.

Observe that all extensions of v of vg have as domain the infinitely countable set
VAR = {a1, ag, ...,an....}. We take as the infinite set of formulas in which
every formula is to be proved independent of G the set of atomic formulas

Fo=VAR —{a, b} ={a1, a2, ...,apn....} —{a, b}.
Let ¢ € Fy. We define truth assignments vy, ve : VAR — {T, F'} as follows
vi(a) =v(a) = F, v1(b) =v(b) =T, and v1(c) =T for all ¢ € Fy.
va(a) =v(a) = F, va(b) = v(b) =T, and ve(c) = F for all ¢ € Fy.

Obviously, v1 = GU{c} and vy = GU{—c} for all ¢ € Fy. What proves that the
set Fo is a countably infinite set of formulas independent from G = {((aNb) =
b), (aUb),-a}.

3.4 Classical Tautologies and Equivalence of Lan-
guages

We first present here a set of most widely used classical propositional tautologies
which we will use, in one form or other, in our investigations in future chapters.
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Another extended list of tautologies and their discussion is presented in Chapter
2.

As the next step we define notions of a logical equivalence and an equivalence of
languages. We prove that all of the languages

L=y, Li-nys Li-uy Limnu=ys Limnu=,or Loy Lo

are equivalent under classical semantics and hence can be used (and are) as
different languages for classical propositional logic.

We generalize these notions to the case of any extensional semantics M in sec-
tion 3.6. We also discuss and examine some particular many valued extensional
semantics and properties of their languages in section 3.5.

Some Tautologies

For any A, B € F, the following formulas are tautologies.

Implication and Negation
(A= (B=4)), (A=B=0)=(A=DB)=(A=0)),
(-B=-A)= ((-B=A)= B)) (3.12)
(A= A), (B=--B), (A= (A= DB)), (A= (—-B=-(A= D)),
(——B=B), (A= B)= ((wA=B)=DB)), (A= A)=A).
Disjunction, Conjunction
(A= (AUB)), (B=(AUB)), ((AnB)=A4), (AnB)=A4),

(A=C)=((B=C)= ((AUB)=(0))),
((AnB)=C)= (A= (B=0)),

(ﬁ(A N B) = (ﬁAU ﬁB)), ((ﬁAU ﬁB) = ﬁ(Aﬂ B)), (313)
(nAUB)= (A= B)), (A= B)=(-AUB)),
(AU=A).

Contraposition (1)

(A= B) < (-B=-4)), (B=A4)< (-A=-B)). (3.14)

Contraposition (2)

(FA= B) & (-B= 4)), (A= -B) & (B = -A)). (3.15)
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Double Negation
(——A s A), (3.16)

Logical Equivalences

Logical equivalence is a very useful notion to use when we want to obtain new
formulas or new tautologies, if needed, on a base of some already known in a
way that guarantee preservation of the logical value of the initial formula. For
any formulas A, B, we say that are logically equivalent if they always have the
same logical value. We write it symbolically as A = B. We have to remember
that the symbol ” =” not a logical connective. It is a metalanguage symbol for
saying "A, B are logically equivalent”. This is a very useful symbol. It says
that two formulas always have the same logical value, hence it can be used in
the same way we use the equality symbol 7 =.” Formally we define it as follows.

Definition 3.34 (Logical Equivalence)

For any A, B € F, we say that the formulas A and B are logically equivalent
and denote it as A= B

if and only if v*(A) = v*(B), for allv: VAR — {T,F}.
Observe that the following property follows directly from the definition 3.34.

Property 3.1
For any formulas A, B € F,

A=B ifand only if = (A< B)

For example we write the laws of contraposition (3.17), (3.18), and the law of
double negation (3.19) as logical equivalences as follows.

E - Contraposition (1), (2)
(A= B)=(-B=-4), (B=A)=(-A=-B). (3.17)
E - Contraposition (2)

(ﬁA = B) = (ﬁB = A), (A = ﬁ.B) = (B = ﬁA) (318)

E - Double Negation
-—A= A (3.19)

Logical equivalence is a very useful notion when we want to obtain new formu-
las, or tautologies, if needed, on a base of some already known in a way that
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guarantee preservation of the logical value of the initial formula.

For example, we easily obtain equivalences for laws of E -Contraposition (3.18)

from equivalences for laws of E- Contraposition (3.17) and the E - Double Nega-

tion equivalence (3.19) as follows. (—A = B) =G17) (=B = —-A4) =619 (=B =
A). We also have that (A = —B) =317 (==B = -4)=619 (B = - A). This

end the proof of E- Contraposition (3.18).

The correctness of the above procedure of proving new equivalences from the
known ones is established by the following theorem.

Theorem 3.12 (Equivalence Substitution)

Let a formula By be obtained from a formula A1 by a substitution of a formula
B for one or more occurrences of a sub-formula A of Ay, what we denote as

By = A,(A/B).

Then the following holds for any formulas A, A1, B, By € F.

If A=B, then A = Bj. (3.20)

Proof
By the logical equivalence Definition 3.34 proving our theorem statement 8.44
is equivalent to proving that the implication

If v*(A) =v*(B), then v*(A4;)=v"(By) (3.21)

holds for all v: VAR — {T,F}.

Consider a truth assignment v. If v*(A4) # v*(B), then the implication (3.21)
is vacuously true. If v*(A) = v*(B), then so v*(A;) = v*(B1), since By differs
from A; only in containing B in some places where A; contains A and the
implication (3.21) holds.

Example 3.17

Let Ay = (CUD) and B =—-=C. By E - Double Negation equivalence (3.19)
we have that -——C = C. Let By = A1(C/B) = A1(C/--C) = (-—~C U D). By
the Equivalence Substitution Theorem 8.12

(CUD) = (-=C U D).

Equivalence of Languages
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The next set of equivalences, or corresponding tautologies, correspond the notion
of definability of connectives discussed in section 3.3. For example, a tautology

E (A= B) < (mAUDB))

makes it possible, via Property 3.1, to define implication in terms of disjunction
and negation. We state it in a form of logical equivalence and call it as follows.

Definability of Implication in terms of negation and disjunction:

(A= B) = (~AUB) (3.22)

Observation 3.5 The direct proof of this and other Definability of Connectives
Equivalences presented here follow from the definability formulas developed in
the the proof of the Definability of Connectives Theorem 3.2, hence the names.

We are using the logical equivalence notion, instead of the tautology notion, as
it makes the manipulation of formulas much easier.

The equivalence 3.22 allows us, by the force of Theorem 3.12 to replace any
formula of the form (A = B) placed anywhere in another formula by a formula
(mA U B) while preserving their logical equivalence. Hence we can use the
equivalence (3.22) to transform a given formula containing implication into an
logically equivalent formula that does contain implication (but contains negation
and disjunction).

We usually use the equation 3.22 to transform any formula A of language con-
taining implication into a formula B of language containing disjunction and
negation and not containing implication at all, such that A = B.

Example 3.18

Let A= ((C = -B)= (BUCQ)).

We use equality (3.22) to transform A into a logically equivalent formula not
containing = as follows.

((C=-B)=(BUC)) =(~(C=-B)U(BUC))) = (~(-CU-B)U(BUC(C))).

It means that for example that we can, by the Theorem 3.12 transform any
formula A of the language £1 = L.~y into a logically formula B of the
language L2 = L{- . In general, we say that we can transform a language
L1 into a logically equivalent language Lo if the following condition C1 holds.

C1: for any formula A of £y, there is a formula B of Lo, such that A = B.

Example 3.19

Let A= (mAU(~AU-B)). We also can use, in this case, the equivalence 3.22
as follows.
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(~AU(mAU-B))=(-AU(A=-B))= (A= (A= —-B)).

It means we eliminated disjunction from A by replacing it by logically equivalent
formula containing implication only.

Observe, that we can’t always use the equivalence (3.22) to eliminate any dis-

junction. For example, we can’t use it for a formula A = ((a Ub) N —a).

In order to be able to transform any formula of a language containing disjunc-
tion (and some other connectives) into a language with negation and implication
(and some other connectives), but without disjunction we need the following log-
ical equivalence.

Definability of Disjunction in terms of negation and implication:

(AUB) = (~A = B) (3.23)

Example 3.20
Consider a formula A = (a Ub) N —a).
We use equality (3.23) to transform A into its logically equivalent formula not

containing U as follows: ((aUb) N —a) = ((—a = b) N —a).

In general, we use the equality 3.23 and Theorem 3.12 to transform any formula
C of the language Lo = Ly ~ 1y into a logically equivalent formula D of the
language £1 = L —}. In general, the following condition hols.

C2: for any formula C of Lo, there is a formula D of L1, such that C = D.

The languages £1 and Lo for which we the conditions C1, C2 hold are logically
equivalent and denote it by £ = Ls.

We put it in a general, formal definition as follows.

Definition 3.35 (Equivalence of Languages)

Given two languages:

£1 = £CON1 and [:2 = £CON27 fO?” CONl 7é OON2

We say that they are logically equivalent and denote it as L1 = Lo if and
only if the following conditions C1, C2 hold.

C1 For every formula A of L1, there is a formula B of Lo, such that A = B,
C2 For every formula C of Lo, there is a formula D of L1, such that C = D.

Example 3.21

To prove the logical equivalence L,y = L~ 1 we need two definability equiv-
alences (3.22 ) and (3.23), and the Theorem 5.12.
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Exercise 3.16
To prove the logical equivalence Li- .~y = L{-uy we needed only the de-

finability equivalence (3.22).

Solution

The equivalence (3.22) proves, by Theorem 3.12 that for any formula A of
Li- U=y thereis B of L 4y that equivalent to A, i.e. condition C1 holds.
Any formula A of language L, ~ 1y is also a formula of L{-, -} and of course
A = A, so both conditions C1 and C2 of definition 3.35 are satisfied.

Exercise 3.17

Show that L~y = L 3.

Solution

The equivalence of languages holds by Theorem 3.12, Observation 3.5, and the
following two logical equalities. Definability of Conjunction in terms of

implication and negation and Definability of Implication in terms of con-
junction and negation:

(AN B) = (A = —B) (3.24)
(A= B)=—~(An-B). (3.25)

Exercise 3.18

Show that Li- ~y = L 13-

Solution

Similarly, it is true by Theorem 3.12, Observation 3.5, and the following two log-
ical equalities. Definability of disjunction in terms of negation and conjunction
and definability of conjunction in terms of negation and disjunction:

(AUB) = ~(~AN-B) (3.26)
(AN B)=—~(-AU-B). (3.27)

Theorem 3.12, Observation 3.5, and definability of equivalence in terms of im-
plication and conjunction equality

(Ao B)=((A= B)n(B = A)). (3.28)

prove that, for example, L =} = L{-nu=,o1-

Exercise 3.19

Show that L~ ~y = Lipy and Ly = Ly
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Proof
We use the proof of Theorem 3.3 to prove the following definability equivalences
of = and N in terms of 1:

SA=(A1A), (ANB)=(A1B)1(A1B) (3.29)
and definability equivalences of = and U in terms of |:
-~A=(AlA), (AUB)=(AlB)| (Al B). (3.30)
This proves the condition C1 of definition 3.35.
The definability equivalences for fulfillment of the condition C2 are:
(A1t B)=—-(AUB) and (A1 B)=-(AUB) (3.31)

Here are some more frequently used, important logical equivalences.

Idempotent
(AN A) = A, (AUA) = A,

Associativity
(ANB)NC)=(An(BNn()), (AUuB)UC)=(AuU(BUCQ)),
Commutativity
(ANnB)=(BNnA), (AUB)=(BUA),

Distributivity

(AN(BUC))=((ANB)U(ANC)), (Au(BNC))=((AuB)Nn(AU()),
De Morgan Laws

-(AUuB)=(-AN-B), =(ANB)=(—-AU-B).
Negation of Implication
-(A= B)=(AN-B), (3.32)

De Morgan laws are named after A. De Morgan (1806 - 1871), an English
logician, who discovered analogous laws for the algebra of sets. They stated that
for any sets A,B the complement of their union is the same as the intersection
of their complements, and vice versa, the complement of the intersection of two

sets is equal to the union of their complements. The laws of the propositional
calculus were formulated later, but they are usually also called De Morgan Laws.

Observe that De Morgan Laws tell us how to negate disjunction and conjunction,
so the laws stating how to negate other connectives follows them.
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Consider a tautology A: = ((-(A = B) = -A4) = (A= B)).

We know by (3.22) that (A = B) = (AU B). By Theorem 3.12, if we replace
(A= B) by (FAU B) in A, the logical value of A will remain the same and
((-(A=B)=-A) = (A= B)) = ((~(mAUB) = -A) = (-AU B)). Now
we use de Morgan Laws and Double Negation Laws and by Theorem 3.12 we
get (n(A=B)=-4)= (A= B))=((~(-mAUB) = -A) = (-AUB)) =
((m—AN-B)=-4)= (mAUB)) = (((AN-B) = -4) = (-AUB)).

This proves that
E((AN-B)= -A) = (mAUB)).

Exercise 3.20

Prove using proper logical equivalences that

(i) ~(A« B)=((AN-B)U(-ANB)),

(il) (BN=C)=(mAUB))=((B=C)U (A= B)).

Solution (i)
-(A & B)=G2~((A = B)
AN=B32((AN-B)U (BN-A))

Solution (ii)
((BN=C) = (AUB))=323)(=(BN-C)U (=AU B))=d Mergan((5BU--C)U
(=AU B)=B1(=BUC)U (=AU B))=B3)((B= C)U (A = B)).

= A))=1e Moroen((A = B)U~(B =
commut((Aﬁ—‘B)U(—\AﬂB))-

3.5 Many Valued Semantics: Lukasiewicz, Heyt-
ing, Kleene, Bohvar

Many valued logics in general and 3-valued logics in particular is an old object
of study which has its beginning in the work of a Polish mathematician Jan
Leopold Lukasiewicz in 1920. He was the first to define a 3 - valued semantics
for the language L(- ~ =} of classical logic, and called it a three valued logic
for short. He left the problem of finding a proper axiomatic proof system for it
(i.e. the one that is complete with respect to his semantics) open. The same
happened to all other 3 - valued semantics presented here. They were also first
called 3 valued logics and this terminology is still widely used. Nevertheless, as
these logics were defined only semantically, i.e. defined by providing a semantics
for their languages we call them just semantics (for logics to be developed), not
logics. Existence of a proper axiomatic proof system for a given semantics and
proving its completeness is always a next open question to be answered (when
it is possible). A process of creating a logic (based on a given language) always
is three fold: we define semantics, create axiomatic proof system and prove
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completeness theorem that established a relationship between semantics and
proof system.

The first of many valued logics invented were first presented in a semantical
form only for other components to be developed later. We can think about the
process of their creation as inverse to the creation of Classical Logic, Modal
Logics, the Intuitionistic Logic which existed as axiomatic systems longtime be-
fore invention of their formal semantics.

Formal definition of many valued extensional semantics M for the language £
we present and discuss here follows the extensional semantics Definition 3.7 in
general and the pattern of presented in detail for the classical case (Section 3.3 )
in particular. It consists of giving definitions of the following main components:

Step 1: given the language £ we define a set of logical values and its distinguish
value T, and define all logical connectives of £

Step 2: we define notions of a truth assignment and its extension;

Step 3: we define notions of satisfaction, model, counter model;

Step 4: we define notions tautology under the semantics M.

We present here some of the historically first 3-valued extensional semantics,
called also 3-valued logics. They are named after their authors: Lukasiewicz,
Heyting, Kleene, and Bochvar.

The 3-valued semantics we define here enlist a third logical value, besides clas-
sical T, F. We denote this third value by L, or m in case of Bochvar semantics.
We also assume that the third value is intermediate between truth and falsity,
ie. that F<l<T and F<m<T.

There has been many of proposals relating both to the intuitive interpretation
of this third value L. If T is the only designated value, the third value L cor-
responds to some notion of incomplete information, like undefined or unknown
and is often denoted by the symbol U or I. If, on the other hand, | corresponds
to inconsistent information, i.e. its meaning is something like known to be both
true and false then corresponding semantics takes both T and the third logical
value 1 as designated. In general, the third logical value denotes a notion of
”unknown”, "uncertain”, "undefined”, or even can express that "we don’t have
a complete information”, depending on the context and motivation for the logic
we plan to develop. In all of presented here semantics we take T as designated
value, i.e. T is the value that defines the notion of satisfiability and tautology.

Lukasiewicz Semantics L

Motivation

Lukasiewicz developed his semantics (called logic) to deal with future contin-
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gent statements. According to him, such statements are not just neither true
nor false but are indeterminate in some metaphysical sense. It is not only that
we do not know their truth value but rather that they do not possess one. Intu-
itively, L signifies that the statement cannot be assigned the value true of false;
it is not simply that we do not have sufficient information to decide the truth
value but rather the statement does not have one.

We define all the steps of the Definition3.7 in case of Lukasiewicz’ s semantics
to establish a pattern and proper notation. We leave the detailed steps of other
semantics as an exercise for the reader.

Step 1: L Connectives

The language of the semantics L is £ , n, =}. The set LV of logical values
is {T, L, F}. T is the distinguished value. We assume that the set of logOcal
values is ordered, i.e. that

F<l<T.

L Negation is a function —: {T,L1,F} — {T,Ll,F} such that

~1l=1, -T=F, -F=T.

L Conjunction is a function N: {7, L, F} x{T,L,F} — {T,L,F} such
that for any (z,y) € {T, L, F} x {T, L, F}, we put

x Ny =min{z, z}.

L Disjunction is a function U: {T,L,F} x{T, L, F} — {T,L,F}, such
that for any (a,b) € {T, L, F} x {T, L, F}, we put

z Uy =maz{z, y}

L Implication is a function =: {T,L1,F} x {T,1,F} — {T,L1,F} such
that for any (z,y) € {T, L, F} x {T, L, F}, we put

 xUy x>y
r=y= { T otherwise (3.33)

We write function defining the connectives in a standard form of tables defining
operations in finite sets. We call these tables truth tables definition of proposi-
tional connectives, or L connectives truth tables for short.

L Connectives Truth Tables
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~|F 1 T n|F L T
— T F(F F F

L[F L 1

T|F L T
UIF L T S |F L T
FIF L T FIT T T
TR TR LlL T T
T|T T T TIF L T

Step 2: Truth Assignment, Truth Extension

A truth assignment is now any function v: VAR — {F, 1, T}. We define
its extension to the set F of all formulas as any function o* : F — {T, F'},
such that the following conditions are satisfied.

(1) for any a € VAR, v*(a) = v(a);
(2) for any A, B € F,

Step 3: Satisfaction, Model, Counter-Model

We say that a truth assignment v: VAR — {F, 1, T} L satisfies a formula
A € Fif and only if v*(A) =T. We denote it by v =1 A.

Any truth assignment v, v: VAR — {F, L, T} such that v =y, A is called a
L model for A.

We say that a truth assignment v does not L satisfy a formula A € F and
denote it by v [ A, if and only if v*(A) #T.

Any truth assignment v, v : VAR — {F, L, T} such that v J=; A is called

a L counter- model for A.

Step 4: L Tautology
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We define, for any A € F, A is a L tautology if and only if v*(A4) = T for
all v: VAR — {F, L, T}. We also say that A is a L tautology if and only if
all truth assignments v : VAR — {F, L, T} are L models for A. We write the
statement ” A is a L tautology” symbolically as

e A

As a next step we define, as we did in the case of classical semantics the notions
of restricted truth assignment and restricted models, (Definitions 3.26, 3.27) i.e.
we have the following.

Any function vq : VARs — {F, L, T}, such that va =, A (va f=r A)
is called a restricted L model ( L counter model) for A, where VAR 4 is the set
of all propositional variables appearing in A. We call the function v4, a truth
assignment restricted to A, or restricted truth assignment for short.

We prove, in the same way we proved Theorem 3.8 in Section 3.3, the following
theorem that justifies the correctness of the truth tables L tautologies verifica-
tion method.

Theorem 3.13 (L Truth Tables)

For any formula A € F,
. A ifand only if va = A for allvy : VARy — {T, L, F}, i.e.
1 A if and only if all va are restricted models for A.

Directly from Theorem 3.13 we get that the notion of L propositional tautology
is decidable, i.e. that the following holds.

Theorem 3.14 (Decidability)

For any formula A € F, one has examine at most 3VARA truth assignments
va: VARy — {F,L,T} in order to decide whether =1 A, or 1, A, i.e.
the notion of L tautology is decidable.

We denote by LT the set of all L tautologies, i.e. we have that
LT ={Ac F: = A}l (3.34)
We just proved (Theorem 3.14) the correctness of the truth table tautology ver-

ification method for L semantics stated as follows.

L Truth Table Method

The verification method, called a truth table method consists of examination,
for any formula A, all possible truth assignments restricted to A. By Theorem
3.13 we have to perform at most 3!V 4%l steps. If we find a truth assignment
which does not evaluate A to T, i.e. evaluates A to F, or to L, we stop the
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process and give answer: F~;, A. Otherwise we continue. If all truth assignments
evaluate A to T', we give answer: = A.

Consider, for example, a formula A: (a = a). There are 3! = 3 possible re-
stricted truth assignment v : {a} — {F,L,T}. We list them, and evaluate
their value on the formula A in a form of an extended truth table as follows.

v | a | v*(A) computation | v*(A)
vy | T T=T=T T
v | L Isl=T T
vs | F FoF=T T

This proves that the classical tautology (a = a) is also a L tautology, i.e.

= (a=a) and [ (a=a). (3.35)

Moreover (3.35) proves that the condition (3.3) of the definition 3.14 is fulfilled
and the L semantics is well defined. We put it as a separate fact.
Fact 3.5

The Lukasiewicz semantics L is well defined.

As a next step we can adopt all other classical tautology verification methods
from Section 3.3. It is a quite straightforward adaptation and we leave it a san
exercise. Moreover it works for all of many valued semantics presented here, as
does the Decidability Theorem 3.14.

When defining and developing a new logic the first question one asks is how it
relates and compares with the classical case, it means with the classical logic. In
case of new semantics (logics defined semantically) we describe this relationship
in terms of respective sets of tautologies.

Let LT, T denote the sets of all L and classical tautologies, respectively.

Theorem 3.15
The following relationship holds between classical and L tautologies:
LT #T and LT C T. (3.36)
Proof
Consider a formula (—a U a). It is obviously a classical tautology. Take any

truth assignment v : VAR — {F, L, T} such that v(a) =L. By definition we
have that v*(—a U a) = v*(—a) Uv*(a) = ~w(a) Uv(a) = - LU L=1 U 1=1.
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This proves that v is a L counter-model for (—a U a) and hence 1, (—a U a).
This proves LT # T.

Observe now that if we restrict the values of functions defining L connectives to
the values T" and F only, we get the functions defining the classical connectives.
It is directly visible when we compare the L and classical connectives truth
tables. This means that if v*(A) = T for all v : VAR — {F, 1, T}, then
v*(A) =T for any v: VAR — {F,T} and for any A € F,ie. LT C T.

Exercise 3.21

Use the fact that v : VAR — {F, L, T} is such that v*((anNb) = —b) =L
under L semantics to evaluate v*(((b = —a) = (a = —b)) U (a = b)). Use
shorthand notation.

Solution
Observe that ((aNb) = —b) =L in two cases.

cl: (anb)=L and -b=F.
cl2: (anb)=T and -b=L1.

Consider c1. We have —b = F,ie. b=T, and hence (aNT) =1 if and only
if a=1. We get that v is such that v(a) =L and wv(b) =T. We evaluate (in
short hand notation) v*(((b= —-a)= (a= -b))U(a=b))=((T=-1)=
(L= -"THu(Ll=T7))=((L=L)UT)=T.

Consider c2. We have —b =1, i.e. b =1, and hence (eN L) = T what is
impossible, hence v from case cl is the only one, and v*(((b = —a) = (a =
b)) U (a= b)) =T.

L, Semantics

We define the semantics Ly as follows. The language is £ = L yy-
The logical connectives =, =, U, N of Ly as the following operations in the set
{F, 11,15, T}, where {F < 17 < Ly <T}.

L4 Negation is a function such that =11 = 11, -1y = 1o, mF =T, =T = F.
L, Conjunction is a function such that for any xz,y € {F, L1, 15, T}, zNz =
min{x,y}.

L, Disjunction is a function such that for any z,y € {F, L1, 15, T}, xUy =
min{xz,y}.

L4 Implication is a function such that for any =,y € {F, L1, 1, T},

_ xUy x>y
T=Y= { T otherwise (3.37)
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Exercise 3.22

Here are 8 simple problems.

1. Write down Ly Connectives Truth Tables.

2. Give an example of a Ly tautology.

3. We know that the formula ((a = b) = (-aUD)) is a classical tautology, i.e.
F ((@=10) = (maUb)). Verify whether =g ((a=b) = (-aUD)).

Solution 1.
Here are L4 Connectives Truth Tables.

N|F 1, 1, T

-|F 1, 1, T F F F F F
T L T 1L |F 1 17 1

! 2 1o | F 1y Lo o

T|F 1; 1, T

U F 1, 1y
F | F 1, L
14 14 14 1o
1o | Lo Lo Lo
T|T T T

= F 1y L
F T T T
1y Ly T T
do | 1o 1o T
T F 1y 15

L
L

Solution 2.

Observe that by definition of L, implication we get * = =z = T for all x €
{F, L1,15,T}. Hence v*((a = a)) = v(a) = v(a) = T for all v, what proves
EL, (a=a).

Solution 3.

We use the Proof by Contradiction Method (section 3.3) to verify whether
Fr,((a = b) = (maUb)). Observe that it applied to any situation, as its
correctness is based on our classical reasoning. Assume that E&L;; ((a =1b) =
(maUb)). Let v: VAR — {F, 11, 15, T}, such that v*(((a = b) = (-aUb))) #
T. Observe that in Ly semantics, for any formula A € F, v*(A) # T gives us
three possibilities v*(A) = F, v*(A) = 14, or v*(A) = Lo to consider ( as
opposed to one case in classical case). It is a lot of work, but still less then listing
and evaluating 4% = 16 possibilities of all restricted truth assignment. Moreover,
our formula is a classical tautology, hence we know that it evaluates in T for all
combinations of T and F. A good strategy is to examine first some possibilities

124



of evaluating variables a, b for combination of L1, 15 with hope of finding a
counter model. So let’s v be a truth assignment such that v(a) = v(b) = L.
We evaluate v*((a = b) = (-aUD)) = ((L1 = L) = (L1 ULy)) = (T =
(Lyuly)) = (T = 11) = L;. This proves that v is a counter-model for our
formula. Observe that the v serves also as a L counter model for A when we
put Li=1 and so we get

= (@ = b) = (~aUB)), Fr, (a = 8) = (naUB), K (@ = b) = (-aUb))

Obviously, any v such that v(a) = v(b) = Ly is also a counter model for A, as
v*((a = b0) = (maUb)) = ((Le = 1o) = (mloU 19)) = (T = (LU Ly)) =
(T = Ls) = Ly. We leave it as an exercise to find all possible counter models
for A.

Heyting Semantics H

Motivation

We discuss here the semantics H because of its connection with intuitionistic
logic. The H connectives are such that they represent operations in a cer-
tain 3 element algebra, historically called a 3 element pseudo-boolean algebra.
Pseudo-boolean algebras were created by McKinsey and Tarski in 1948 to pro-
vide semantics for the intuitionistic logic. The intuitionistic logic, the most
important rival to the classical logic was defined and developed by its inventor
Brouwer and his school in 1900s as a proof system only. Heyting provided its
first axiomatization which everybody accepted. McKinsey and Tarski proved
the completeness of the Heyting axiomatization with respect to their pseudo
boolean algebras semantics. The pseudo boolean algebras are also called Heyt-
ing algebras in his honor and so is our semantics H.

We say, that formula A is an intutionistic tautology if and only if it is valid in all
pseudo boolean (Heying) algebras. The pseudo boolean algebras are defined in
a very general and mathematically sophisticated way. Their universe (it means
the set of logical values) can be any non empty set. Their operations that cor-
respond to £ = Ly _, , ~} connectives must fulfill a set of special properties
(axioms). But we can prove that the operations defined by H connectives form
a 3-element pseudo boolean algebra with the universe U = {F, L, T}. Hence,
if A is an intuitionistic tautology, then in it is also valid (tautologically true)
for the H semantics, i.e. all intuitionistic propositional tautologies are also the
H semantics tautologies. It means that our H is a good candidate for finding
counter models for the formulas that might not be intuitionistic tautologies.

The other type of models, called Kripke models were defined by Kripke in 1964
and were proved later to be equivalent to the pseudo-boolean models. They are
very general and serve as a method of defining not extensional semantics for
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various classes of logics. That includes semantics for a great number of modal,
knowledge, belief logics, and many new logics developed and being developed
by computer scientists.

H Connectives

We adopt the same language as in case of classical and Lukasiewicz’s L seman-
tics, i.e. L= Ly - u,ny- We assume, as before, that {F <1< T}.

The connectives —, U, N of H are defined as in L. semantics. They are func-
tions defined by formulas z Uy = maz{z,y}, Ny = min{z,y}, for any
x,y e {F, L, T}.

The definition of implication and negation for H semantics differs L semantics
and we define them as follows.

H Implication is a function =: {T,L1,F} x {T,L1,F} — {T,L1,F} such
that for any (z,y) € {T, L, F} x {T, L, F}, we put

T ifx<y
T=Y= { y  otherwise (3.38)

H negation is a function —~: {F, L, T} — {F, L, T}, such that
—a=a=F.

The truth tables for H disjunction and conjunction are hence the same as cor-
responding L tables and the truth tables for H implication and negation are as
follows.

- ‘

F 1 T
T F F

==
e s e les!
el |
H =33

For Steps 2 - 4 of the definition 3.7 we adopt definitions established for L
semantics. For example, we define the notion of H tautology as follows.

Definition 3.36 ( H Tautology)

For any formula A € F,
A is a H tautology if and only if v*(A) =T, for allv: VAR — {F, 1, T},
i.e. viE A for all v. We write

i A
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to denote that a formula A is an H tautology.

We leave it as an exercise to the reader to prove, in the same way as in case
of classical semantics (section3.3) the following theorems that justify the truth
table method of verification and the decidability theorem for H.

Theorem 3.16 (H Truth Tables)

For any formula A € F,
Eu A if and only if va =g A for allvy : VARy — {T, L, F}, i.e.
Eu A if and only if all va are restricted models for A.

Theorem 3.17 (H Decidability)

For any formula A € F, one has examine at most 3VARA truth assignments
va: VARy — {F,L1,T} in order to decide whether =y A, or FEu A, ie
the notion of H tautology is decidable.

We denote by HT the set of all H tautologies, i.e.
HT ={AcF: [z A}

The following fact establishes relationship between classical and H tautologies.

Theorem 3.18

Let HT, LT, T denote the sets of all H, L, and classical tautologies, respectively.
Then the following relationship holds.

HT #LT, HT#T, and HT C T. (3.39)

Proof

A formula (—a U a) a classical tautology and not an H tautology. Take any
truth assignment v : VAR — {F, L, T} such that v(a) =L. We evaluate
is v*((raUa) = - L U L= FU L=1 This proves that (-a Ua) ¢ HT and
hence HT # T. Directly from the definition of H connectives we get that if
we restrict the values of the functions defining them T and F only, we get the
functions defining the classical connectives. Hence for any formula A € TH we
have that A € TH and LT C T. A formula (-—a = a) is a L tautology and
not an H tautology by easy evaluation as presented in example 3.23 and (3.40).
This proves HT # LT.

Exercise 3.23

We know that v : VAR — {F, L, T} is such that v*((aNb) = (a = ¢)) =L
under H semantics.

Evaluate v*(((b = a) = (a = —¢)) U (a = b)). You can use a short hand
notation.
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Solution

By definition of H connectives we have that for any v, v*((aNb) = (a = ¢)) =L
if and only if anNbd) = T and (@ = ¢) =L if and only if @ = T,b = T and
(T'= ¢) =L if and only if ¢ =L. Hence v*((aNbd) = (a = ¢)) =L if and only
ifa=T, b="T,c=L.We evaluate v*(((b = a) = (a = —¢))U (a = b)) =
(T=7T)=T=-1L)HuT=T)=(T=(T=F)uT)="T.

Exercise 3.24

We know that the following formulas are basic classical tautologies
E(aU-a), E(—a=a), E((a=0b)=(-aUd)). (3.40)

Use the H semantics to prove that none of them is intuitionostic tautology.

Solution Any v : VAR — {F, 1, T} such that v(a) = v(b) =L is an H
counter model for all of the formulas. We evaluate (in shorthand notation) it
as follows. L U- 1l=1UF =1#T, —-—l=l=-F=1=T=1=1#T,

(l=)=-HL1LUul)=T==-LUl)=T=(FULl)=T=1=1#T. We
hence proved by the fact ”if a given formula A is not the H semantics tautol-
ogy, it is not intuitionistic tautology” that none of classical tautologies (3.40)
is neither intuitionostic nor H tautology.

The H semantics can serve as a tool of proving that some formulas are not
intutionistic tautologies, but it is not a universal one

Example 3.22

We know that the classical tautology (—(aNb) = (—aU-b)) is not intuitionistic
tautology, but nevertheless =g (—(aNb) = (—a U —b)).

Proof

We use the Proof by Contradiction Method (section 3.3.1) and shorthand no-
tation. Assume that g (-(aNbd) = (maU-b)). Let v: VAR — {F, L, T}
such that v*((=(a Nb) = (—a U —b))) # T. We have to consider two cases:
cl v*((=(anb) = (maU b)) =L and c2 v*((—(eNb) = (—aU-b))) = F.
If we get a contradiction in both cases we have proved =g (—(anb) = (-aU-b)).

Consider case c1. By definition of = we have that v*((=(anb) = (-aU-b))) =L
if and only if ~(aNb) = T and —aU—-b =L if and only if aNb = F' and ~aU-b =_1.
Let’s look —a U —b =_1. This is possible in 3 cases. 1. -a =1 and -b=_1. Con-
tradiction with the definition of L as -z #.L for all x € {F, L,T}. 2. ~a =1
and —b = F. Contradiction with the definition of 1. 3. —a = F and —b =1.
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Contradiction with the definition of 1. This proves that case cl always leads
to contradiction.

Consider case c2. By definition of = we have that v*((=(aNb) = (-aU-b))) =
Fifand only if 1. =(anb) =1, ~aU-b = F. Contradiction. 2. =(aNb) =T and
—aU-b= Fif and only if anb = F and —aU—-b = F. Observe that anNnb=F
in 3 cases. Two involve only T, F' and we get a contradiction as in classical case
(our formula is classical tautology). We have hence to consider only the cases
when a =1,b=F and a = F,b =1. They both lead to the contradiction with
—aU—b = F. This proves that case c2 always leads to contradiction and it ends
the proof.

We can of course also use the Truth Tables Method that involves listing and
evaluating all of 2% = B restricted truth assignments.

Kleene Semantics K

Kleene’s logic semantics was originally conceived to accommodate undecided
mathematical statements.

Motivation

In Kleene’s semantics the third logical value L, intuitively, represents undecided.
Its purpose is to signal a state of partial ignorance. A sentence a is assigned a
value | just in case it is not known to be either true of false.

For example, imagine a detective trying to solve a murder. He may conjecture
that Jones killed the victim. He cannot, at present, assign a truth value T" or
F' to his conjecture, so we assign the value 1, but it is certainly either true of
false and L represents our ignorance rather then total unknown.

K Connectives

We adopt the same language as in a case of classical, Lukasiewicz’s L, and Heyt-
ing H semantics, i.e. £L= L~ un-

We assume, as before, that {F' <1< T}. The connectives -, U, N of K
are defined as in L, H semantics. They are functions defined by formulas
Uy = max{z,y}, x Ny =min{z,y}, for any x,y € {F, L, T}, and

~1=1, ~-F=T, -T=F.
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The K implication is defined by the same formula as the classical, i.e.
x=y=—xUy. (3.41)

for any z, y € {F, L, T}.

The connectives truth tables for the K negation, disjunction and conjunction
are the same as the corresponding tables for L, H and K implication table is
as follows.

Sl
= S|
-
5 H|S

For Steps 2 - 4 of the definition of K semantics we follow the general M
semantics definition 3.7, or adopt its particular case of L semantics definition.
For example, we define the notion of K tautology as follows.

Definition 3.37 ( K Tautology)

For any formula A € F,

A is a K tautology if and only if v*(A) = T, for all truth assignments
v:VAR — {F, L, T}, i.e. vEx A for all v

We write
Fx A

to denote that A is a K tautology. We prove, in the same way as in case of L
semantics the following theorems that justify truth table method of verification
and decidability theorem for K.

Theorem 3.19 (K Truth Tables)

For any formula A € F,
Ex A if and only if va =y A for allvy : VAR, — {T, L, F}, i.e.
Ex A if and only if all va are restricted models for A.

Directly from Theorem 3.19 we get that the notion of K propositional tautology
is decidable, i.e. that the following holds.
Theorem 3.20 (K Decidability)

For any formula A € F, one has examine at most 3VARA truth assignments
va: VARy — {F, L, T} in order to decide whether |=; A, or Fx A, i.e.
the notion of K tautology is decidable.
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We write
KT={AcF: [, A}

to denote the set of all K tautologies. The following establishes relationship
between L, K, and classical tautologies.

Theorem 3.21

Let LT, T, KT denote the sets of all L, classical, and K tautologies, respec-
tively. Then the following relationship holds.

LT #KT, KT#T, and KT CT. (3.42)

Proof

Obviously = (a = a) and also by (3.35) =, (e = a). Consider now any
v such that v(a) =L. We evaluate in K semantics v*(a = a) = v(a) =
v(a) =L=_1=1. This proves that f=¢ (a = a) and hence the first two rela-
tionships in (3.42) hold. The third one follows directly from the the fact that,
as in the L case, if we restrict the functions defining K connectives to the values
T and F only, we get the functions defining the classical connectives.

Exercise 3.25

We know that formulas ((aNb) = a), (a = (aUD)), (a = (b= a)) are classical
tautologies. Show that none of them is K tautology.

Solution Consider any v such that v(a) = v(b) =L. We evaluate (in short
hand notation) v*(((aNbd) = a) = (LN 1) =l=Il=l=1=11, v*((a =
(aUD))) =1l= (LU Ll)=1l=1=1, and v*((a = (b = a))) = (L= (L=1
) =L=_1=1. This proves that v such that v(a) = v(b) =L is a counter model
for all of them. We generalize this example and prove that in fact a similar truth
assignment can serve as a counter model for not only any classical tautology,
but also for any formula A of Ly _ Ay

Theorem 3.22

For any formula A € F, fx A, i.e. the set of all K tautologies is empty. We
write it as
KT = (.

Proof

We show that a truth assignment v : VAR — {F, L, T}, such that v(a) =L
for all a € VAR is a counter model for any A € 7. We carry the proof the by
mathematical induction over the degree d(A) of the formula A.

Base Case: n=1 ie. d(A) = 1. In this case we have that A = —a for any
a € VAR, or A= (aob) for a,b € VAR, o € {U,N,=}.
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We evaluate: v*(A) = v*(—a) = w*(a) =~ L=1, v*(aob) =v*(a) ocv*(b) =L
o 1=1 . This proves that the Base Case holds.

Inductive assumption: v*(B) =L for all B such that d(B) =k and 1 <k < n.
Inductive thesis: v*(A) =L for any A such that d(A4) = n.

Let A be such that d(A) = n. We have two cases to consider.
Case 1. A = —B, so d(B) =n—1 < n. By inductive assumption v*(B) =_1.
Hence v*(A) = v*(-B) = —v*(B) = = L=1 and inductive thesis holds.

Case 2. A = (Bo () for B,C € F,o € {U,N,=} (and d(A) = n). Let
d(B) = k1,d(C) = ko. Hence d(A) = d(BoC) = ki +ka+1 =n. We
get that k1 + ko = n—1 < n. From k; + k2 < n we get that k1 < n and
ko < n. Hence by inductive assumption v*(B) =1 and v*(C) =L. We evalu-
ate: v*(A) =v*(Bo () =v*(B)ov*(C) =L o L=1. This ends the proof.

Observe that the theorem 3.22 does not invalidate relationships (3.42). They
become now perfectly true statements

LT #0, T#0, and 0 C T.

But when we develop a logic by defining its semantics we must make sure for
semantics to be such that it has a non empty set of its tautologies. The semantics
K is an example of a correctly and carefully defined semantics that is not well
defined in terms of the definition 3.14. We write is as separate fact.

Fact 3.6
The Kleene semantics K is not well defined.
K semantics also provides a justification for a need of introducing the definition

3.14 as a distinction between correctly and well defined semantics. This is the
main reason why it is included here.

Bochvar semantics B

Bochvar’s 3-valued logic was directly inspired by considerations relating to se-
mantic paradoxes. Here is the motivation for definition of its semantics.

Motivation

Consider a semantic paradox given by a sentence: this sentence is false. If it
is true it must be false, if it is false it must be true. There have been many
proposals relating to how one may deal with semantic paradoxes. Bohvar’s
proposal adopts a strategy of a change of logic. According to Bochvar, such
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sentences are neither true of false but rather paradozical or meaningless. The
semantics follows the principle that the third logical value, denoted now by m
is in some sense ”infectious”; if one one component of the formula is assigned
the value m then the formula is also assigned the value m.

Bohvar also adds an one argument assertion operator S that asserts the logical
value of T and F,i.e. SF =F, ST =T and it asserts that meaningfulness is
false, i.e Sm = F.

Language Lp

The language of B semantics differs from all previous languages in that it con-
tains an extra one argument assertion connective S added to the usual set
{=,=,U,N} of the language £ = L 5 uny of all previous semantics.

Lp =L~ 5-0n} (3.43)
The set LV of logical values is {T, m, F'}. T is the distinguished value.

B Connectives

We define the connectives of L£g the functions defined in the set {F, mT} by the
following truth tables.

B Connectives Truth Tables

—|‘FmT N|F m T JIF m T
F|F m F F|F m T
T m F
m | m m m m [ m Mm@ m
T|F m T T|T m T
?‘£m¥ S|F m T
m F F T
m | M 1m m
T|F m T

For all other steps of definition of B semantics we follow the standard way estab-
lished for extensional M semantics, we did in all previous cases. In particular
we define the notion of B tautology as follows.

Definition 3.38
A formula A of L is a B tautology if and only if  v*(A) = T, for all
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v:VAR — {F,m,T}, i.e. if all variable assignments v are B models for A.

We write
Fs A
to denote that A is an B tautology.

We, prove, in the same way as for all previous logics semantics, the following
theorems that justify the truth table method of verification and decidability for
B tautologies.

Theorem 3.23 (B Truth Tables)

For any formula A of Lg,
EgA if and only if val=g A for all va:VARs — {F,m,T}.

Theorem 3.24 (Decidability)

For any formula A of Ly, one has examine at most 3VARA truth assignments
v:VARy — {F,m,T} in order to decide whether =g A, or B A, i.e. the
notion of B tautology is decidable.

Let denote by Fp the set of formulas of the language £p and by BT the set of

all B tautologies:
BT = {A EFB: |:B A}

Which formulas (if any) are the B tautologies is more complicated to determine
then in the case previous semantics because we have the following Fact 3.7.

Fact 3.7

For any formula A € Fg which do not contain a connective S, i.e. for any
formula A of the language L{- - uny, FB A.

Proof We show that a truth assignment v : VAR — {F,m,T}, such that
v(a) =m for all @ € VAR is a counter model for any A € F. The proof the by
mathematical induction over the degree d(A) of the formula A is similar to the
proof of Theorem 3.22 and is left to the reader as an exercise.

By the Fact 3.7 for a formula to be considered to be a B tautology, it must
contain the connective S. We get by easy evaluation that =g (SaU~-Sa). This
proves that BT # () and the B semantics is well defined by definition 3.14.
Of course not all formulas containing the connective S are B tautologies, for
example

/iEB (aU_'SQ)v /iEB (SaU_'a)v /iEB (SLLUS—\(Z),
as any truth assignment v, such that v(a) = m is a counter model for all of them,
because mUx = m for all x € {F,m, T} and SmUS—-m = FUSm = FUF = F.
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3.6 M Tautologies, M Consistency, and M Equiv-
alence of Languages

The classical truth tables verification method a and classical decidability theo-
rem hold in a proper form in all of L. H, K and B semantics as it was discussed
separately for each of them. We didn’t discuss other classical tautologies veri-
fication methods of substitution and generalization. We do it now in a general
and unifying way for a special case of an extensional M semantics, namely for
any semantics M with a finite set of logical values.

3.6.1 M Tautologies Verification Methods

Given an extensional semantics M defined for a propositional language Lcon
with the set F of formulas and a finite, non empty set LV of logical values.
We introduce, as we did in classical, and other cases a notion of a restricted
model (definition 3.26) and prove, in a similar way as we proved theorem 3.8 the
following theorem that justifies the correctness of the M truth tables tautologies
verification method.

Theorem 3.25 (M Truth Tables)

For any formula A € F,
Ev A if and only if va =y A forallva: VAR4 — LV, de
En A if and only if all va are restricted models for A.

M Truth Table Method

A verification method, called a M truth table method consists of examination,
as in the classical case, for any formula A, all possible M truth assignments
restricted to A. By theorem 3.25 we have to perform at most |LV||VARA| steps.
If we find a restricted truth assignment which evaluates A to a value different
then T', we stop the process and give answer: &y A. Otherwise we continue.
If all M truth assignments restricted to A evaluate A to T, we give answer:

Em A.
Example 3.23
Consider a formula (——a = a) and H semantics. We evaluate
v | a | v*(A) computation | v*(4)

n | T| "T=>T="F=>T=F=T=T T
vy | L il l=-F=1=T=1=1 L

It proves that g (——a = a).
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Example 3.24

Consider a formula (-—a = a) and L semantics. We evaluate

v | a | v*(A) computation | v*(4)
n | T| T=T=-F=T=F=T=T T
vy | L il l=al=l=1=1=T T
v | F | —F=F=-T=F=F=F=T T

It proves that 1 (——a = a).

We also proved that the set HT of all H tautologies is different from the set set
LT of all L tautologies, i.e.
LT #A£HT (3.44)

Directly from Theorem 3.25 and the above we get that the notion of M propo-
sitional tautology is decidable, i.e. that the following holds.

Theorem 3.26 (M Decidability)

For any formula A € F, one has examine at most |LV|VARA truth assignments
va: VARs — LV in order to decide whether =y, A, or v A, d.e. the
notion of M tautology is decidable.

M Proof by Contradiction Method

In this method, in order to prove that =y A we proceed as follows. We assume
that fem A. We work with this assumption. If we get a contradiction, we
have proved that Fen A is impossible. We hence proved =y A. If we do not
get a contradiction, it means that the assumption fpn A is true, i.e. we have
proved that A is not M tautology.

Observe that correctness of his method is based on a correctness of classical
reasoning. Its correctness is based on the Reductio ad Absurdum classical tau-
tology = ((mA = (BN -B)) = A). The contradiction to be obtained follows
from the properties of the M semantics under consideration.

Substitution Method

The Substitution Method allows us to obtain, as in a case of classical semantics
new M tautologies from formulas already proven to be M tautologies. The
theorem 3.27 and its proof is a straightforward modification of the classical
proof (theorem 3.27) and we leave it as an exercise to the reader. It assesses
the validity of the substitution method. In order to formulate and prove it we
first remind of the reader of needed notations.

Let A € F be a formula and VAR4 = {a1, as, ...an} be the set of all proposi-
tional variables appearing in A. We will denote it by A(aq,as,...a,). Given a
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formula A(aq,as,...a,), and Ay, ...A, be any formulas. We denote by
A(al/Al, ceey an/An)

the result of simultaneous replacement (substitution) in A(a1, as, ...a,) variables
ai1,as, ...a, by formulas Ay, ...A,, respectively.

Theorem 3.27
For any formulas A(a1,ase,...a,), A1, ... , A, € F,
If Em A(a,ag,...an) and B = A(a1/A1,...;an/Ay), then Em B.

We have proved (exercise 3.24) that the formula D(a) = (-—a = a) is L tau-
tology. By the above theorem 3.27 we get that D(a/A) = (——A = A) is also L
tautology for any formula A € 7. We hence get the following.

Fact 3.8
For any Ae F, L (——mA = A).

M Generalization Method

In this method we represent, if it is possible, a given formula as a particular
case of some simpler general formula. Hence the name Generalization Method.
We then use other methods to examine the simpler formula thus obtained.

Exercise 3.26

Prove that

FL (m=(=((@an=b) = ((c = (=fuUd)Ue)) = ((an=b)N(=(c = (~fU
d)) N=e))) = (=((an=db) = ((c = (=fUd)Ue)) = ((an-b)N (~(c =
(=fuUd))n=e)))).

Solution

Observe that our formula is a particular case of a more general formula (-—A =
A) for A= (=((an=-b) = ((c = (~fuUud)Ue)) = ((an=-b)N(=(c= (=fU
d)) N—e))) and by fact 3.8 our formula is proved to be L tautology.

3.6.2 M Consistency

One of the most important notions for any logic are notions of consistency and
inconsistency. We introduced and discussed them in case of classical semantics
in section 3.3. We formulate them now for any M extensional semantics and
examine them in cases of L and H semantics.
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Consider Loon and let S # () be any non empty set of formulas of Loon. Let
M be an extensional semantics for Loon. We adopt the following definitions.

Definition 3.39 A truth truth assignment v : VAR — LV is a M model
for the set G of formulas if and only if vEMm A for all formulas A € G.

We denote it by v =m G.

Definition 3.40 A set G C F is called M consistent if and only if there
isv: VAR — LV, such that v =m G. Otherwise the set G is called M
inconsistent.

Observe that the definition of inconsistency can be stated as follows.

Definition 3.41 A set G C F is called M inconsistent if and only if for
allv: VAR — LV there is a formula A € G, such that v*(A) £ T.

Plainly speaking, a set G is consistent if it has a model, and is inconsistent if it
does not have a model under a semantic M.

Exercise 3.27

Prove that the set
G={((anb) =1b), (aUb),~a}

is L, H, and K consistent.

Solution Consider a truth assignment v : VAR — {T, L, F}. By the defi-
nition 3.40, v must be such that v*(((aNb) = b)) =T, v*((aUb) = T), and
v*(—a) = T. We want to prove that such v exists. Observe that ((a Nb) =
b) is classical tautology, so let’s try to find v : VAR — {T, F} such that
v*((aU b)) = T, v*(-a) = T. This holds when wv(a) = F and hence
F Uw(b) =T. This gives us v such that v(a) = F and v(b) = T. We proved
that the connectives of L, H, and K semantics when restricted to the values
T and F become classical connectives. Hence any v such that v(a) = F and
v(b) =T is a L, H, and K model for G.

The same argument prove the following general fact.

Fact 3.9

For any non empty set G of formulas of a language L¢- — Ay,
if G is consistent under classical semantics, then it is L, H, and K consistent.
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Exercise 3.28

Give an example of an infinite set G of formulas of a language Ly = L 5 - U~}
that is L, H, K and B consistent.

Solution
Observe that for the set G to be considered to be L, H, K consistent its formulas
must belong to the sub language L£;- . ) of the language Lp. Let’s take, for
example a set

G={(aU=d): a,be VAR}.

G is infinite since the set VAR is infinite. Consider any v: VAR — {F,m,T}
orv:VAR — {F,L1,T} such that v(a) = T,v(b) = F, we have v*(a Ub) =
v(a)Uv(b) =TUT =T in all semantics L, H, K and B. This proves that G is
L, H, K and B consistent.

Exercise 3.29

Prove that the set
G={(an—-a): a€VAR}

is L, H, K, and B inconsistent..

Solution

We know that the set G is classically inconsistent, i.e. v*((a N —a)) # T for all
v: VAR — {F,T} under classical semantics. It also holds for We have to
show that it also holds for L, H, K and B semantics when we restrict the func-
tions defining their connectives to the values T and F only. In order to prove
inconsistency under L, H, K, semantics we have to show that v*((aN—a)) # T
forallv: VAR — {F, L, T} under the respective semantics, i.e. we have to
evaluate additional case v(a) =L in all of them. Observe that negation — is de-
fined in all of them as = L=1, and v*((aN—a)) =L N— L=1 N L=1%#T. This
proves that G is L, H, and K inconsistent. The case of B semantics is similar,
except that now we consider all v : VAR — {F,m,T} and the additional
case is v(a) = m. By definition —=m = m and v*((aN—a)) =mNm=m #T.

The examples of B consistent, or inconsistent sets G in exercise 3.28 and exercise
3.29 were restricted to formulas from Lp = L~ 5 - U~} that did not include
the connective S. In this sense they were not characteristic to the semantics B.
We pose hence a natural question whether such examples exist.

Exercise 3.30

Give an example of sets Gi,Ga containing some formulas that include the S
connective of the language Ly = L~ s, un} such that Gi is B consistent and
G is B inconsistent
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Solution
There are many such sets G, here are just two simple examples.

G ={(SaUS-a), (a=-b), S-(a=1b), (b= Sa)}

Go ={Sa, (a=1V), (-bU, S-a}.

Let v: VAR — {F,m,T}, be such that v(a) = T,v(b) = F. We evaluate
(STUS-TY=TUT=T, T=-F)=T, S-(T=F)=S-F=T, (F=
ST)=F = T =T. This proves that v is a B model for G, i.e. G; is consistent.

Assume now that there is v : VAR — {F,m,T}, such that v Eg Gs.
In particular v*(Sa) = T. This is possible if and only if v(a) = T, then
v*(S—a) = SF = F. This contradicts v =g G2. Hence Go is B inconsistent.

We introduce, as we did in classical case a notion of a contradiction as follows.

Definition 3.42

Let M be an extensional semantics for Loon. We say that a formula A is a
M contradiction if it doesn’t have a M model.

Example 3.25

A formula (Sa N S—a) of L = L~ s, u,n} i a B contradiction.

Proof

Assume that there is v, such that v = (Sa N S-a), i.e. v*((San S—a)) =T if
and only if (shorthand notation) Sa = T and S—a = T. But Sa = T if and
only of a = T. In this case S—-T = SF = F # T. This contradiction proves that
such v does not exist, i.e. that for all v, v & (Sa N S—a).

This also justifies the following.

Example 3.26 The set G = {(SanS—a): a € VAR} is an countably infinite
B inconsistent set.

Here is a simple problem asking to create your own, specific M semantics ful-
filling certain specifications. This semantics is different from all of previous
semantics defined and examined. We also ask to examine some of its properties,
including M consistency and M inconsistency. We provide an example two dif-
ferent semantics. We encourage the reader to come up with his/hers own and
to write down formally its full definition according to definition 3.7 as it was
done in the case of L semantics.
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Review Problem

Part 1. Write the following natural language statement:

One likes to play bridge, or from the fact that the weather is good we conclude
the following: one does not like to play bridge or one likes not to play bridge

as a formula of 2 different languages

1. Formula A; € Fi of a language Ly r u, -}, Wwhere LA represents
statement ”one likes A”, 7 A is liked”.

2. Formula Ay € F; of a language L, y, =3-

Part 2. Define formally, following all steps of the defnition 3.7, a 3 valued
extensional semantics LK for the language Ly 1, u, =} under the following
assumptions.

sl We assume that the third value is denoted by L is intermediate between
designated value T and F, i.e. that FF <1< T.

s2 We model a situation in which one ”likes” only truth, represented by T; i.e.
in which
LT=T, L1=F, LF=F.

s3 The connectives —, U, = can be defined as one wishes, but they have to
be defined in such a way to make sure that always ”one likes A or does not like
A” ie. it must be assured that Frx (LAU-LA).

Part 3.

1. Verify whether the formulas A; and A, from the Part 1. have a model/
counter model under your semantics LK. You can use shorthand notation.

2. Verify whether the following set G is LK consistent. You can use shorthand
notation.

G ={La, (aU-Lb), (a=b), b}.

3. Give an example on an infinite, LK consistent set of formulas of the language
L~ L, n,u, =} Some formulas must contain the connective L.

Review Problem Solutions

Part 1 Solution

1. We translate the statement into a formula A; € F; of alanguage £ 1, n, u, =}
as follows.
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Propositional variables: a,b, where a denotes statement: play bridge, b denotes
a statement: the weather is good.

Ay = (LaU (b= (-IaUL-a))).
2. We translate our statement into a formula Ay € F3 of a language L;-, |, =)
as follows.

Propositional Variables: a,b, ¢, where a denotes statement: One likes to play
bridge, b denotes a statement: the weather is good, and ¢ denotes a statement:
one likes not to play bridge.

Az = (aU (b= (maUc))).

Part 2 Solution 1

Here is a simple LK semantics. We define the logical connectives by writing
functions defining connectives in form of the truth tables and skipping other
points of the definition 3.7. We leave it to the reader as an exercise to write
down a full definition according to the definition 3.7.

LK Semantics 1

L|F L T -|F L T

F F T T F F
N|F L T U|F L T =|F L T
F|F F F F|F L T F|T T T
1|F L 1L 1/l T T 1|lT L T
TIF L T TIT T T T|F F T

We verify whether the condition s3 is satisfied, i.e. whether Frx (LAU-LA)
by simple evaluation. Let v: VAR — {F, L, T} be any truth assignment. For
any formula A, v*(A) € {F, 1L,T} and LFU-LF = LFU-LF = FU-FUT =
T, LLU-L1l=FU-F=FUT=T, LTU-LT=TU-T=FUT=T.

Part 2 Solution 2

Here is another simple LK semantics. Writing, yet again, a full definition is left
to the reader as an exercise.

142



LK Semantics 2

The logical connectives are the following funcions in the set {F, L, T}, where
{F <1< T}. We define -F =T, - 1=T, =T = F and, as by s2, LT =
T, L L=F, LF = F. We define, for any x,y € {F, L, T}

zNy=min{z, y}, cUy=T, c=>y=Tife <y, z=y=Fifz >y.

From the above definition we can see the LK satisfies the requirement s3 that
especially Erk (LA U —LA) since for any truth assignment v, no matter what
values v*(LA) and v*(—~LA) are, the combination of them by U will always be T

Part 3

1. Verify whether the formulas A; and A, from the Part 1. have a model/
counter model under your semantics LK. You can use shorthand notation.

Solution 1

A model for Ay = (LaU (b = (-La U L—-a))) under LK semantics 1 is any v,
such that v(a) = T. By easy evaluation, A; does not have no counter model,
i.e. FLk A;. Also any v, such that v(a) = T is a model for A; as we have
v*(Az) =T Uv*((b= (-aUc))) =T by definition of U.

Solution 2 The main connective of A; and A, is U. By definition of U in LK
semantics 2, t Uy = T for all x,y € {F, L, T}, and hence any v is a model for
both A; and As, i.e. they are both tautologies under LK semantics 2.

Part 3

2. Verify whether the following set G is LK consistent. You can use shorthand
notation.

G ={La, (aU-Ldb), (a=1), b}.

Solution 1
G is LK consistent under semantics 1 because any v, such that v(a) =T, v(b) =
T is a LK model for G under semantics 1 by straightforward evaluation.

Solution 2

Consider any v, such that v(a) = v(b) = T. We evaluate: v*(La) = LT =
T, v*((aU=Lb) =TUF =T, v*(a = b)) =T = T = T. This proves
v ELk G, i.e. G is consistent.

Part 3

3. Give an example on an infinite, LK consistent set of formulas of the language
L~ L, n, U, >} Some formulas must contain the connective L.
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Solution
The infinite set G = {La: a € VAR} is consistent under both LK semantics,
as any v, such that v(a) =T we get v*(La) = LT =T by s2.

The infinite set G = {(LaU (bNL=c)): a, b,c € VAR} is consistent under the
semantics 2 by its definition of U. Any v, such that v(a) =T is its model.

3.6.3 M Equivalence of Languages

Given an extensional semantics M defined for a propositional language Lcon
with the set F of formulas and a set LV # () of logical values. We extend now
the classical notions of logical equivalence and equivalence of languages
introduced in section 3.4 to the extensional semantics M.

Definition 3.43 (M Equivalence )

For any formulas A,B € F, we say that A, B are M logically equivalent if
and only if they always have the same logical value assigned by the semantics
M, i.e. when v*(A) =v*(B) for allv: VAR — LV. We write

A EMB

to denote that A, B are M logically equivalent.

Remember that =pg is not a logical connective. It is just a metalanguage
symbol for saying "formulas A, B are logically equivalent under the semantics
M”. We use symbol = for classical logical equivalence only.

Exercise 3.31

The classical logical equivalence (AU B) = (A = B) holds for all formulas A,
B and is defining U in terms of negation and implication. Show that it does not
hold under L semantics, i.e. that there are formulas A, B, such that

(AUB) #L (A= B)

Solution

Consider a case when A = a and B = b. By definition 3.43 we have to show
v*((aUDb)) # v*((—a = b)) for some v : VAR — {F, L, T}. Observe that
v*((aUb)) = v*((ma = b)) forallv: VAR — {F,T}. So we have to check only
truth assignments that involve L. Let v be any v such that v(a) = v(b) =L.
We evaluate v*((aUb) =L U L=1 and v*((-ma = b)) =~ 1l=1l=F=1=T.
This proves that (a Ub) #r (—a = b).. and hence we have proved (AU B) #r,
(ﬁA = B)
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We proved that the classical equivalence defining disjunction in terms of nega-
tion and implication can’t be used for the same goal in L semantics. It does not
mean that we can’t define L disjunction in terms of L implication. In fact, we
prove by simple evaluation that the following holds.

Fact 3.10

The L disjunction is definable in terms of L implication only, i.e. for any
formulas A, B € F
(AUB)=L (A= B) = B).

The classical equivalence substitution theorem 3.12 extends to any semantics
M as follows.

Theorem 3.28 ( M Equivalence)

Let a formula By be obtained from a formula Ay by a substitution of a formula
B for one or more occurrences of a sub-formula A of Ay, what we denote as

By = A,(A/B).

Then the following holds for any formulas A, A1, B, By € F.
If A=m B, then Ay =m Bi.

We leave the proof to the reader as an exercise.

Example 3.27

Let Ay = (a = (—a Ub)) and consider a sub formula A = (-aUb) of Ay. By
Fact 3.10, (—aUb) =1, ((ma = b) = b). Take B = ((—a = b) = b) and let
By =A1(A/B) = A1((maUb)/((-=1b) = b)) = (a = ((-a = b) =b)). By the
M Equivalence Theorem 3.28

(a= (maUb)) =1 (a = ((—=0b) =0D)).

M Equivalence of Languages

We extend now, in a natural way, the classical notion equivalence of languages
introduced and examined in section 3.4.
Definition 3.44

Given two languages: L1 = Lcon, and Lo = Lcon,, for CONy #= CONy. We
say that L1 and Lo are M logically equivalent and denote it by

L1 =m Lo
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if and only if the following conditions C1, C2 hold.
C1 For any formula A of L1, there is a formula B of Lo, such that A =y B,
C2 For any formula C of Lo, there is a formula D of L1, such that C =p D.

Exercise 3.32 Prove that

L=y =L L =0}

Solution

Condition C1 holds because any formula of Ly _} is a formula of Ly _ 3.
Condition C2 holds because the Fact 3.10 equivalence (AU B)=L((4 = B) =
B) and the Theorem 3.28.

3.7 Homework Problems
Formal Propositional Languages

For the problems below do the following.

(i) Determine which of the formulas is, and which is not a well formed formula.
Determine a formal language of £ to which the formula or set of formulas
belong.

(ii) If a formula is correct, write what its main connective is. If it is not correct,
write the corrected formula and then write its main connective. If there
is more then one way to correct the formula, write all possible corrected
formulas.

(iii) If a formula is correct, write what it says. If it is not correct, write the
corrected formula and then write what it says.

(iv) For each of correct formula determine its degree and write down its all
sub-formulas of the degree 0 and 1.

Problems

L. (atb) T (ath)ta)

2. (a = —b) = —a

3. Ola=-b)Ua, Ola= (-bUa), OGa=-bUa
4. (O0-0a = —a), O0a= —a), O-0(a= —a)
5. ((aU—-K=a)), KK(b= -a), —K(aU-a)
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6.
7.
8.
9.
10.
11.
12.
13.

14.

(B(anb) = Ka), B((anb)= Ka)
Gla=b)=Ga=Gb), a= HFa, FFa= Fa
(a= ((-b= (maUc)) = —a))

O((an—a) = (anb))

O0-0(a = —a)

0(0a = (-bU Qa))

(=(and)Ua)

Write the natural language statement:

From the fact that it is not necessary that an elephant is not a bird we
deduce that:

it is mot possible that an elephant is a bird or, if it is possible that an
elephant is a bird, then it is not necessary that a bird flies.

in the following two ways.
1. As a formula A; € F; of a language L c1,n,u,=}-

2. As a formula Ay € F, of a language L£{- U =}

Write the natural language statement

If it is not believed that quiz is easy or quiz is not easy, then from the fact
that 2 + 2 = 5 we deduce that it is believed that quiz is easy.

in the following two ways.

1. As a formula A; of a language £1 = L{- B,n,u,—~}, Where B is a believe
connective. Statement BA says: It is believed that A.

2. As a formula A of a language L2 = Ly A=)}

Formal Classical Semantics

. Find and prove definability formula defining implication in terms of con-

junction and negation.

. Find and prove definability formula defining conjunction in terms of dis-

junction and negation.

. Find and prove definability formula defining conjunction in terms of im-

plication and negation.

. Prove that U can be defined in terms of = alone.

. Find and prove definability formula defining = in terms of 1.
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6

7.

8
9

10

11

12.

13.

14.

Find definability formula defining = in terms of |.

Define N in terms of = and —.

Find definability formula defining N in terms of | alone.

Given a formula A: (((a Nb) U~—c) = b). Evaluate (do not use shorthand
notation) v*(A) for truth assignments v : VAR — {T, F'} such that
(v(a) =T, v(b) =F, v(c)=F, v(z) =T for all x € VAR — {a, b, c},
(if)v(a) = F, v(b) =T, v(c) =T, v(z)=F for all x € VAR — {a, b, c}.

Given a formula A: (((a = -b) Ub) = a). Evaluate (use shorthand
notation) v*(A) for all truth assignments restricted to A.

Given a formula A: (((a 4 =b) Ub) 1 a). Evaluate (do not use shorthand
notation) v*(A) for truth assignments v : VAR — {T, F'} such that

(i) v(a)=T, v(b)=F, v(c) =F for all c € VAR — {a, b},

(ii) v(a)=F, v(b)=T, v(c) =T for all ¢c € VAR — {a, b}.

(iii) List all restricted models and counter-models for A.

Write the following natural language statement From the fact that it is
possible that 242 # 4 we deduce that it is not possible that 2+2 # 4 or, if
it is possible that 24 2 # 4, then it is not necessary that you go to school.
as a formula . A € F of a language L= L{- Ay =y-

(i) Find a restricted model v for the formula A.

(ii) Find 3 models w of A such that v*(A) = w*(A) the for v from (i).
How many of such models exist?

(iii) Find all models, counter-models (restricted) for A. Use shorthand
notation.

(iv) Is A €C?,is Ay €T? Justify your answers.

Given v : VAR — {T,F} such that v*((-aUb) = (a = —¢)) = F.
Evaluate: v*(((b=a) = (a = —¢)) U (a=D)).

Show that all of the truth assignments vy, vs, v3 defined below are models
for the formula A : ((a N =b) U —c¢).

vy : VAR — {T, F'}, is such that vi(a) =T, v1(b) = F, vi(c) =T,

and vy (z) = F, for all z € VAR — {a,b,c};

ve : VAR — {T, F'} is such that va(a) =T, va(b) = F, va(c) =T,

va(d) =T, and wvo(x) = F for all z € VAR — {a,b, ¢, d};

vz : VAR — {T, F} is such that vs(a) =T, v3(b) = F, vs(c) =T,

v3(d) =T, vs(e) =T, and v3(z) = F, for all z € VAR — {a,b, ¢, d, e}.

Prove that for any formula A € F, if A has a model (counter- model),
then it has uncountably many models (counter-models). More precisely,
as many as there are real numbers. Hint Use the Counting Functions
Theorem 3.4.

148



15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

Use Generalization Method to determine whether
E(=((aUd)= ((c=>d)Ue)) = ((aUb) N (=(c=d)N—e))).

Prove = (=((aUb) = (¢ = d)) = (=((aUb) = (c=d)) = (meNa))).

Use Proof by Contradiction Method to determine whether
E((A=(B=C)n(A=DB))=(A=0)).

Use Truth Table and Substitution Methods to prove = (-—A < A).

Use Truth Table and Substitution Methods to prove to prove the Reductio
ad Absurdum tautology ((—A = (BN -B)) = A).

Use Proof by Contradiction Method to prove the Ezportation and Impor-
tation tautology (((ANB)=C) < (A= (B=())).

For the formulas listed below determine whether they are tautologies or
not. If a formula is not a tautology list its counter-model (restricted). Use
shorthand notation.

(i) A1 =(~(a= (bN=¢)) = (an—(bN—e)))
(ii) A = ((an=b) = ((cN—=d) = (aN=b)))
(iii) A5 =(-(AN-B)U(AN-B))

Find all models and a counter-model restricted to G (if exist) for the
following sets G of formulas. Use shorthand notation.

(i) S ={a,(an-d),(-a= (aUb))}
(11) Sy = {(a = b)a (C N —\(l), b}
(iii) S5 = {a, (a N =b), a,c}

Give an example of an infinite set G C F, such that G # T and G has a
model, i.e. is consistent.

Give an example of an infinite consistent set G C F, such that GN'T = (.

Give an example of an infinite set G C F, such that G # C and G does
not have a model, i.e.is inconsistent.

Give an example of an infinite set G C F, such that GN C = 0.

Find an infinite number of formulas that are independent from a set
G={(a= (aUb)), (aUb), b, (¢ = b)}. Use shorthand notation.

Given an infinite set G = {(a U —a) : a € VAR}. Find 3 formulas A € F
that are independent from G.

Give an example of an infinite set G and an infinite set of formulas inde-
pendent from it.
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Equivalence of Languages

1.
2.

10.

11.
12.

13.

Prove that Lin -y = Ly —}-

Transform a formula A = =(=(-a N -b) Na) of L{~ -y into a logically
equivalent formula B of L ;.

Transform a formula A = (((—a U —b) Ua) U (a U —c)) of Ly -y into a
formula B of L{n -y, such that A = B.

Prove, using proper logical equivalences (list them at each step) that
(ii)) (BN-C)= (mAUB))=((B=C)U(A= B)).
Prove that ﬁ{ﬁ,m} = ﬁ{i:}.

Prove by using proper logical equivalences that
(ii)) (FAN(-AUB))=(-AU(-ANB)).

Prove that Lin .-y = L= -
Prove that ‘C{O,U,:>,—\} = ‘C{U,ﬂ}-

(i) Transform a formula A = (((aU=b) = a)N(-a = b)) of Lin = -}
into a logically equivalent formula B of Ly —y.

(ii) Find all B of Ly -}, such that B = A, for A from (i).

(i) Transform a formula A = (((ma U —=b) Ua) U (aU —c)) of Ly -y into
a formula B of £{A y — -}, such that A = B.

(ii) Find all B of Ly = -}, such that B = A, for A from (i)
Prove that ,C{mu,:%ﬁ} = ‘C{T}
Prove that Linu =~y = Ly 13-

Prove that L4y = Ly ;.

Many Valued Semantics

1.

In all 3-valued semantics presented here we chose the language without
the equivalence connective "<”. Extend t L, L semantics to a language
containing the equivalence connective. Prove that your semantics is well
defined as by definition 3.14.

Extend H, K, semantics to a language containing the equivalence connec-
tive. Are your semantics well defined as by definition 3.147
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10.

11.

12.

13.

14.

Extend B, semantics to a language containing the equivalence connective.
Are your semantics well defined as by definition 3.147

. Let v: VAR — {F, L, T} be any v, such that v*((aUb) = (a = ¢)) =L

under H semantics. Evaluate v*(((b = a) = (a = —¢)) U (a = b)).

. Verify which of the classical tautologies (3.12) are, and which are not L

tautologies.

. Verify which of the classical tautologies (3.13) are, and which are not L

tautologies.

Give an example of 3 formulas

. For each of 3-valued logic semantics presented in this chapter, find 5 clas-

sical tautologies that are tautologies of that logic.

Examine the notion of definability of connectives as defined in section 3.3,
definition 3.16 for L semantics. semantics.

Examine the notion of definability of connectives as defined in section 3.3,
definition 3.16 for H semantics. semantics.

Given a set G = {((anNb) = b), (aUb),a}. Verify whether G is consistent
under H semantics.

Given a set G = {((anNb) = b), (aUb),a}. Verify whether G is consistent
under L semantics.

Given a language L{- — y ). We define: A formula A € F is called M
independent from a set G C F if and only if the sets G U {A} and
G U {—A} are both M consistent. I.e. when there are truth assignments
v1, vy such that vif=y; GU{A} and wval=y; GU{—A}.

Given a set G = {((anNb) = b), (aUDb),a}.

(i) Find a formula A that is L independent from a set G.

(ii) Find a formula A that is H independent from a set G.

(iii) Find an infinite number of that are L independent from a set G.
(iv) Find an infinite number of that are H independent from a set G.
By exercise 3.31 the classical logical equivalence (AU B) = (-A = B)
does not hold under L semantics, i.e. that there are formulas A, B, such
that (AU B) #1, (mA = B). Show 3 formulas A,B such that it does hold

for L semantics, i.e. such that are formulas A, B, such that (AU B) =L,
(-A = B).
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Chapter 4

General Proof Systems:
Syntax and Semantics

Proof systems are built to prove, construct formal proofs of statements formu-
lated in a given language formulated in a given language. First component of
any proof system is hence its formal language £. Proof systems can be thought
as an inference machine with special statements, called provable statements, or
theorems being its final products. The starting points are called axioms of the
proof system. We distinguish two kinds of axioms: logic LA and specific SA.

When building a proof system for a given language and its semantics i.e. for a
logic defined semantically we choose as a set of logical axioms LA some subset of
tautologies, i.e. statements always true. This is why we call them logical axioms.
A proof system with only logic axioms LA is also called logic proof systems,
or just proof systems for short. If we build a proof system for which there is
no known semantics, as it has happened in the case of classical, intuitionistic,
and modal logics, we think about the logical axioms as statements universally
true. We choose as axioms (finite set) the statements we for sure want to be
universally true, and whatever semantics follows they must be tautologies with
respect to it. Logical axioms are hence not only tautologies under an established
semantics, but they also guide us how to establish a semantics, when it is yet
unknown.

For the set of specific axioms S A we choose these formulas of the language that
describe our knowledge of a universe we want to prove facts about. They are not
universally true, they are true only in the universe we are interested to describe
and investigate. This is why we call them specific axioms. A proof system with
logical axioms LA and specific axioms SA is called a formal theory based on a
proof system with logic axioms LA.

The inference machine is defined by a finite set of rules, called inference rules.
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The inference rules describe the way we are allowed to transform the information
within the system with axioms as a staring point. The process of this transfor-
mation is called a formal proof. The provable formulas for which we have a
formal proof are called consequences of the axioms, or theorem, or just simple
provable formulas. We use proof systems not only to be able to build formal
proofs in them, but also to search for proofs of given statements of their the
language. We distinguish special proof systems for which it is possible to define
a mechanical method for determining, given any statement of A, but which also
generates a proof, is called syntactically decidable or automatically decidable, or
an automated system

When building a proof system we choose not only axioms of the system, but also
specific rules of inference. The choice of rules is often linked, as was the choice of
axioms, with a given semantics. We want the rules to preserve the truthfulness
of what we are proving from axioms via the rules. Rules with this property
are called sound rules and the system a sound proof system. The notion of
truthfulness is always defined by a given propositional, or predicate language
L semantics M. Rules of inference can be sound under one semantics and not
sound under another. When developing a proof system S the first goal is prove
a theorem, called Soundness Theorem about its relationship with its semantics
M. It states that the following holds for any formula A of the language £ of the
system S. If a formula A is provable from logical axioms LA of S only, then A
s a tautology under the semantics M.

A proof system can be sound under one semantics, and not sound under the
other. For example a set of axioms and rules sound under classical logic seman-
tics might not be sound under intuitionistic semantics, H, L, K semantics, or
others. This is why we talk about proof systems for classical logic, intuitionistic
logic, for modal logics etc. In general there are many proof systems that are
sound under a given semantics, i.e. there are many sound proof systems for a
given logic semantically defined. We present some examples at the end of the
chapter. Given a proof system S with logical axioms LA that is sound under a
given semantics M. Let T, be a set of all tautologies defined by the semantics
M,ie. Ty ={A: [, A}. A natural questions arises: are all tautologies
defined by the semantics M, provable in the system .S that is sound under the
semantics M. The positive answer to this question is called a completeness
property of the system S. Because we ask the completeness property question
for sound systems only we put it in a form of a theorem called a Completeness
Theorem for a proof system S, under a semantics M. It states that the following
holds for any formula A of the language L of the system S. A formula A is
provable in S if and only if A is a tautology under the semantics M. We write
it symbolically as: Fg A if and only if |=,, A. The Completeness Theorem is
composed from two parts: the Soundness Theorem and the completeness part
that proves the completeness property of a sound system.

Proving the Soundness Theorem for S under a semantics M is usually a straight-
forward and not a very difficult task. We first prove that all logical axioms are
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M tautologies, and then that all inference rules of the system preserve the notion
of the M truth ( M model). Proving the completeness part of the Completeness
Theorem is always a crucial and very difficult task.

We will study two proofs of the Completeness Theorem for classical propositional
Hilbert style proof system in chapter 5, and a constructive proofs for automated
theorem proving systems for classical logic the chapter 6.

Observe that we formulated all these basic theorems linking semantics and syn-
tax (provability) in a general manner. As we first consider propositional lan-
guages (chapters 5, 6, 7) and hence we use proof systems for propositional logics
as examples. The case of predicate logics will be discussed in chapters 8, 9, 10,
11.

4.1 Syntax

In this section we formulate a definition of a proof system S by specifying and
defining and all its components. We define a notion of a formal proof in a
given proof system, and give simple examples of different proof systems. When
defining a proof system S we specify, as the first step, its formal language L.
When It can be a propositional, or a predicate language. It is a first component
of the proof system S. Given a set F of well formed formulas, of the language
L, we often extend this set, and hence the language £ to a set £ of expressions
build out of the language £, and some additional symbols, if needed. It is a
second component of the proof system S. Proof systems act as an inference
machine, with provable expressions being its final products. This inference
machine is defined by setting, as a starting point a certain non-empty, proper
subset LA of &, called a set of logical axioms of the system S. The production
of provable formulas is to be done by the means of inference rules. The inference
rules transform an expression, or finite string of expressions, called premisses,
into another expression, called conclusion. At this stage the rules don’t carry
any meaning - they define only how to transform strings of symbols of our
language into another string of symbols. This is a reason why investigation of
proof systems is called syntax or syntactic investigation as opposed to semantcal
methods, which deal with semantics of the language and hence of the proof
system. The syntaz- semantics connection within proof systems is established
by Soundness and Completeness theorems and will be discussed in detail in the
section 4.2.

Definition 4.1 ( Proof System)

By a proof system we understand a triple
S=(L,ELAR),

where L = (A, F) is a formal language, called the language of S with a set F of

155



formulas; € is a set of expressions of S; LA C & is a non empty set of logical
axioms of the system; R is a finite set of rules of inference.

The components of the proof systems S are defined as follows.
1. The language L of S

In the propositional case, the formal language £ consists of two components: an
alphabet A and a set F of formulas. In predicate case the language £ consists
of thee components: an alphabet A, a set T of terms and a set F of formulas.
The set T of terms is needed to define properly the set of F of formulas and we
list it as to distinguish it the propositional case. We will denote the language
F of S uniformly as £ = (A, F) and specify if it is propositional or a predicate
language accordingly. We assume that the both sets A and F are enumerable,
i.e. we will deal here with enumerable languages only.

Semantical Link. Any semantics M for the language L is called the semantics
for the proof system S.

2. The set £ of expressions of S

Given a set F of well formed formulas, of the language £, we often extend this
set (and hence the language £ to some set £ of expressions build out of the
language £, and some additional symbols, if needed.

Automated theorem proving systems use as their basic components expressions
build out of formulas of the language £. They are for example sequences of
formulas in the proof systems RS and RQ presented in chapter 5.72 and —in
chapter 77, respectively. The first of such systems Gentzen’s systems LK for
classical logic and LK for intuitionistic logic and their followers use expressions
called Gentzen sequents. They are presented and discussed in chapter 7?7. There
also are resolution based proof systems that use different form of expressions
to represent for clauses and sets of clauses to mention the few. In many proof
system we choose the set of formulas F as expressions, i.e. we put &€ = F.

Semantical Link. We always have to extend a given semantics M of the lan-
guage L of the system S to the set £ of expression.

3. The set LA of logical axioms of S

The logical axioms LA of S form a non-empty subset of the set £ of expressions.
In particular, LA is a non-empty subset of formulas, i.e. LA C F. We assume
here that the set LA of logical axioms is finite, i.e. we consider here only finitely
axiomatizable proof systems.

Semantical Link. Set LA of logical axioms is always a subset of expressions that
are tautologies under the semantics M of the language £ of S.
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4. The set R of rules of inference of S

We assume that the proof system S contains a finite number of inference rules.
We assume that each rule has a finite number of premisses and one conclusion.
We also assume that one can effectively decide, for any inference rule, whether
a given string of expressions form its premisses and conclusion or do not, i.e.
that all rules » € R are primitivvely recursive.

We put it in a formal definition as follows.

Definition 4.2 (Rule of Inference)

Given a non- empty set € of expressions of a proof system S. Fach rule of
inference r € R is a relation defined in the set E™, where m > 1 with values in
E,i.e. TCEMXE.

Elements Py, P, ... Py, of atuple (Py, Ps, ... P,,C) € r are called premisses
of the rule r, and C'is called its conclusion.

We usually write the inference rules in a following convenient way.

If r is a one premiss rule and (P;,C) € r, then we write it as
Py
(T) C :
If r is a two premisses rule and (Py, P2, C) € r, then we write it as
P P
n DL
P, is called a left premiss of r and P is called a right premiss.

In general, if r is an m- premisses rule and (Py, Pa,...Pp,, C) € 7, then we will
write it as

r) P, P ... Py
1 .

Semantical Link. We want the rules of inference to preserve truthfulness i.e. to
be sound under the semantics M.

Formal Proofs in S

Given a proof system S = (£,&, LA, R). Final products of a single or multiple
use of the inference rules of S, with logical axioms LA taken as a starting point
are called provable expressions of the system S. A single use of an inference rule
is called a direct consequence. A multiple application of rules of inference with
axioms taken as a starting point is called a formal proof. Formal definitions are
as follows.
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Definition 4.3 (DirectConsequence)

A conclusion of a rule of inference is called a direct consequence of its premisses.
Le. for any rule of inference r € R, if (P1,...Pp, C) € r, then C is called a direct
consequence of Py, ...P, by virtue of r.

Definition 4.4 (Formal Proof)

Given a proof system S = (L,E, LA, R). Any sequence Ey, Es,, E, of expres-
stons from &, such that n > 1,

Ey€LA, E,=E,

and for each 1 < i < n, either E; € LA or E; is a direct consequence of
some of the preceding expressions in Ey, Es,, E, by virtue of one of the rules
of inference r € R is called a formal proof of E in S.

The number n > 1 is the length of the proof E1, FEs,, E,. We write
Fs E

to denote that E € £ has a formal proof in S. When the proof system S is
fized we write - E.

Any expression E such that F has a proof in S, is called a provable expression
of S. The set of all provable expressions of S is denoted by Pg and is defined
as follows.

Pgs = {E ef: kg E} (41)

Consider a simple proof system system S; with a language £ = L{p .}, where
P is one argument connective. We take &€ = F, LA = {(A = A)}, and the set
of rules o inference R = {(r) PAB}. We write our proof system as

o)
PB
where A, B are any formulas. Observe that even the system S; has only one

axiom, it represents an infinite number of formulas. We call such axiom an
axiom schema.

S1=(Lep, =y, Fr {(A=A)}, () (4.2)

Consider now a system So

2= (Lipoy, Fo @ a), () 55) (13)

where a € VAR is any variable (atomic formula) and B € F is any formula.
Observe that the system S5 also has only one axiom similar to the axiom of S7,
both systems have the same rule of inference but they are very different proof
systems. For example a formula ((Pa = (b = ¢)) = (Pa = (b= ¢))) is an
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axiom of the system S; for A = (Pa = (b = ¢) but is not an axiom of the
system So, as this systems permits axioms of the form: (a = a) for a being a
propositional variable.

A formal proof in a system S carries, as the proof system S does, a semantical
meaning but it is nevertheless purely syntactical in its nature. The rules of
inference of a proof system define only how to transform strings of symbols of
our language into another string of symbols. The definition of a formal proof
says that in order to prove an expression E of a system one has to construct of
s sequence of proper transformations as defined by the rules of inference. Here
some examples of provable formulas and their formal proofs in both S; and S
systems. Observe that we do not know the semantics for these systems.

Exercise 4.1 Let Sy, So be proof systems (7.2), (7.3), respectively. Show that
Fs,((Pa= (b=¢)) = (Pa= (b=¢)))

ts,P(a=a), ts,Pla=a), ts, PP(a=a), Fg,PP(a= a)
Fs,PPP((Pa= (b=¢)) = (Pa= (b= c¢)).

Solution Formal proof of ((Pa = (b = ¢)) = (Pa = (b= ¢))) in S; is one
element sequence Ay = ((Pa = (b = ¢)) = (Pa = (b = ¢)). It is a proof
because the formula A; an axiom of S;. It is not a proof in Ss.

The formulas P(a = a), and PP(a = a) are provable formulas of both proof
systems. The formal proofs in both systems of above formulas are identical and
are as follows.

Formal proof of P(a = a) in S; and S is a sequence A;, As for
A1 = (a = a), Ay = P(a = a).

axiom rule (r) application
for B = (a = a)

Formal proof of PP(a = a) in S and Sy is a sequence Ay, Ay, Aj for

Ay = (a=a), Ay = P(a = a), As = PP(a = a).
axiom rule (r) application rule (r) application
for B= (a=a) for B = P(a = a)

Formal proof of PPP((Pa = (b= ¢)) = (Pa = (b= ¢))) in 5] is a sequence
Al, AQ, A3, A4 for

Ay =((Pa= (b= c)) = (Pa= (b= 0))),
axiom
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As = P((Pa= (b= c¢)) = (Pa= (b= 0))),
rule (r) application

A3 = PP((Pa= (b=c¢)) = (Pa= (b= <)),
rule (r) application

Ay =PPP((Pa= (b=¢)) = (Pa= (b= ¢))).
rule (r) application

It is not a proof in Ss. Moreover

Fs,PPP((Pa= (b= c¢)) = (Pa= (b= c¢)).

Observe that even if the set of axioms and the inference rules of the proof system
are primitively recursive it doesn’t mean that the notion of ”provable expres-
sion” is also primitively recursive, i.e. that there always will be an effective,
mechanical method (effective procedure) for determining, given any expression
A of the system, whether there is a proof of A. We define the following notions

Definition 4.5 (Decidable system)

A proof system S = (L,E,LA,R) for which there is an effective decision
procedure for determining, for any expression E of the system, whether there is,
or there is no proof of E in S is called a decidable proof system, otherwise
it is called undecidable.

Observe that the above notion of decidability of the system S does not require
us to find a proof, it requires only a mechanical procedure of deciding whether
there is, or there is no such a proof. We hence introduce a following notion.

Definition 4.6 ( Syntactic Decidability)

A proof system S = (L,E,LA,R) for which there is an effective mechanical,
procedure that finds (generates) a formal proof of any E in S, if it exists, is called
syntactically semi- decidable. If additionally there is an effective method of
deciding that if a proof of FE in S not found, it does not exist, the system S is
called syntactically decidable. Otherwise S is syntactically undecidable.

The existence of prove systems for classical logic and mathematics that are
syntactically decidable or syntactically semi-decidable was stated (in a differ-
ent form) by German mathematician David Hilbert in early 1900 as a part of
what is called Hilbert’s program. The main goal of Hilbert’s program was to
provide secure foundations for all mathematics. In particular it addressed the
problem of decidability; it said that here should be an algorithm for deciding
the truth or falsity of any mathematical statement. Moreover, it should use
only "finitistic” reasoning methods. Kurt Gdel showed in 1931 that most of the
goals of Hilbert’s program were impossible to achieve, at least if interpreted in
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the most obvious way. Nevertheless, Gerhard Gentzen in his work published in
1934/1935 gave a positive answer to existence of syntactical decidability. He
invented proof systems for classical and intiutionistic logics, now called Gentzen
style formalizations. They formed a basis for development of Automated The-
orem Proving area of mathematics and computer science. We will study the
Gentzen style formalizations in chapter ?7.

Definition 4.7 (Automated Systems)

A proof system S = (L,E,LA, R) that is proven to be syntactically decidable
or semi-decidable is called an automated proof systems.

Automated proof systems are also called automated theorem proving systems,
Gentzen style formalizations, syntactically decidable systems and and we use all
of these terms interchangeably.

Example 4.1 Any complete Hilbert style proof system for classical proposi-
tional logic is an example of a decidable, but not syntactically decidable proof
system. We conclude its decidability from the Completeness Theorem (to be
proved in next chapter) and the decidability of the notion of classical tautology
(proved in chapter 3).

Example 4.2 The Gentzen style proof systems for classical and intuiionistic
propositional logics presented in chapter 7?7, are examples of proof systems that
are of both decidable and syntactically decidable.

W are going to prove now, as a simple example t the following

Fact 4.1

The systems proof systems S1 and Sa defined by (7.2) and (7.83), respectively
are syntactically decidable.

Proof Let’s now to think how we can search for a proof in S5 of a formula
PP((Pa = (b= ¢)).

If PP((Pa = (b= c¢)) = (Pa = (b= ¢))) had the proof, the only last step
in this proof would have been the application of the rule (r) to the formula
PP((Pa = (b = ¢)) = (Pa = (b = ¢))). This formula, in turn, if it had
the proof, the only last step in its proof would have been the application of
the rule r to the formula P((Pa = (b = ¢)) = (Pa = (b = ¢))). And again,
this one could be obtained only from the formula ((Pa = (b = ¢)) = (Pa =
(b = ¢))) by the virtue of the rule r. Here the search process stops; the rule r
puts P in front of the formulas, hence couldn’t be applied here. The formula
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(Pa= (b= c¢)) = (Pa = (b= c¢))) isn’t an axiom of Sy, what means that
the only possible way of finding the proof has failed, i.e. we have proved that
s, PPP((Pa = (b= c)) = (Pa= (b= c))).

The above example of proof search in S; defines the following an effective,
automatic Procedure Si1,S52 of searching for a proof of our formula in both
our proof systems. If the search ends with an axiom, we have a proof, if it
doesn’t end with an axiom it means that the proof does not exists. We have
described it, as an example, for one particular formula. It can be easily extended
to any formula A of Lyp ., as follows.

Procedure 51,55

Step : Check the main connective of A.

If main connective is P, it means that A was obtained by the rule r.
Erase the main connective P.

Repeat until no P left.

If the main connective is =-,check if a formula A is an axiom.

If it is an axiom , STOP and YES, we have a proof.

If it is not an axiom , STOP and NO, proof does not exist.

It is an effective, automatic procedure of searching for a proof of our formula in
both our proof systems. This ends the proof .

Observe also, that the systems S; and S are such that we can easily describe
a general form of their provable formulas defined by (4.1) as Pg = {E € & :
ks E}. Namely we have the following.

Ps, ={P"(A=A): neN, AecF},
Ps,={P"(a=a): neN, a€VAR},

where P™ denotes n-iteration of P for n > 1 and PY denotes absence of P.

Obviously we have that Pg, # Pg,, and Pg, C Pg,.

The proof systems S; and S; are very simple, indeed. Here is an example of
another two, similar but slightly more complex proof systems.

Consider two proof systems S3 and Sy of the language Ly -y with the set of
expressions £ = F and is defined as follows.

(AU-A)

S3 = (Lyu-y, Fr {(AU=A)}, (1) (BU(AU-A)

, for any A, B € F). (4.4)
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B

Sy = (»C{U,ﬁ}a F, {(AU_'A)}7 (’I‘) m

, forany A, B € F), (4.5)

Exercise 4.2 Given proof systems Ss and Sy defined by (4.4), (7.40), respec-
tively.

1. Describe the sets Pg,,Pg, of provable formulas of S3 and Sy.
2. Decide whether is it true/ false that Ps, = Pg,. If yes, prove it, if not, give

an exzample of a formula A such that A € Pg, and A ¢ Pg,, or vice versa.

Solution 1.

Let’s first describe the set of provable formulas of both systems. Consider proof
system S3. Obviously, for any formula A € F, (AU —A), as it is the axiom. It
constitutes a proof of length 1 A; = (AU —A)and we have that

Fs, (A U —|A).

One application of the inference rule (r) to axiom(A U —A) gives us a proof
A1 =(AU-A4), Ay = ((AU—-A)U(AU-A4)), and hence

Fo, (AU=A) U (AU-A)).

The application of the rule (r) to the already proven above formula Ay give us
the proof A; = (AU—-A), Ay = ((AU-A)U(AU-A4)), A5 = (((AU-A)U (AU
-A))U(AU-4)), and

Fs,(((AU-A)U(AU-A4)) U (AU-A)).

It is easy to see that all provable formulas of S3 will be of the form of the proper
disjunction of the axiom of S3, what we denote as follows:

Pg, = {UneN(A U-A)": A e F}, (4.6)

where (A U —A)" denotes a disjunction of n formulas of the form (A U —A)
defined recursively as follows. (AU —A)? = (AU -A), (AU-A4)"T! = (AU
—A)" U (AU —4)).

Consider now system S4. Obviously, as in the case of Sy, Fg,(A U —A). One
application of the inference rule to the axiom gives us the proof A; = (A U
—A), Ay = (BU(AU=A)) and we have that

Fs,(BU(AU=A)), (4.7

where B can be any formula from F.

The rule (r) can’t be, by its definition, applied to already proved BU(AU-A)).
We can continue with the proof A;, As by constructing for example a proof
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A1, Az, As, Ay by inserting axiom (C' U -C) (or axiom (AU —A), if we wish
as As step of the proof. We have to remember that the definition 4.4 of the
formal proof allows us to insert an axiom in any place within the proof. A; =
(AUu-A), Ay = (BU(AU=A)), A3 = (CU-C), Ay = (AU (CU-C)) and
hence

Fs, (AU (CU=C)), Fs,(BU(AUA)),Fs,(CU(BU-B)),.....ctc...

Multiple application of the rule (r) in Sy means its application to multiple forms
of the axiom. Finally it is clear that we can only construct formal proofs of all
possible formulas of the form (B U (A U —A)), and of course of a form of any
axiom (proofs of the length 1) (AU —A) for A, B being all possible formulas.
Remark that by saying A, B € F we do not say that A # B, that we do not
exclude that case A = B. In particular case we have that

Fs,(AU(AU-A)), kg, (BU(BU-B)),Fg, (CU(CU-C)),......etc...
Hence

Ps, = {(BU(AU-A)): A BeF}U{(AU-A): AeF}. (4.8)

Solution 2.

We prove now that Pgs, C Pg,. Let D € Pg,. By (4.6) D = [J,cn(AU-A)™.
Observe that by definition D = |J,,cy(AU—A4)" = (U,en(AU-A)" T U (AU
—A)) and |J,, oy (AU—A)" "1 is a formula of L, ;. We can denote it by B. We
have proved in (4.7) that for any B € F, Fg,(BU(AU=A)). But by definition
D = (BU(AU=A)), hence we proved that D € Pg,.This ends the proof.

Consider a formula ((a U —b) U (a U —=a)) of Ly ~y. It has a following formal
proof Ai, As in Sy.

Ay =(aU=a), A= ((aU-d)U (aU=a)).
axiom for A=a rule (r) application
for B = (aU-b)

This proves that ((aU—-b)U(aU—-a)) € Pg,. Obviously Fs,((aU-b)U(aU-a))
and ((aU-b)U(aU-a)) € Pg,. We have proved that the proof systems Ss and
S4 defined by (4.4), (7.40) are such that Pg, C Pg, and Pg, # Pg,.

Consider now a following proof system Ss.
S5 =(Lisu-y Fr, {(A=(AUB))}, {(r1), (r2)}) (4.9)

where the rules of inference are defined as follows.

A:B A;(AUB)
av-p g
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Exercise 4.3
Given proof systems Ss defined by (7.41).

1. Find a formal proof of a formula -(A = (AU B)) in Ss, i.e. show that
Fs, "(A= (AUB)).

2. Find a formal proof of a formula =((a U —b) = ((a U —-bd) U (a U —a))).

Solution

1. We construct a formal proof By, Bs, Bs, By of the formula -(A = (AUB))
as follows. We write comments next to each step of the proof.

By = (A= (AUB)) axiom, Bs= (A= (AUB)) axiom,

B;=((A= (AUB))U—=(A = (AUB))) rule (rl) application to By and B,
By =—(A= (AU B)) rule (r2) application to Bs

for A=(A= (AUB)) and B=—-(4A= (AUB)).

2. We construct a formal proof By, By, Bs, By of the formula —((a U —b) =
((aU=b)U (aU—a))) as follows.

B; = ((aU=d) = ((aU-b)U(aU=a))) axiom for A = (aU—b) and B = (aU—a),
By = ((aU=b) = ((aU-b)U(aU—a))) axiom for A = (aU—b) and B = (aU~a),
Bgi:((l( aU=-b) = ((aU-b)U(aU=a)))U-((aU-b) = ((aU-b)U(aU—a))))

(
) application to By and Ba,
(

for A= ((aU—b) = ((aU-b)U (aU=a))) and B = =((a U -b) = ((a U-b)U
(a U —a))).

Observation 4.1 Observe that the formula —((a U—-b) = ((aU—-b)U (aU—a)))
is a particular case of the formula -(A = (AU B)) for A = (a U —b) and
B = (aU—a) and its proof is just a particular case of the proof constructed in
case 1.

We wrote down independently a complicated proof of the particular case to
make reader aware of a need of generalizing particular formulas, if it possible,
and writing simpler proofs for the general case instead of the perticular.
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4.1.1 Consequence Operation

Given a proof system S = (£, £, LA, R). While proving expressions we often
use some extra information available, besides the axioms of the proof system.
This extra information is called hypotheses in the proof.

Let I' C &€ be a set expressions called hypotheses. A proof from a set I' of
hypothesis of an expression E € £ in S = (L,LA,R) is a formal proof in S,
where the expressions from I' are treated as additional hypothesis added to the
set LA of the logical axioms of the system S. We define it formally as follows.

Definition 4.8 (Proof from Hypotheses)

Given a proof system S = (L, €, LA, R) and let T be any set of expressions of
S, i.e. letT' CE.

A proof of an expression E € from the set I' of expressions is a sequence
Ey,Es, ... E,
of expressions, such that
E1 € LAUT, E,=F

and for each i, 1 < i <mn, either E; € LAUT or E; is a direct consequence of
some of the preceding expressions in the sequence Ei,Fs, ... E, by virtue of
one of the rules of inference from R.

We write
I's B

to denote that the expression E has a proof from " in S and I' = E, when the
system S is fixed.

When the set of hypothesis T is a finite set and I' = {By, Ba, ..., B, }, then we
write

Bi,Bs,...B, ks E

instead of {B1, Ba, ..., B,} Fs E. The case when T is an empty set i.e. when
I' = 0 is a special one. By the definition of a proof of E from I', § F E means
that in the proof of E only logical axioms LA of S were used. We hence write

it as we did before
Fg B

to denote that E has a proof from the empty set I'. The set of all expressions
provable from I' (and logical axioms LA in S is denoted by Pg(I), i.e.

Ps(T)={Ec&: Tty E} (4.10)
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When discussing properties of provability in proof systems we often use a notion
of a consequence operation. In order to follow this tradition we call provable
expressions from I' in S consequences of I'. The set of all expressions provable
is then called the set of all consequences from I'. We observe that when talking
about consequences of I' in S, we define in fact a function which to every set
I' C & assigns a set of all its consequences. We denote this function by Cng
and adopt the following definition.

Definition 4.9 (Consequence)

Given a proof system S = (L, £, LA, R). Any function Cng :2° — 2°¢
such that for every I' € 2%,

Cns(D)={Ec&: Tty B} (4.11)

is called a consequence determined by S.

Directly from definition 4.14 and (4.10) we have the following.

Fact 4.2 For any proof system S = (L, £, LA, R).

Ps(r) = Cl’ls(r). (4.12)

It proves that the notions of provability from a set I" in S and consequence
determined by S coincide . It means that we can, and we often use in the
literature the both terms interchangeably.

The definition 4.14 does do more then just re-naming ”provability” by ”con-
sequence”. We are going to prove now that the consequence Cng determined
by S a special (an important) case of a notion a classic consequence operation
as defined by Alfred Tarski in 1930 as a general model of deductive reasoning.
Tarski definition is a formalization of the intuitive concept of the deduction as a
consequence, and therefore it has all the properties which our intuition attribute
to this notion. Here is the definition.

Definition 4.10 (Tarski)

By a consequence operation in a formal language L = (A, F) we under-
stand any mapping C : 27— 2 satisfying the following conditions (t1)
- (t3) expressing properties of reflexivity, monotonicity, and transitivity of the
consequence.

For any sets F, Fy, F\, F», Fy €27,
(t1) F C C(F) reflexivity,
(t2) if F1 CFy, then C(F;)C C(Fy), monotonicity.
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(t3) if F1 C C(Fz) and Fy C C(F3), then F; C C(F3), transitivity.

We say that the consequence operation C has a finite character if additionally
it satisfies the following condition t4.

(t4) if a formula B € C(F), then there exists a finite set Fy C F, such
that B € C(Fp). finiteness.

The monotonicity condition (t2) and transitivity condition (t3) are often re-
placed by the following conditions (t2?), (t3”), respectively.

For any formula B € F, any any sets F, F',€ 27,
(t2") if Be C(F), then B€ C(FUF’), (4.13)
(t3') C(F) = C(C(F)). (4.14)

We express the correctness of the replacement conditions (4.13) and (4.14) in a
form of a following theorem.

Theorem 4.1

The Tarski definition 4.10 is equivalent with definitions where one, or both con-
ditions (t2), (t3) are replaced respectively by conditions (12°), (t3’)given by equa-
tions (4.13) and (4.14).

Proof We prove the equivalency of conditions (t1) - (¢3) and (t1) - (t3’). We
leave the proof of the other equivalency to the reader.

Assume (t3). By substituting
F, =C(C(F)), Fob =C(F), F3=F
in (t3) we obtain
C(C(F)) € C(F).
On the other hand, it follows from (t1) and (t2)
C(F) € C(C(F)),

which with the previous inclusion gives (t3’). Conversely, suppose that (t3’) is
satisfied. If Fy C C(F3), then by (t2) we obtain C(Fs) C C(C(F3)). By (t3”)
C(C(F3)) = (C(F3), hence C(Fy) C (C(F5) and we proved (£3).

The consequence operation provides a model describing what we intuitively call
a deduction. It formalizes the basic, intuitively obvious and accepted properties
of reasoning by which we obtain (deduce) new facts from already known, or as-
sumed. We hence use it to define, after Tarski, a following notion of a deductive
system.
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Definition 4.11 (Deductive System)

Given a formal language L = (A, F) and a Tarski consequence C (definition
4.10). A system
D=(L,C)

is called a Tarski deductive system for the language L.

Tarski’s deductive system as a model of reasoning does not provide a method
of actually defining a consequence operation in the language L£; it assumes that
it is given. We are going to prove now that our definition 4.14 of consequence
operation Cng determined by a proof system S is a Tarski consequence operation
C in the definition 4.10 sense. It justifies, together with Fact 4.2 the common
use the consequence notion when talking about provability. It means that each
proof system S provides a different example of a consequence operation. They
are all purely syntactic in nature and all defined by the notion of provability.
Hence each proof system can be treated and a syntactic Tarski deductive system
from definition 4.11.

Theorem 4.2

Given a proof system S = (L, £, LA, R). The consequence operation Cng is a
Tarski consequence C in the language L of the system S and the system

DS = (£7 Cns)

1s Tarski deductive system. We call it a syntactic deductive system deter-
mined by S. Moreover, the consequence operation Cng that has a finite char-
acter.

Proof

By definition 4.14, the consequence operation Cng : 26 — 2% is given
by a formula Cng(I') = {F € £: T Fg E}. We have to show that for any
I, Ty, I'y, Ty, T3 € 27 conditions (t1) - (t4) of the definition 4.14 hold. The
reflexivity condition (t1) becomes T' C Cng(T"). Let E € I'. The one element
sequence E is a proof of E from I', hence we proved that E € C(I') and (t1)
holds. To prove the transitivity condition (t2) assume now that 'y C T's. Let
E € Cng(T';). It means that I'1Fg E, i.e E has a formal proof from T'y, but
I'y C TI'y, hence this proof also is a proof from I's, and E € Cng(I'3). This
proves that Cng(I';) C Cng(I'y) and the condition (t2) holds. Let now E € I'y
and I'y € Cng(I'y), so £ € Cng(T)2. Let Ey,..., E, be a formal proof of E
from T's. But 'y C Cng(T'3). It means that any expression from I's has a formal
proof from I's. In particular, all expression in the proof E1,..., E, that belong
to I'y have their formal proofs from I's. Replacing all these expressions by their
proofs from I's we obtain a proof of E from I'3. This proves that I'y C CngI'3
and the transitivity condition (t3) holds. Let now E € CngI'. This means that
E has a proof Fi,...,FE, from I'. The set I'y = {E1,...,E,} is obviously a
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finite subset of I" and E' € CngI'y and (t4) holds.

Non - Monotonic Logics

The Tarski definition 4.10 of a consequence models reasoning which is called
after its condition (t2) or (t2’) a monotonic reasoning. The monotonicity of
reasoning was, since antiquity is the the basic assumption while developing
models for classical and well established non-classical logics. Recently many of
new non- classical logics were developed and are being developed by computer
scientists. For example new modal logics of agents and temporal logics. Tempo-
ral logics are essential in developing theory of programs. Nevertheless they all
are built following the Tarski definition of consequence and were and are called
monotonic logics. A new type of important

Non-Monotonic logics have been proposed at the beginning of the 80s. Histor-
ically the most important proposals are Non-monotonic logic, by McDermott
and Doyle, Default Logic, by Reiter, Circumscription, by McCarthy, and Au-
toepistemic logic, by Moore.

The term non-monotonic logic covers a family of formal frameworks devised
to capture and represent defeasible inference. It is an inference in which it
is possible to draw conclusions tentatively, reserving the right to retract them
in the light of further information. We included most standard examples in
Chapter 1, Introduction.

Non-monotonic logics describe commonsense reasoning which is neither a restric-
tion nor an extension of classical logic. Consequences of premises are drawn as
much due to the absence as to the presence of knowledge. When more knowledge
is acquired, conclusions previously drawn may have to be withdrawn because
the rules of inference that led to them no longer are active. Intelligent decision
makers use this form of commonsense reasoning to infer actions to be performed
from premises which cannot be made by classical logic inference, because they
simply have to make decisions whether or not there is enough information for
a classical logical deduction. Non-monotonic reasoning deals with the problem
of deriving plausible conclusions, but not infallible, from a knowledge base (a
set of formulas). Since the conclusions are not certain, it must be possible to
retract some of them if new information shows that they are wrong. Example:
let the KB contain: Typically birds fly. Penguins do not fly. Tweety is a bird. It
is plausible to conclude that Tweety flies. However if the following information
is added to KB Tweety is a penguin the previous conclusion must be retracted
and, instead, the new conclusion that Tweety does not fly will hold.

The statement "typically A” can be read as: ”in the absence of information to
the contrary, assume A”. The problem is to define the precise meaning of ”in
the absence of information to the contrary”. The meaning could be: "there is
nothing in KB that is inconsistent with assumption A”. Other interpretations
are possible Different interpretations give rise to different non-monotonic logics.
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4.1.2 Syntactic Consistency

Formal theories play crucial role in mathematics and were historically defined
for classical first order logic and consequently for other first and higher order
logics. They are routinely called first order theories. We will discuss them in
more detail in chapter 10 dealing formally with classical predicate logic. First
order theories are hence based on proof systems S with a predicate (first order)
language £. We will call them for short first order proof systems.

We can and we sometimes consider formal theories based on propositional log-
ics, i.e. based on proof systems with language £ being propositional. We will
call them propositional theories.

Given a proof system S = (£, £, LA, R). We build (define) a formal theory
based on S as follows.

1. We select a certain finite subset SA of expressions of S, disjoint with the
logical axioms LA of S, i.e. such that LANSA = (.. The set SA is called a set
of specific axioms of the formal theory based on S.

2. We use set SA of specific axioms to define a language
Lsa, (4.15)

called a language of the formal theory. Here we have two cases.

cl. S is a first order proof system, i.e. L of S is a predicate language. We
define the language Lg 4 by restricting the sets of constant, functional, predicate
symbols of L to constant, functional, predicate symbols appearing in the set SA
of specific axioms. Both languages L5 4 and L share the same set of propositional
connectives.

c2. S is a propositional proof system, i.e. L of S is a propositional language.
Ls 4 is defined by restricting £ to connectives appearing in the set SA.
Definition 4.12 (Formal Theory)

The system
T=(L, & LA, SA, R) (4.16)

is called a formal theory based on a proof system S.

The set SA of the set of specific axioms of T. The language Lg4 defined by
(4.15) is called the language of the theory T.

The set g4 of all expressions of the language Lg 4 provable from the set specific

axioms SA (and logical axioms LA) i.e. the set

T(SA)={E€&sa: SA ks E} (4.17)
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is called the set of all theorems of the theory T.

If the set S A of specific axioms of T is empty, then the theory T is, by definition,
identified with the system S, i.e. T =5 = (L, £, LA, R).

Definition 4.13 (Consistent Theory)

A theory T = (L, €, LA, SA, R) is consistent if there exists an expression
E € Esa such that E ¢ T(SA), i.e. such that

SA fs E;

otherwise the theory T is inconsistent.

Observe that the definition 4.13 has purely syntactic meaning. It also reflexes
our intuition what proper provability should mean. it says that a formal the-
ory T based on a proof system S is consistent only when it does not prove all
expressions (formulas in particular cases) of Lg4. The theory T such that it
proves everything stated in L£g4 obviously should be, and its defined as incon-
sistent. In particular, we have the following syntactic definition of consistency-
inconsistency for any proof system S.

Definition 4.14 (Consistent Proof System)

A proof system S = (L, £, LA, R) is consistent if there exists E € £ such
that E ¢ Pg, i.e. such that s E; otherwise S is inconsistent.

4.2 Semantics

We define formally a semantics for a given proof system S = (£,€, LA, R) by
specifying the semantic links of all its components as follows.

Semantic Linkl: Language £

The language £ of S can be propositional or predicate. Let denote my M a
semantic for L. We call it, for short, a semantics for the proof system S. The
semantics M can be a propositional, a predicate, extensional, or not extensional.
We use M as a general symbol for a semantics.

Semantic Link 2: Set £ of Expressons

We always have to extend a given semantics M of the language £ to the set
of expressions &£ of the system S. We often do it by establishing a seman-
tic equivalency under semantics M of £ and the set of all formulas F of L.
It means we prove that for a given semantics M under which we build our
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proof system S, and for any expression £ € &£ there is a formula A € F,
such that F=p;A. For example, in the automated theorem proving system
RS presented in chapter 6 the expressions are finite sequences of formulas of
L=L.nu=. Weextend our classical semantics for £ to the set F* of all finite
sequences of formulas as follows: for any v: VAR — {F,T} and any A € F*,
A= Al,AQ, ..An, ’U*(A) = U*(AhAQ, An) = ’U*(Al) @] U*(AQ) U....U ’U*(An),
ie. A= (A1 UAU...UA,). Sometimes, like in case of Resolution based proof
systems we have also to prove a semantic equivalency of a given formula A of £
with some set €4 of expressions (sets of clauses ) representing the formula A.

Semantic Link 3: Logical Axioms LA

Given a semantics M for £ and its extension to the set £ of all expressions. We
extend the notion of tautology to the set £ of expressions and write |=; E to
denote that the expression E € £ is a tautology under semantics M. We denote

TM:{EESZ ':ME}

While designing a proof system S we want the logical axioms LA to be a subset
of expressions that are tautologies of under the semantics M, i.e.

LA C Ty

We can, and we often do, invent proof systems with languages without yet es-
tablished semantics. In this case the logical axioms LA serve as description of
properties of tautologies under a future semantics yet to be built. We want to
choose as logical axioms of a proof system S are not only tautologies under an
already known semantics M, but they can also guide us how to define a seman-
tics when it is yet unknown.

Semantic Link 4: Rules of Inference R

We want the rules of inference » € R to preserve truthfulness. Rules that
preserve the truthfulness are called sound under a given semantics M. We put
it in a general formal definition as follows.

Definition 4.15 (Sound Rule under M)

Given an inference rule v € R of the form

r
C

We say that the rule (r) is sound under a semantics M if the following con-
dition holds for all M models M.
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In case of a propositional language Loon and an extensional semantics M the
M models M are defined in terms of the truth assignment v: VAR — LV,
where LV is the set of logical values with a distinguished value T. The general
definition 4.15 becomes a following definition for a propositional language £ and
its extensional semantics M.

Definition 4.16 (Sound Propositional Rule under M)

Given a propositional language Loon and an extensional semantics M, an in-
ference rule of the form

() P Py .. P,
r
C

is sound wunder the semantics M if the following condition holds for any v :

VAR — LV.

If vy {P1,Po, ..., Py}, then v =y, C. (4.19)

Observe that we can rewrite the condition (4.19) as follow.

If v*°(P)=v"(P)=....=v"(Pp)=1T, then v*(C)=T. (4.20)

A rule of inference be sound under different semantics, but also rules of inference
can be sound under one semantics and not sound under the other.

Example 4.3 Given a propositional language L, ; —. Consider two rules of
inference:
(A= B) ——A

(rl) B= (A= B) and (r2) 7

The rule (r1) is sound under classical, H and L semantics. The (r2) is sound
under classical and L semantics but is not sound under H semantics.

Consider the rule (rl).

Let v: VAR — {F,T} be any truth assignment, such that v*((4A = B)) =T.
We use condition (4.20) and evaluate logical value of the conclusion under v
as follows. v*((B = (A = B))) = v*(B) = T = T for any formula B and
any value of v*(B). This proves that v*(B = (A = B)) = T and hence the
soundness of (r1). Consider now the H semantics. Let v : VAR — {F, L, T} be
any truth assignment, such that v =4 (A = B), i.e. such that v*((A = B)) =T.
We evaluate under H, L semantics v*((B = (A = B))) = v*(B) = T. Now
v*(B) can be T, F as in classical case, or v*(B) =L. The case when v*(B) is
T, F is like in classical semantics, so we have to check the case v*(B) =L1. But
in both H and L semantics L= T = T. This proves that (rl) is also sound
under H and L semantics.
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Counsider the rule (r2).

The rule (r2) is sound under classical and L by straightforward eveluation.
Assume now v : VAR — {F,L,T} be any truth assignment, such that
v =pA4, e such that v*(—-—=A) = T under H semantics. We have that
v*(=—A) = =—w*(A) = T if and only if ~v*(A) = F if and only if v*(A) =T or
v*(A) =L. This proves that that it is possible to have v |=;——A and v f=, A4,
i.e. that (r2) is not sound.

Definition 4.17 ( Strongly Sound Rule under M)

An inference rule v € R of the form

(r) Py Py o Py
r
C

is strongly sound under a semantics M if the following condition holds for
all M structures M,

My (P, P, Py} if and only if M =y, C. (4.21)

In case of a propositional language Locon and an extensional semantics M the
condition (4.21) is as follows. For for anyv: VAR — LV,

v =y 1P P, P} if and only if v =y C. (4.22)

We introduce also a property of a rule being s-strongly sound. We state it
informally as follows. An inference rule r € R is s-strongly sound when the
conjunction of all its premisses is logically equivalent (under a semantics M) to
its conclusion. We denote it informally as

Of course any s-strongly sound rule is strongly sound.

Example 4.4

Given a propositional language Li-, , —y. Consider two rules of inference:

A:; B A
(7”1) m and (7'2) m

Both rules (r1) and (r2) are sound under classical and H semantics. The rule
(r2) is strongly and s-strongly sound under classical semantics but is not strongly
sound under H semantics. The rule (rl) in not strongly sound under either
semantics.

Consider (r1). Take (in shorthand notation) for A = T and B = T'. We evaluate
v*((AU-B)) = TUF = F in both semantics. This proves soundness of (r1)
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under both semantics.. Take now v such that v(A) =T and v(B) = F, we get
v*((AU-B)) = FUT = T.This proves that v = (AU —B) and v=z(AU-B).
Obviously v = {A, B} and v J=5{A, B}. This proves that (rl) in not strongly
sound under either semantics.

Consider (r2). It is strongly sound under classical semantic. By (8.77) and the
fact that A = ——A (r2) is s-strongly sound and so is strongly sound.

(r2) is sound under H semantics. Assume A = T. We evaluate (in shorthand
notation) =—A = =—T = -F = T. (r2) is not strongly sound under H seman-
tics. Take v such that v*(A) =1, then v*(—-—A) = - L= —F = T. This
proves that there is v such that v = ——A and v £ A and (4.22) does not hold
and so (r2) is not strongly sound.

This also proves that A Zy ——A, i.e. (r2) is not s-strongly sound (4.22).

Now we are ready to define a notion of a sound and strongly sound proof system.
Strongly sound proof systems play a role in constructive proofs of completeness
theorem. This is why we introduced and singled them out here.

Definition 4.18 (Sound, Strongly Sound)
Given a proof system S = (L, €, LA, R).

We say that the proof system S is sound under a semantics M if the following
conditions hold.

Cl. LACTwm; C2. Each rule of inference r € R is sound under M.

The proof system S is strongly sound under a semantics M if the condition
C2. is replaced by the following condition

C2’. FEach rule of inference r € R is strongly sound under M.

Here is a simple but an important fact about the notion of strong soundness.
The strong soundness of proof systems guarantee a correctness of of construc-
tive proofs of completeness theorems for automated theorem proving systems
introduced and examined in chapter 6 and in chapter 10.

Theorem 4.3 (Counter-Model)

Given a proof system S = (L, £, LA, R) that is strongly sound under a
semantics M. For any r € R, for any M that is a M counter model for one of
its premisses, M is also the M counter model for its conclusion.

Proof
Consider a rule
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By definition 4.17, (r) is sound and additionally the following implication holds
for any M structures M,

if M ):M C, then M ':M {Pl,PQ,.Pm}.
It means that inverse implication
if M };éM {P17P2,.Pm}, then ./\/l l?éM C

holds for all M structures M. But M [y { Py, P2, P} if and only if there
is 1 <4 < m such that M [y Pi. This ends the proof.

Example 4.5 The proof system S defined below as follows
S= L=y Fy {(0A=A4), (A= (A= B))}, R={(})

where
(A= B)

" E=as By

S is sound, but not strongly sound under classical and L semantics. It is not
sound under H semantics.

C1. Both axioms are basic classical tautologies. Hence to prove that first axiom
is L tautology we we have to verify only the case (shorthand notation) A =_1.
But -~ l=1=-1=1=1=1=T and we proved =r, (-—A = A). Observe
that (A = (mA = B)) =L if and only if A = T and (-A = B) =L if and
only if (=T = B) =L if and only if (F' = B) =1, what is impossible undef
L semantics. Hence =1, (A = (A = B)). We prove, as in example 4.3, that
Fr (——A = A), and hence S is not sound under H semantics.

C2. The rule (r) is not strongly sound under neither classical nor L semantic.
Let v : VAR — {F, L, T} be any truth assignment, such that v*(B) = F'
and v*(A) = F. Obviously v = (B = (A= B)) and v 1, (B = (4 = B)),
but v £ (A = B) and v 4L (A = B).

Nevertheless, (r) is sound under the both semantics by example 4.3.

Let Pg be the set of all provable expressions of S, i.e. Ps ={E €& : kg E}.
Let T be a set of all expressions of S that are tautologies under a semantics
M,TM:{EEEI 'ZME}

When we define (develop) a proof system S our first goal is to make sure that
it a "sound one”, i.e. that all we prove in it is true (with respect to a given
semantics). Proving the following theorem establishes this goal.

Theorem 4.4 (Soundness Theorem)
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Given a predicate proof system S and a semantics M.
The following holds.

Ps CTwm, (4.24)
i.e. for any E € &, the following implication holds

if Fs E then |=y E.

Proof We prove by Mathematical Induction over the length of a proof that if
S is sound as stated in the definition 8.27, the Soundness Theorem holds for S.
It means that in order to prove the Soundness Theorem (under semantics bf M
) for a proof system we have to verify the two conditions: 1. LA C Ty and
2. Each rule of inference r € R is sound under M.

The next step in developing a logic is to answer next necessary and a difficult
question:  Given a proof system S, about which we know that all it proves it
true (tautology)with respect to a given semantics. Can we prove all we know to
be true (all tautologies) with respect to the given semantics?

Theorem 4.5 (Completeness Theorem)

Given a predicate proof system S and a semantics M.
The following holds

Ps=Twm (4.25)
i.e. for any E € &, the following holds

Fs E if and only if =y E.

The Completeness Theorem consists of two parts:
Part 1: Soundness Theorem: Pg C Tw.
Part 2: Completeness Part of the Completeness Theorem: Ty C Pg.

Proving the Soundness Theorem for S under a semantics M is usually a straight-
forward and not a very difficult task. Proving the Completeness Part of the
Completeness Theorem is always a crucial and very difficult task. There are
many methods and techniques for doing so, even for classical proof systems (log-
ics) alone. Non-classical logics often require new sometimes very sophisticated
methods. We will study two proofs of the Completeness Theorem for classical
propositional Hilbert style proof system in chapter 5, and a constructive proofs
for automated theorem proving systems for classical logic the chapter 6. We
prove provide the proofs of the Completeness Theorem for classical predicate
logic in chapter 9 (Hilbert style) and chapter 10(Gentzen style).

178



4.3 Exercises and Examples

Exercise 4.4
Given a proof system:

(A= B)

S=(Linmy E=F LA={(A= A, (A= A= B)L () 52 1o 5y

1. Prove that S is sound, but not strongly sound under classical semantics.
2. Prove that S is not sound under K semantics.

3. Write a formal proof in S with 2 applications of the rule (r).

Solution

Parts 1 and 2. In order to prove 1. and 2. we have to verify conditions 1., 2.
and bf 2.” of definition 8.27. Observe that both axioms of S are basic classical
tautologies. Consider the rule of inference of S.

(A= B)
" By

Take any v such that v*((A = B))) = T. We evaluate logical value of the
conclusion under the truth assignment v as follows.

v'(B= (A= B)=v*(B)=T=T

for any B and any value of v*(B). This proves that S is sound under classical
semantics. S is not strongly sound as (A = B) # (B = (A = B)).

System S is not sound under K semantics because axiom (A = A) is not a K
semantics tautology.

Part 3. There are many solutions, i.e. one can construct many forrmal proofs.
Here is one of them. For example, one of the formal proofs is a sequence
Ah AQ, A37 where

A =(A= A)

(Axiom)

A = (A= (A= A))

Rule (r) application 1 for A=A, B = A.

As=((A=A)= (A= (A= 4)))

Rule (r) application 2 for A=A, B = (A = A).

Exercise 4.5
Prove, by constructing a formal proof that
Fs (FA= B)= (A= (A= B))),

where S is the proof system from Ezxercise 5.9.
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Solution

Required formal proof is a sequence A, As, where
A =(A= (A= B))

Axiom

As=((wA=B)= (A= (-A= B)))

Rule (r) application for A = A, B = (A = B).

Observe that we needed only one application of the rule (). One more applica-
tion of the rule (r) to As gives another solution to Exercise 5.9, namely a proof
Ay, Ao, As for Ay, Ay defined above and

As=((A= (A= B))= (-A=B)= (A= (-A= D))

Rule (r) application for A = (A= B) and B = (A = (-A = B)).

Exercise 4.6

Given a proof system:

S=(Livmy, F, LA={Al, A2}, (T)MS;&)B))%

where Al= (A= (AUB)), A2=(A= (B=A)).

1. Prove that S is sound under classical semantics and determine whether S it
is sound or not sound under K semantics.

2. Write a formal proof By, Bs, Bs in S with 2 applications of the rule (r) that
starts with axiom Al, i.e such that By = Al.

3. Write a formal proof Bi,Bs in S with 1 application of the rule (r) that
starts with axiom A2, i.e such that Ay = A2.

Solution

Part 1. Axioms of S are basic classical tautologies. The proof (in shorthand
notation) of soundness of the rule of inference is the following. Assume (A =
B) =T. Hence the logical value of conclusion is (A= (A= B))=(A=T) =
T for all A. S is not sound under K semantics. Let’s take truth assignment
such that A =1, B =1. The logical value of axiom Al is as follows.

(A= (AUB))= (L= (LuUl)) =L and f=g(A = (AUB)). Observe that
the v such that A =1, B =1 is not the only v that makes Al # T, i.e. proves
that f=5 Al.

(A= (AUB))# T ifandonly if (A= (AUB))=F or (A= (AUB)) =1L.
The first case is impossible because Al is a classical tautology. Consider the
second case. (A = (AU B)) =L in two cases. cl. A=1 and (AUB) =F, i.e.
(L UB) = F, what is impossible. ¢2. A=T and (AUB) =1,1ie. (TUB) =1,
what is impossible. ¢3. A =1 and (AUB) =1, i.e. (L UB) =.L1. This is possible
for B=1 or B=F,iewhen A=1,B=1 or A=1,B = F. From the above
observation we get a second solution. S is not sound under K semantics. Axiom
Al is not K semantics tautology. There are exactly two truth assignments v,
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such that v = Al. One is, as defined in the first solution, namely A =1,B =_1.
The second is A =1,B = F.

Part 2. The formal proof Bi, By, B3 is as follows.

B; = (A= (AUDB))

Axiom

By =(A= (A= (AUB)))

Rule (r) application for A = A and B= (AU B)
Bs;=(A= (A= (A= (AUB))))

Rule (r) application for A = A and B = (A = (AU B)).
Part 3. The formal proof B, By is as follows.

B =(A= (B=A))

Axiom

By =(A= (A= (B= A))).

Rule (r) application for A = A and B = (B = A).

Exercise 4.7

Let S be the following proof system:
S = ( ‘C{:>,U,ﬁ}v ]:7 A]-a (7”1), (T2) )7
where the logical axiom Al is: Al = (A= (AU B)),
Rules of inference (r1), (r2) are:
A;B
1) ——— 2) ——=.
) Go-s Y B
1. Verify whether S is sound/not sound under classical semantics.

2. Find a formal proof of —(A= (AUB)) in S, ie. show that

Fs =(A= (AU B)).
3. Does g =(A = (AU B)) prove that = ~(A= (AUB))?

Solution

Part 1. The system is not sound. Take any v such that v*(A) = T and
v*(B) = F. The premiss (AU B of the rule (r2) is T under v, and the conclusion
under v is v*(B) = F.

Part 2. The proof of =(A4 = (AU B)) is as follows.
B;: (A= (AUB)),

axiom

Bs: (A = (AUB))7

axiom
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Bs: (A= (AUB))U—(A= (AUB))),
rule (r1) application to By and Bs

By: —(A= (AUB)),

rule (r2) application to By and Bs).

Part 3. System S is not sound, so existence of a proof does not guarantee that
what we proved is a tautology. Moreover, the proof of =(A = (AU B)) used
rule (r2) that is not sound.

Exercise 4.8

Create a 3 valued extensional semantics M for the language

Li- L, u, =} by defining the connectives —, U, = on a set {F, L, T} of logical
values. You must follow the following assumptions al, a2.

al The third logical value value is intermediate between truth and falsity, i.e.
the set of logical values is ordered as follows: F <1< T.

a2 The value T is the designated value. The semantics has to model a situation
in which one "likes” only truth; i.e. the connective L must be such that LT =T,
L 1=F, and LF = F. The connectives =, U, = can be defined as you wish,
but you have to define them in such a way to make sure that

Ev (LAU-LA).
Solution

Here is a simple M semantics. We define the logical connectives by writing
functions defining connectives in form of the truth tables.

M Semantics

L|F L T -|F 1L T

F F T T F F
N|F L T UJF 1 T =|F L T
F|F F F FIF L T F|T T T
L|F L 1 L|L T T LT L T
T|F L T T|T T T T|F F T

We verify whether the condition s3 is satisfied, i.e. whether =Lk (LAU-LA)
by simple evaluation. Let v : VAR — {F, L, T} be any truth assignment. For
any formula A, v*(4) € {F, L,T} and LFU-LF = LFU-LF = FU-FUT =
T, LILU-L1=FU-F=FUT=T, LTU-LT=TU-T=FUT=T.

We verify whether =pg (LA U —~LA) by simple evaluation. Let v : VAR —»
{F, L, T} be any truth assignment. For any formula A, v*(A) € {F, L,T} and
LFU-LF =LFU-LF=FU-FUT=T, LL1U-L1l=FU-F=FUT =
T, LTU-LT =TU-T=FUT=T.
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Exercise 4.9

Let S be the following proof system

S=(Li-Lu=y Fr {4142} {(r1), (r2)})

where the logical axioms A1, A2 and rules of inference (r1), (r2) defined for any
formulas A, B € F as follows.

Al (LAU-LA),
A2 (A= LA),

A B A

(AUB)’ "2 Las By

(r1)

1. Show, by constructing a proper formal proof that
Fs ((LbU-Lb) UL((La U —-La) = b))).

Please, write comments how each step of the proof was obtained

2. Verify whether the system S is M-sound funder the semantics M you have
developed in Exercise 4.8. You can use shorthand notation.

3. If the system S is not sound/ sound under your semantics M then re-
define the connectives in a way that such obtained new semantics N would make
S sound/not sound

Solution
Part 1. Here is the formal proof By, By, Bz, Bjy.

B;: (LaU-La), axiom Al for A=aq,

By: L((LaU-La) =b), rule (r2) for B = b applied to B,

B;s: (LbU-LAb), axiom Al for A=b,

By: ((LbU-Ld) UL((LaU—-La) = b)), rule (rl) applied to B3 and Bs.

Part 2. Observe that both logical axioms of S are M tautologies. Al is M
tautology by definition of the semantics, A2 is M tautology by direct evaluation.
Rule (r1) is sound because when A =T and B=T we get AUB=TUT =T.
Rule (r2) is not sound because when A =T and B=F (or B=1) we get
LA=B)=L(T=F)=LF=F (or L(T=1)=L 1=F).

Part 3. In order to make the rule (r2) sound while preserving the soundness
of axioms Al, A2 we have to modify only the definition of implication. Here is
the N semantics implication

3l
BN
SR
= A
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Observe that it would be hard to convince anybody to use our sound proof
system S, as it would be hard to convince anybody to adopt our N semantics.

4.4 Homework Problems

1. Given a proof system S = (Lyy =), F, LA ={Al, A2}, (r) % ),

where Al = (A= (AUB)), A2 = (A= (B = A)). Prove, by construct-
ing a formal proof in S that g (A= (A= (A= (A= A)))).

Does it prove that | (A= (A= (A= (A= A)))).

2. Given a proof system: S = (Li- =y, €=F LA={A= A),(4A=
A
(~A=B)}, (1) maasy)-
) Prove that S is sound under classical semantics.

ii) Prove that S is not sound under K semantics.

iv) Prove, by constructing a formal proof that Fg ((wA = B) = (4 =
-A = B)))

3. Given a proof system: S = (Liu—y, €& =F LA = {Al,A2}, R =

{(r)} ), where A1 = (A = (AUB)), A2 = (A = (B = A)) and
T) (A:>B)

(i
(
(iii) Write a formal proof in S with 3 applications of the rule (7).
(i
(

(
(1) Prove that S is sound under classical semantics.

(ii) Determine whether S is sound or not sound under L semantics.
(ili) Write a formal proof in S with 3 applications of the rule (r) that
starts with axiom Al.

(iv) Does it prove/ that = A for a formula A obtained in (iii).

(v) Prove, by constructing a formal proof in S that kg (A= (A= (A=
(A = A)))). Does it prove (and why) that = (A = (A = (A = (A =

4))))-

4. S is the following proof system: S j ( ﬁ{;s’uﬁ}q’ A}';B LA = {(A =

;B (AU

(AUB))} (r1), (r2) ), where (r1) i, (r2) 25522
(i) Verify whether S is sound/not sound under classical semantics. (ii)
Find a formal proof of —(A = (AUB)) in S, i. e. show that
Fs (A= (AUB)).
(iii) Does above (ii) prove that = —-(4A= (AU B))?

5. By am-valued semantics S,,, for a propositional language £ = L{- A U =}
we understand any definition of of connectives -, N, U, = as operations on
aset Ly, ={li,la,...I,,} of logical values (for m > 2).
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We assume that Iy < I < ... < [, i.e. L, is totally ordered by a
certain relation < with [y, [, being smallest and greatest elements, re-
spectively. We denote Iy = F, I, = T and call them (total) False and
Truth, respectively. For example, when m = 2, Ly = {F,T}, F < T.
Semantics Sy is called a classical semantics if the connectives are de-
fined as z Uy = maz{z,y}, Ny = min{z,y}, -T = F,-F = T,
and x =y =z Uy, for any z,y € Lo.

Let VAR be a set of propositional variables of £ and let S, be any m-
valued semantics for £. A truth assignment v : VAR — L, is called
a Sy, model for a formula A of £ if and only if v*(A) = T and logical
value v*(A) is evaluated accordingly to the semantics S,,,. We denote is
symbolically as vi=g A.

Let S = (£, F, {Al, A2, A3}, MP %) be a proof system with
logical axioms:

Al: (A= (B=A4)),

A2: (A= B=0)=(A=B)=(A=0),

A3: ((WB=-A)= ((-B= A)= B)).

(i) Prove that S is sound under Sy classical semantics.

(ii) Define your own So semantics under which S is not sound.

(iii) Define your own S4 semantics under which S is sound and other Sy
semantics under which S is not sound.

(iv) Define your own S,, semantics such that S is sound for all for 2 <
n <m.

(v) Show, by construction a formal proof, that Fg (A = A).
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Chapter 5

Hilbert Proof Systems
Completeness of Classical
Propositional Logic

The Hilbert proof systems are systems based on a language with implication
and contain a Modus Ponens rule as a rule of inference. They are usually called
Hilbert style formalizations. We will call them here Hilbert style proof systems,
or Hilbert systems, for short.

Modus Ponens is probably the oldest of all known rules of inference as it was
already known to the Stoics (3rd century B.C.). It is also considered as the
most natural to our intuitive thinking and the proof systems containing it as
the inference rule play a special role in logic. The Hilbert proof systems put
major emphasis on logical axioms, keeping the rules of inference to minimum,
often in propositional case, admitting only Modus Ponens, as the sole inference
rule.

There are many proof systems that describe classical propositional logic, i.e.
that are complete proof systems with the respect to the classical semantics.

We present here, after Elliott Mendelson’s book Introduction to Mathematical
Logic (1987), a Hilbert proof system for the classical propositional logic and
discuss two ways of proving the Completeness Theorem for it.

Any proof of the Completeness Theorem consists always of two parts. First we
have show that all formulas that have a proof are tautologies. This implication
is also called a Soundness Theorem, or soundness part of the Completeness
Theorem. The second implication says: if a formula is a tautology then it has a
proof. This alone is sometimes called a Completeness Theorem (on assumption
that the system is sound). Traditionally it is called a completeness part of the
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Completeness Theorem.

The proof of the soundness part is standard. We concentrate here on the com-
pleteness part of the Completeness Theorem and present two proofs of it.

The first proof is based on the one presented in the Mendelson’s book Introduc-
tion to Mathematical Logic (1987). Tt is is a straightforward constrictive proof
that shows how one can use the assumption that a formula A is a tautology
in order to construct its formal proof. It is hence called a proof - construction
method. It is a beautiful proof

The second proof is non-constrictive. Its strength and importance lies in a fact
that the methods it uses can be applied to the proof of completeness for classical
predicate logic. We will discuss and apply them in Chapter 9.

It proves the completeness part of the Completeness Theorem by proving the
converse implication to it. It shows how one can deduce that a formula A is
not a tautology from the fact that it does not have a proof. It is hence called a
counter-model construction proof.

Both proofs of the Completeness Theorem relay on the Deduction Theorem and
so it is the first theorem we are going to prove.

5.1 Deduction Theorem

We consider first a very simple Hilbert proof system based on a language with
implication as the only connective, with two logical axioms (axiom schemas)
which characterize the implication, and with Modus Ponens as a sole rule of
inference. We call it a Hilbert system H; and define it as follows.

Hy=(Li=y, F, Al,A2, (MP)), (5.1)
where
Al (A= (B=A)),
A2 (A= (B=0C))=((A=B)=(A=10))),
(MP) is the following rule of inference, called Modus Ponens

A; (A= B)

(up) SE=E

and A, B,C € F are any formulas of the propositional language L.

Finding formal proofs in this system requires some ingenuity. Let’s construct,
as an example, the formal proof of such a simple formula as A = A.
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The formal proof of (A= A) in H; is a sequence

By, By, B3, By, Bs (5.2)

as defined below.

=((A=(A=A4)=4)= (A= (A= 4))= (A= 4)),
axiom A2 for A=A, B=(A= A),andC=A

By = (A= (A= 4) = 4)),
axiom Al for A=A, B=(A=A)

B;=((A= (A= A)) = (A= A4))),
MP application to By and By

By =(A= (A= A)),
axiom Al for A=A, B=A

MP application to Bs and By

We have hence proved the following.

Fact 5.1

For any A € F,

and the sequence 5.2 constitutes its formal proof.

It is easy to see that the above proof wasn’t constructed automatically. The
main step in its construction was the choice of a proper form (substitution) of
logical axioms to start with, and to continue the proof with. This choice is far
from obvious for un-experienced prover and impossible for a machine, as the
number of possible substitutions is infinite.

Observe that the systems S; — Sy from the previous Chapter 4 had inference
rules such that it was possible to "reverse” their use; to use them in the reverse
manner in order to search for proofs, and we were able to do so in a blind,
fully automatic way. We were able to conduct an argument of the type: if
this formula has a proof the only way to construct it is from such and such
formulas by the means of one of the inference rules, and that formula can be
found automatically. We called proof systems with such property syntactically
decidable and defined them formally as follows.

Definition 5.1 ( Syntactic Decidability)

A proof system S = (L,E,LA,R) for which there is an effective mechanical,
procedure that finds (generates) a formal proof of any E in S, if it exists, is
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called syntactically semi- decidable. If additionally there is an effective
method of deciding that if a proof of E in S not found, it does not exist, the
system S is called syntactically decidable. Otherwise S is syntactically
undecidable.

We will argue now, that one can’t apply the above argument to the proof search
in Hilbert proof systems as they which contain Modus Ponens as an inference
rule.

A general procedure for searching for proofs in a proof system S can be stated
is as follows. Given an expression B of the system S. If it has a proof, it
must be conclusion of the inference rule. Let’s say it is a rule r. We find its
premisses, with B being the conclusion, i.e. we evaluate r—1(B). If all premisses
are axioms, the proof is found. Otherwise we repeat the procedure for any non-
axiom premiss.

Search for proof in Hilbert Systems must involve the Modus Ponens. The rule
says: given two formulas A and (A = B) we can conclude a formula B. Assume
now that we have a formula B and want to find its proof. If it is an axiom, we
have the proof: the formula itself. If it is not an axiom, it had to be obtained
by the application of the Modus Ponens rule, to certain two formulas A and
(A = B). But there is infinitely many of formulas A and (4 = B). Le. for any
B, the inverse image of B under the rule M P, M P~1(B) is countably infinit
Obviously, we have the following.

Fact 5.2

Any Hilbert proof system is not syntactically decidable, in particular, the system
H, is not syntactically decidable.

Semantic Link 1 System H; is obviously sound under classical semantics and
is sound under L, H semantics and not sound under K semantics.

We leave the proof of the following theorem (by induction with respect of the
length of the formal proof) as an easy exercise to the reader.

Theorem 5.1 (Soundness of Hp)
For any A€ F of Hy, if Fu, A, then | A.

Semantic Link 2 System H; is not complete under classical semantics. It
means that not all classical tautologies have a proof in H;. We have proved
in Chapter 3 that one needs negation and one of the other connectives U, N, =
to express all classical connectives, and hence all classical tautologies. Our
language contains only implication and one can’t express negation in terms of
implication and hence we can’t provide a proof of any tautology i.e. its logically
equivalent form in our language. It means we have proved the following.
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Fact 5.3

The proof system H; is sound, but not complete under the classical semantics.

We have constructed a formal proof (5.2) of (A = A) in H; on a base of logical
axioms, as an example of complexity of finding proofs in Hilbert systems.

In order to make the construction of formal proofs easier by the use of previously
proved formulas we use the notions of a formal proof from some hypotheses (and
logical axioms) in any proof system S = (£, £, LA, R) defined as follows in
chapter 4.

Definition 5.2 (Proof from Hypotheses)

Given a proof system S = (L, E,LA,R) and let T be any set of expressions of
S, i.e. letT CE.

A proof of an expression E € from the set ' of expressions is a sequence
E\,Es, ... E,
of expressions, such that
E, € LAUT, E,=F

and for each i, 1 < i <mn, either E; € LAUT or E; is a direct consequence of
some of the preceding expressions in the sequence Fy, Ey, ... E, by virtue of
one of the rules of inference from R.

We write
I'tg E

to denote that the expression E has a proof (is provable) from T in S and we
write ' = E, when the system S is fized.

When the set of hypothesis T is a finite set and I' = {By, Bo, ..., B, }, then we
write

Bi,Bs,...B, s E

instead of {By, Ba, ..., B,} Fs E. The case when I is an empty set i.e. when
I' = ) is a special one. By the definition of a proof of E from I', ) g E means
that in the proof of E only logical axioms LA of S were used. We hence write
as we did before

Fg E

to denote that F has a proof from the empty set I'.
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Definition 5.3 (Consequence in 5)

Given a proof system S = (L, F,LA,R) and a set T' C F. Any formula A € F
provable from I', i.e. such that

g A

1s called a consequence of I' in S. Formulas from I' are called hypotheses
or premisses of a proof of A from T in S.

The following are simple, but very important properties of the notion of conse-
quence.

Fact 5.4 (Consequence Properties)

Given a proof system S = (L, F,LA,R). For any sets 'y A C F the following
holds.

1. If TCA and I'tg A, then Atg A. monotonicity

2. T'kg A if and only if
there is a finite subset T'g of I' such that Ty Fg A. finiteness

8. IfAFg A, and, for each Be A, T'tg B, then I' g A. transitivity

Proof
The properties follow directly from the definition 5.2 and their proofs are left
to the reader as an exercise.

The monotonicity property represents the fact that if a formula A is provable
from a set T" of premisses (hypotheses), then if we add still more premisses, A
is still provable. It hence is often stated as follows,

If Tkg A, then TUA kg A, for any set A C F. (5.3)

The detailed investigation of Tarski general notion of consequence operation,
its relationship with proof systems, and hence with the consequence in S intro-
duced here is included in Chapter 4. Here is an application of the proof from
hypotheses definition 5.2 to the system Hj.

Exercise 5.1

Construct a proof in Hy of a formula (A = C) from the set of hypotheses
I'={(A= B),(B= C)}. Le. show that

(A= B),(B=0C)tu, (A=0).
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Solution
The required formal proof is a sequence

such that

Bl = (B = C),
hypothesis

B2 = (A = B),
hypothesis

B;=((B=C)= (A= (B=(0))),
axiom Al for A= (B=C), B=

By= (A= (B=0))
Bh B3 and MP

By = (A= (B=0))= (A= B) = (4= 0))),

axiom A2

Bs=((A= B)= (A= (),
Bs and B4 and MP

By and Bg and MP

Exercise 5.2

Show, by constructing a formal proof that A b, (A= A).

Solution
The required formal proof is a sequence

Bla BZ7 B3

such that
By = A,
hypothesis

By = (A= (A= A)),
axiom Al for B = A,

Bl7 B2 and MP.

(5.4)

We can further simplify the task of constructing formal proofs in H; by the use

of the following Deduction Theorem.
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In mathematical arguments, one often assumes a statement A on the assumption
(hypothesis) of some other statement B and then concludes that we have proved
the implication ”if A, then B”. This reasoning is justified by the following
theorem, called a Deduction Theorem. It was first formulated and proved for a
certain Hilbert proof system S for the classical propositional logic by Herbrand
in 1930 in a form stated below.

Theorem 5.2 (Deduction Theorem for S) (Herbrand,1930)

For any formulas A, B of the language of S,

if Ablg B, then Fs (A= B).

We are going to prove now that for our system H;j is strong enough to prove
the Herbrand Deduction Theorem for it. In fact we formulate and prove a more
general version of the Theorem 5.2.

To formulate it we introduce the following notation. We write I'; A kg B for 'U
{A}tg B, and in general we write I', Ay, Ao, ..., Ayt g B for TU{ A4, As, ..., Ay }s B.
We are now going to prove the following.

Theorem 5.3 (Deduction Theorem for H;)
For any subset T of the set of formulas F of Hy and for any formulas A, B € F,
I, Arg, B if andonlyif T tpu, (A= B).

In particular,
AFmB if and only if Fg, (A= B).

Proof
We use we use the symbol - instead of g, . for simplicity.

Part 1
We first prove the ”if” part:

If ', ArB then It (A= B).
Assume that I', A FB, i.e. that we have a formal proof
By, Bs,...,B, (5.6)

of B from the set of formulas I' U {A}. In order to prove that I' - (A = B) we
will prove the following a little bit stronger statement S.

S: T'H (A= B;) forall B; (1<i<mn) in the proof (5.6) of B.
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Hence, in particular case, when i = n, we will obtain that also

I't (A= B).

The proof of S is conducted by induction on i (1 <1 < n).

Base Step i = 1.

When ¢ = 1, it means that the formal proof (5.6) contains only one element Bj.
By the definition of the formal proof from I' U { A}, we have that By € LA, or
By el or By =A,ie.

By € {A1,A2} UT U {A}.

Here we have two cases.

Case 1. By € {A1, A2} UT.

Observe that (B; = (A = Bj)) is the axiom Al and by assumption By €
{A1, A2} UT, hence we get the required proof of (A = Bj) from T' by the
following application of the Modus Ponens rule

By ; (B1= (A= B1))

Case 2. B; = A.

When B; = A, then to prove I' - (A = B) means to prove I' - (A = A). This
holds by the monotonicity of the consequence in H; (Fact 5.4), and the fact
that we have proved (Fact 5.1) that (A = A). The above cases conclude the
proof of the Base case i = 1.

Inductive step
Assume that T' H(A = By,) for all k < ¢, we will show that using this fact we
can conclude that also T' H(A = B;).

Consider a formula B; in the sequence 5.6. By the definition, B; € {Al, A2} U
I' U {A} or B; follows by MP from certain Bj, By, such that j < m < i. We
have to consider again two cases.

Case 1. B; € {A1, A2} UT U {A4}.

The proof of (A = B;) from T in this case is obtained from the proof of the
Base Step for ¢ = 1 by replacement B; by B; and will be omitted here as a
straightforward repetition.

Case 2. B; is a conclusion of MP.
If B; is a conclusion of MP, then we must have two formulas B;, By, in the
sequence 5.6 such that j <i,m <14, j # m and
B;; B
Mp) =2 —m
(MP) 2
By the inductive assumption, the formulas Bj, B;, are such that
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I'H (A= B)) (5.7)
and

'+ (A= B,). (5.8)

Moreover, by the definition of the Modus Ponens rule, the formula B,, has to
have a form (B; = B;), i.e. By, = (Bj = B;), and the the inductive assumption
(5.8) can be re-written as follows.

' (A= (B; = By)), forj<i. (5.9)

Observe now that the formula
(A= (Bj=B)) = (A= Bj) = (A= B;)))

is a substitution of the axiom schema A2 and hence has a proof in our system.
By the monotonicity of the consequence (5.3), it also has a proof from the set
T, ie.

I'- (A= (Bj = B)))= (A= Bj)= (A= B))). (5.10)

Applying the rule MP to formulas (5.10) and (5.9,) i.e. performing the following

(A= (B; = Bi)); (A= (Bj= Bi)) = (A= Bj) = (A= By)))

e (A=B)= (A= B))

we get that also
I'-((A= B;)= (A= B))). (5.11)

Applying again the rule MP to formulas 5.7 and 5.11, i.e. performing the
following

(A= Bj); (A= Bj) = (A= B)))

we get that

I'HA= B)

what ends the proof of the Inductive Step. By the mathematical induction
principle, we hence have proved that I' H(A = B;) for all ¢ such that 1 < ¢ < n.
In particular it is true for ¢ = n, what means for B, = B and we have proved
that

I'+ (A= B).
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This ends the proof of the Part 1.

Part 2

The proof of the inverse implication
if ' (A= B) then I''AFB

is straightforward. Assume that I' F (A = B) , hence by the monotonicity of
the consequence (5.3) we have also that I'; A + (A = B). Obviously, I'; A + A.
Applying Modus Ponens to the above, we get the proof of B from {I', A} i.e.
we have proved that I', A F B. That ends the proof of the deduction theorem
for any set I' C F and any formulas A, B € F. The particular case is obtained
from the above by assuming that the set I' is empty. This ends the proof of the
Deduction Theorem for Hj.

The proof of the following useful lemma provides a good example of multiple
applications of the Deduction Theorem 5.3.

Lemma 5.1

For any A,B,C € F,

(a) (A=B),(B=C)tgy, (A= 0),

(b) A= B=0)Fy (B=A=0)).
Proof of (a).

Deduction theorem says:
(A= B),(B=C)Fpg, (A=C) ifandonlyif (A= B),(B=C),Atpy, C.

We construct a formal proof
B17 BQ; B37 B4a B5
of (A= B),(B=0C),Abty, C as follows.

By = (A = B)7
hypothesis

By = (B = C),
hypothesis

B3 = A,
hypothesis

B, =B,

Bl7 B3 and MP
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B; =C.
BQ, B4 and MP

Thus (A = B),(B = C) kg, (A= C) by Deduction Theorem.

Proof of (b).
By Deduction Theorem,

(A= (B=0))Fy, (B=(A=0)) ifandonly if (A= (B=C)),B Fpy, (A= 0C).

We construct a formal proof
Blv B27 B37 B47 B5; B(37 B7

of (A= (B=20C)),Bty, (A= C). as follows.

B =(A= (B=20)),
hypothesis

By = B,
hypothesis

Bs = ((B= (A= B)),
Alfor A=B, B=A

B4 = (A = B),
BQ, Bg and MP

Bs= (A= (B=C) = (A= B) = (A= O))),
axiomA2

Bs=((A=B)= (A= (0)),
Bl, B5 and MP

Thus (A= (B=C)) kg, (B= (A= (C)) by Deduction Theorem.

Hilbert System H,

The proof system H; is sound and strong enough to admit the Deduction Theo-
rem, but is not completeas proved in Fact 5.3. We define now a proof system Hy
that is complete with respect to classical semantics. The proof of Completeness
Theorem for Hs is to be presented in the next section.
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Hs is defined as follows.

A; (A= B)

HQZ(E{ﬂ’ =1 5, Al, A2, A3, MP 5 ),

(5.12)

where for any formulas A, B,C € F of L, _; we define
Al (A= (B=A)),

A2 (A= (B=0C))=((A=B)=(4=10))),

A3 ((-B=-A4)= ((-B= A) = B))),

Observation 5.1 Here are some simple, straightforward facts about the proof
system Ho.

1. The language of Hs is obtained from the language of Hy by adding the
connective — to it.

2. Hy is obtained from Hy by adding axiom to it the axiom Asz that characterizes
negation.

3. The use of axioms Al, A2 in the proof of Deduction Theorem 5.3 for H; is
independent of the negation connective — added to the language of Hy.

4. The proof of Deduction Theorem 5.3 for the system Hy can be repeated as it
1s for the system Hs.

Directly from the above Observation 5.1 we get the following.

Theorem 5.4 (Deduction Theorem for Hy)
For any subset T' of the set of formulas F of Ha and for any formulas A, B € F,

I, Abg, B if and only if T g, (A= B).

In particular,
Arp,B if and only if Fpg, (A= B).

Observe that for the same reason the Lemma 5.1 holds also for Hs. It is a very
i useful lemma for creating proofs in Hy so we re-state it for it here.

Lemma 5.2

For any A,B,C € F,

(a) (A=B),(B=C)tpy, (A= 0),
(b) (A= (B=0))tpy, (B=(A=0)).

199



We know that the axioms A1, A2 are tautologies and the Modus Ponens rule is
sound. We get by simple verification that = A3, hence the proof system Hj is
sound, and the following holds.

Theorem 5.5 (Soundness Theorem for Hy)

For every formula A€ F, if by, A, then |E A.

The soundness theorem proves that the system ”produces” only tautologies. We
show, in the next chapter, that our proof system Hs ”produces” not only tau-
tologies, but that all tautologies are provable in it. This is called a completeness
theorem for classical logic.

Theorem 5.6 (Completeness Theorem for Ho)

For every A € F,
Fu, A if and only if E A.

The proof of completeness theorem (for a given semantics) is always a main
point in any logic creation. There are many ways (techniques) to prove it,
depending on the proof system, and on the semantics we define for it.

We present in the next sections two proofs of the completeness theorem for
our system Hy. The proofs use very different techniques, hence the reason of
presenting both of them. Both proofs relay heavily on some of the formulas
proved in the next section 5.1.1 and stated in Lemma 5.3.

5.1.1 Formal Proofs

We present here some examples of formal proofs in Hy. There are two reasons for
presenting them. First reason is that all formulas we prove here to be provable
play a crucial role in the proof of Completeness Theorem for Hs, or are needed
to find formal proofs of those needed. The second reason is that they provide a
”training” ground for a reader to learn how to develop formal proofs. For this
second reason we write some proofs in a full detail and we leave some others for
the reader to complete in a way explained in the following example.

We write, were needed - instead of g, .

Example 5.1
We prove that

Fg, (——B = B) (5.13)
by constructing its formal proof Bi, ..., Bs, Bg as follows.
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B; = ((-B= —-B)= ((-B= —-B) = B)),
By = ((-B = —-B) = ((-B = —--B) = B)),
B3 = =B = —B),

By = ((-B = ——B) = B),

Bs = =B = (-B = ——B)),

Bs = (——B = B).

Exercise 5.3

Complete the proof By, ..., Bs, Bg of (8.3) by providing comments how each
step of the proof was obtained.

Solution
The proof of (8.3) with comments complementing it is as follows.

B; = ((-B= —--B) = ((wB= -B) = B)),
axiom A3 for A=-B, B=1B

By = ((—\B = —\B) = ((—‘B = ﬂ—\B) = B))7
B; and Lemma 5.2 b for A = (-B = ——B), B=(-B= -B), C = B.
Lemma 5.2 application is: ((—=B = ——B) (-B=-B)=DB)) v (-B=
-B) = ((-B = -—B) = B))

B3 = (=B = —B),
Fact 5.1 for A = —-B

B4 = ((ﬁB == ﬁﬁB) = B),
327 B3 and MP

Bs = (——B = (=B = —-—B)),
axiom Al for A=—-—-B, B=-B

Bs = (——B = B)

By, Bs and Lemma 5.2 a for A= -—-B,B = (-B = —--B),C = B.
Lemma 5.2 application is:

(—\—\B = (—|B = ﬂ—\B)), ((—\B = —\—\B) = B) - (—|—\B = B)

Remark 5.1

Observe that in In step Bs, Bs, Bs, Bg of the proof By, ..., By, Bg we call
previously proved results and use their results as a part of our proof. We can
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insert previously constructed formal proofs of the results we call upon into our
formal proof.

For example we adopt previously constructed proof (5.2) of (A = A) in H; to
the proof of (-B = —B) in Hs by replacing A by =B and we insert the proof
of (-B = —B) after Bs.

The ”0ld” step B3 becomes now Bz, the "old” step B4 becomes now Bg, etc.....
Such ”completed” original proof By, ..., Bs, Bgisnow By, ..., By, Big looks
now as follows.

B; = (B = ——B) = ((-B = —-B) = B)), (original By),
axiom A3 for A=-B,B=B
By = ((ﬁB = ﬁB) = ((ﬁB = ﬁﬁB) = B))7 (original Bg)
B; and Lemma 5.2 b for A = (=B = —-—-B),B=(-B = -B),C =B,
B;= ((-B = (B = -B) = -B)) = (B = (-B = -B)) = (-B =
—-B))), (new proof of Bs inserted )
axiom A2 for A=-B, B=(-B = —-B),and C =-B

B4 = (ﬁB = ((ﬁB = ﬁB) = ﬁB)),
axiom Al for A=-B, B=(-B = —-B)

Bs = ((-B= (-B = -B)) = (-B = -B))),
MP application to B4 and B3

Bs = (wB = (-B = —-B)), (end of proof inserted)
axiom Al for A=-B, B=-B

B; = (-B= -B) ("old” Bj),
MP application to Bs and By

Bs = (B = —--B)= B), ("old” By) ("old” By)
BQ, B3 and MP

By= ("old B;) (=B = (=B = —~B)), ("old” Bs) Axiom Al for
A = ‘|‘|B’ B = ﬁB

BlO = (—|—|B = B) (”Old Bﬁ)
Bg, By and Lemma 5.2 a for A= --B,B = (-B= —--B),C =B

We repeat our procedure by replacing the step By by its formal proof as defined
in the proof of the Lemma 5.1 b, and continue the process for all other steps
which involved application of Lemma 5.2 until we get a full formal proof from
the axioms of Hs only.

Usually we don’t need to do it, but it is important to remember that it always
can be done, if we wished to take time and space to do so.
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Example 5.2

We prove that
Fu, (B= ——B) (5.14)

by constructing its formal proof Bi, ..., Bs as follows.

B; = (=B = -B)= ((—-B = B)= —--B)),

By =

(
(

By = ((-—=B = B) = —=D),
By = (
(

Bs =

Exercise 5.4

Complete the proof Bi, ..., Bs of (8.17) by providing comments how each
step of the proof was obtained.

Solution
The proof of (8.17) with comments complementing it is as follows.

B = ((—ﬁ—\B = —\B) = ((—\—MB = B) = —|—\B))7
axiom A3 for A= B, B=--B

32 = (—|—\—\B = —\B)’
Example 5.10 for B = -B

Bs = ((~=~B = B) = -B),
Bl,Bg and MP, i.e.

(=+==B = =B); ((~——B = —~B) = ((-———B = B) = ——B))
((—|—\—\B = B) = —\—|B)

By = (B= (——B = B)),
axiom Al for A= B,B=-—-—-B

B; = (B = —-—DB),
Bs, B4 and Lemma 5.2a for A= B,B = (———=B = B),C' = -—B, i.e.

(B = (ﬁﬁﬁB = B))7 ((ﬁﬁﬁB = B) = ﬁﬁB)'—Hz(B = ﬁﬁB)

Example 5.3
We prove that

Fu, (A= (A= B)) (5.15)
by constructing its formal proof Bi, ..., Bis as follows.
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By = —A,
By = A,

= (~B = A)),
—A= (-B = -A)),

(A
= (

B; = (-B = A),
= (-B = -A),
= ((-B=~4)= ((-B= 4) = B)),
(-B = A) = B),

By = B,

By = —A, Al B,

By, = ~AF (A= B),

By = (A= (A= B)).

Example 5.4
We prove that

Fru, (FB=-A)= (A= B)) (5.16)
by constructing its formal proof By, ..., By as follows. Here are consecutive

steps

-B = —A),
(-B=-A)= ((-B= A) = B)),
= (=B = 4)),

A= B),

= (
= (
= (4
("B= A)=B),
= (
= (-B=-A)+ (A= B),
= (

(-B=-A)= (A= DB)).

Example 5.5
We prove that

Fu, (A= B)= (=B = —A)) (5.17)
by constructing its formal proof By, ..., Bg as follows. Here are consecutive

steps
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A= B),
-—A = A),
-—A= B),

B = —-—B),

(
(
(
(
Bs = (A= —--B),
(5=A = —=B) = (=B = —4)),
(=B = —-A),
(A= B)F (-B = —4),
(

(A= B) = (-B = -4)).

Exercise 5.5

Complete the proof Bi, ..., Bg of (5.17) by providing comments how each
step of the proof was obtained.

Solution
The proof of (5.17) with comments complementing it is as follows.

Bl = (A = B),
hypothesis

By = (A= A),
Example 5.10 for B = A

B3 = (m—A = B),
Lemma 5.2 a for A=—--A, B=A, C=B

B4 = (B = ﬁﬁB),
Example 5.11

Bs = (——A = ——B),
Lemma 5.2 a for A=--A, B=B, C =--B

Bs = ((—A = ——B) = (=B = —A4)),
Example 5.4 for B=-A, A=-B

B; = (=B = —A),
B5, BG and MP

Bg = (A:>B) F (ﬁB:ﬁA)’
B, — B,
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By = (A= B) = (-B = —A)).
Deduction Theorem 5.31

Example 5.6
We prove that

Fu, (A= B)= ((wA= B) = B)) (5.18)
by constructing its formal proof By, ..., Bis as follows. Here are consecutive
steps.
Bl = (A = B),

By = (_\A = B),

(A= B) = (-B = -4)),
= (-B = -4),
= ((mA= B) = (=B = —-4)),
= (-B=4),
= (B = ~4)= (B = ~4) = B))),
Bs = ((wB = —-A) = B),
By = B,

Byy= (A= B),(mA= B)F B,
By1= (A= B)F ((wA= B) = B),
Bz = (A= B)= (A= B) = B)).

Exercise 5.6

Complete the proof By, ..., Bia of (5.18) by providing comments how each
step of the proof was obtained.

Solution
The proof of (5.18) with comments complementing it is as follows.

B1 = (A = B),
hypothesis

By = (_\A = B)7
hypothesis

Bs = (A= B) = (-B = -4)),
Example 5.5
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By = (—\B = —‘A),
Bl, Bg and MP

Bs = (mA= B) = (-B = —4))
Example 5.5 for A=—-A, B=B

B6 = (—|B = —\—|A)7
BQ, B5 and MP

B; = ((mB = ——A) = ((-B = —-A) = B))),
axiom A3 for B=B, A=-4

Bg = ((ﬁB = ﬁA) = B)7
B6, B7 and MP

By = B,
B4, Bg and MP

BlO = (A = B), ("A = B)|_H2 B,
B1 — By

By = (A= B)F (WA= B) = B),
Deduction Theorem 5.31

Bz = ((A= B) = ((nA = B) = B)). Deduction Theorem 5.31

Example 5.7

We prove that
Fru, (A= A) = A) (5.19)

by constructing its formal proof By, B, B3 as follows. Here are consecutive
steps.

By = (A= -A)= (4= 4) = 4))),
By = (ﬁA = ﬁA),
Bs = (WA= A) = A)).

Exercise 5.7

Complete the proof By, Ba, Bs of (5.19) by providing comments how each
step of the proof was obtained.

Solution
The proof of (5.19) with comments complementing it is as follows.

By = (A= -4)= (FA= A) = A))),
axiom A3 for B= A

207



By = ("A = _|A),
Lemma 5.2 for A = —-A

Bs = ((mA= A) = A)).
.Bl7 BQ and MP

The above Examples 5.10 - 5.7 and the Fact 5.1 provide a proof of the following
lemma.

Lemma 5.3

For any formulas A, B, CinF of the system Hy the following holds.

1. Fp, (A= A);

2. kg, (4B = B);

3. Fup, (B= ——B);

4. Fp, ("A= (A= B));

5. bg, ("B=-4)= (A= B));

6. Fu, (A= B)= (—-B = -4));

7. Fu, (A= (-B = (~(A= B)));

8. tm, (A= B)= ((wA= B)= B));
9. Fu, (FA=A) = A.

The set of provable formulas from the above Lemma 5.3 includes a set of provable
formulas needed, with Hy axioms to execute two proofs of the Completeness
Theorem 5.6 for Hy. These two proofs represent two very different methods of
proving Completeness Theorem.

5.2 Completeness Theorem: Proof One

The Proof One of the Completeness Theorem 5.6 for H,. presented here is
similar in its structure to the proof of the Deduction Theorem 5.3 and is due
to Kalmar, 1935. It is, as Deduction Theorem was, a constructive proof. It
means it defines a method how one can use the assumption that a formula A is
a tautology in order to construct its formal proof. We hence call it a proof
construction method. It relies heavily on the Deduction Theorem.

Proof One, the first proof of the Completeness Theorem 5.6 presented here is
very elegant and simple, but is applicable only to the classical propositional
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logic. Methods it uses are specific to a propositional language L;- — and
the proof system Hs. Nevertheless, it can be adopted and extended to other
classical propositional languages L¢- | =}, L£i- n, u=}s £{-, n, u=,o}, and
proof systems based on them. We do so by adding appropriate new logical
axioms to the logical axioms of Hs (section 5.2.1). Such obtained proof systems
are called extentions of the system Hs. It means that one can think about the
system Ho, i.e. an axiomatization given by set {A1l, A2, A3} of logical axioms
of Hy, and its language Ly _, as in a sense, a "minimal one” for classical
propositional logic and its languages that contain implication.

Proof One, i.e. the methods of carrying it, can’t be extended to the classical
predicate logic, not to mention variety of non-classical logics. Hence we present,
in the next section5.3 another, more general proof, called Proof Two, that can.

We have already proved the Soundness Theorem 5.5 for Hs, so in order to prove
the Completeness Theorem 5.6 we need to prove only the completeness part of
the completeness theorem, i.e. the following implication.

For any formula A of Hs,

if A, then FgA. (5.20)

In order to prove (5.20), i.e. to prove that any tautology has a formal proof in
H,, we need first to present one definition and prove one lemma stated below.
We write - A instead of g, A, as the system Hj is fixed.

Definition 5.4

Let A be a formula and by, bs, ..., b, be all propositional variables that occur in A.
Let v be variable assignment v : VAR — {T, F}. We define, for A, by, ba, ..., b,
and v a corresponding formulas A’, By, Ba, ..., B,, as follows:

wo A Wv(A)=T
Tl A (A =F

b dfu(b) =T
Bi o { ﬁbi ’Lf U(bz) =F

fori=1,2,...,n.

Example 5.8
Let A be a formula
(a = —b) (5.21)
and let v be such that
v(a) =T, v(b)=F. (5.22)



In this case by = a, by = b, and v*(A) = v*(a = —b) = v(a) = —w(b)=
T = —F = T. The corresponding A’',B1,Bs are: A’ = A (as v*(A) = T),
Bi=a (asv(a)=T), By=-b (asv(b)=F).

Here is a simple exercise.

Exercise 5.8

Let A be a formula ((—a = —b) = ¢) and let v be such that v(a) =T, v(b) =
F,v(c) =F.

Evaluate A’, B1,...B,, as defined by the definition 5.4.

Solution

In this case n = 3 and by = a, by = b,b3 = ¢, and v*(4) = v*((—a = —-b) = ¢)
=((-wv(a) = —w()) = v(c)) = (T = -F) = F) = (T = F) = F. The

corresponding A’, By, By, By are: A’ = = A = =((-a = —b) = ¢) (as v*(A) =
F),Bi=a (asv(a)=T), By =-b (asv(b) =F). B3 =-c (asv(c)=F).

The lemma stated below describes a method of transforming a semantic notion
of a tautology into a syntactic notion of provability. It defines, for any formula
A and a variable assignment v a corresponding deducibility relation F.

Lemma 5.4 (Main Lemma)

For any formula A and a variable assignment v, if A/, By, Bs, ..., B, are
corresponding formulas defined by 5.4, then

By, Bs,...B, - A’ (5.23)
Example 5.9 Let A, v be as defined by (5.21) and (5.22), respectively.
1. The Lemma 5.4 asserts that a,—b F (a = —b).

Let A, v be as defined in Fxercise 5.8.

2. The Lemma 5.4 asserts that a,—b,—c¢ F —=((-a = —b) = ¢).

Proof of the Main Lemma

The Main Lemma 5.4 states: for any formula A and a variable assignment v, if
A, By, By, ..., By, are corresponding formulas defined by Definition 5.4, then

Bi,Bo,...,B, F A

Proof We carry the proof by mathematical induction on the degree of A i.e. a
number n of logical connectives in A.
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Case: n =0

In the case that n = 0 A is atomic and so consists of a single propositional
variable, say a. We have to cases to consider, v*(A) = T or v*(4) = F.
Clearly, if v*(A) =T then we A’ = A = a, B; = a, and a | a holds by the
Deduction Theorem and 11.15. I.e. F (¢ = a) holds by ?7). Applying
the the Deduction Theorem we get a - a.

If v*(A) = F then we A’ = -4 = —a, By = —a, and - (-a = -—a) holds
by Lemma 5.3. Applying the the Deduction Theorem we get —a - —a. So
the lemma holds for the case n = 0.

Now assume that the lemma holds for any A with j < n logical connectives
(any A of the degree j < n). The goal is to prove that it holds for A with the
degree n.

There are several sub-cases to deal with.

Case: A is -4,

If A is of the form —A; then A; has less then n connectives and by the
inductive assumption we have the formulas All, B: , Bsy, ..., B, corre-
sponding to the A; and the propositional variables by, bo, ..., b, in Ay, as
defined by the definition 5.4, such that

Bi,B,,....B, - A. (5.24)

Observe, that the formulas A and —A; have the same propositional vari-
ables, so the corresponding formulas By , Bs, ..., B, are the same for
both of them. We are going to show that the inductive assumption (5.24)
allows us to prove that the lemma holds for A, ie. that

By,Bs,...B, - A

There two cases to consider.

Case: v*(A;) =T
If v*(A;) = T then by definition 5.4 A} = A; and by the inductive
assumption (5.24)

Bi,Bo,...,B, F A,. (5.25)

In this case v*(A) = v*(=A;) = —0*(T) = F and so A’ = =4 =
——A;. We have by Lemma 5.3, - (A; = ——A4;), By the monotonic-
ity, By, Ba, ..., B, F (A1 = ——A;). By inductive assumption (5.25)
and Modus Ponens we have that also By, B, ..., B, F ——Aj, that is
Bi,Bs,....B, + —A, that is By, Bs, ..., B, F A’.

Case: v*(A;)=F
If v*(Ay) = F then A} = =A; and v*(A4) = T so A" = A. There-
fore the inductive assumption (5.24) By, Ba,..., B, F —Aj, that is
Bi1,Bs,...B, + A'.
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Case: Ais (A1 = Ay)
If A is of the form (A; = As) then A; and Ay have less than n connectives.

A = A(by,...b,) so there are some subsequences ¢y, ...,¢, and dy, ...dp,,
for k,m < n, of the sequence by, ...,b, such that Ay = A;(cy,...,cx) and
As = A(dy,...dy). A and As have less than n connectives and so by
the inductive assumption we have appropriate formulas Cfi,...,Cy and
Di,...D,, such that Cy,Cs,...,Cy + Ay and Dy,Ds,..., D, F A, .
The formulas C1,Cy,...,Cy and D1, Do, ..., D, are subsequences of for-
mulas By, Bs, ..., B,, corresponding to the propositional variables in A.
Hence by monotonicity we have also that have By, Bs, ..., B, A1, and
Bi1,Bs,....B, F A2/7 where By, B3, ..., B, are formulas corresponding to
the propositional variables in A.

Now we have the following sub-cases to consider.

Case: v*(A;) =v*(A2) =T
If v*(A;) = T then Al/ is A; and if v*(Ag) = T then Ag/ is Ay. We
also have v*(A; = A3) =T and so A is (41 = A3). By the above
and the inductive assumption, therefore, By, Bo, ..., B, F As and by
Lemma 5.3, i.e. = (A2 = (A1 = Aj3)). By monotonicity and Modus
Ponens, that By, Bs, ..., B, F (A1 = As), thatis By, Ba,...,B, F A

Case: v*(A;) =T,v*(A2) = F
If v*(A;) = T then All is A4; and if v*(43) = F then Agl is
—As. Also we have in this case v*(A; = A) = F and so A is
—(A; = Az). By the above and the inductive assumption, there-
fore, Bl,BQ,...,Bn H _‘AQ. By Lemma 53, F (A1 = (_‘A2 =
—(A; = A3))). By monotonicity and Modus Ponens twice, we have
that Bl,BQ, ,Bn - _‘(Al = AQ), that is Bl,BQ, ,Bn FA.

Case: v*(A;)=F
If v*(A;) = F then All is mA; and, whatever value v gives As,
we have v*(A; = Ag) = T and so A is (41 = Aj). Therefore,
Bl,BQ,...7Bn - _|A1 and by Lemma 53, = (_‘Al = (A1 = AQ))
By monotonicity and Modus Ponens we get that B, Bs,...,B,
(A; = Ay), that is By, By, ..., B, - A'.

With that we have covered all cases and, by induction on n, the proof of the
lemma, is complete.

Proof of the Completeness Theorem

Now we use the Main Lemma 5.4 to prove the completeness part of the Com-
pleteness Theorem 5.6, i.e. to prove the implication (5.20):

For any formula A € F, if = A ,then F A.
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Proof Assume that = A. Let by,bo, ..., b, be all propositional variables that
occur in A, i.e. A= A(by,ba,...,by,).

Let v: VAR — {T, F'} be any variable assignment, and

va: {b1,ba,...;0,} —{T,F} (5.26)
its restriction to the formula A, i.e. v4 = v|{b1,ba,....,b,}. Let
Va={va: va:{b1,ba,...;00} —{T,F}} (5.27)

By the Main Lemma 5.4 and the assumption that = A any v € V4 defines
formulas By , Bo, ..., B, such that

By, Bs,....B, - A. (5.28)

The proof is based on a method of using all v € V4 to define a process of
elimination of all hypothesis By, Ba, ..., B, in (5.28) to finally construct the
proof of A in Hs i.e. to prove that - A.

Step 1: elimination of B,,.
Observe that by definition 5.4, each B; is b; or —b; depending on the
choice of v € V4. In particular B, = b, or B, = —b,. We choose two
truth assignments vy # vy € V4 such that
Ul‘{b17...,bn,1} :Ug‘{b17...7bn,1} (529)
and v1(b,) =T and vy (b,) = F.

Case 1: wv(b,) = T, by definition 5.4 B, = b,. By the property (5.29),
assumption that = A, and the Main Lemma 5.4 applied to v;

By,By,..,Bp_1,b, F A.
By Deduction Theorem 5.3 we have that
Bi1,Bs,...,B, 1 F (bn = A) (530)

Case 2: wvq(b,) = F hence by definition 5.4 B,, = —b,. By the property (5.29),
assumption that = A, and the Main Lemma 5.4 applied to vo

Bi1,Bs,..By_1,7b, F A.
By the Deduction Theorem 5.3 we have that
Bi1,Bs,....B, 1 F (_‘bn = A) (531)
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By Lemma 5.3 of the formula - ((A = B) = ((mA = B) = B)). Hence for for
A=1b,, B=A we have that

F((bn, = A) = ((-b, = A) = A)).
By monotonicity we have that

Bi1,Bs,..;Bp_1 F ((by = A) = (b, = A) = A)). (5.32)

Applying Modus Ponens twice to the above property (5.32) and properties
(5.30), (5.31) we get that

Bi,Bo,...Bp_1 F A (5.33)

We have eliminated B,,.

Step 2: elimination of B, _; from (5.33). We repeat the Step 1.
As before we have 2 cases to consider: B,_1 = b,_1 or B,,_1 = —b,_1.
We choose two truth assignments w; # wy € V4 such that

wi|{b1, ..., bn—2} = wal{b1, ..., bp—2} = vi|{b1, ..., bp_2} = va|{b1, ..., bp—2}
(5.34)
and wy(by—1) =T and wa(b,—1) = F.

As before we apply Main Lemma, Deduction Theorem, monotonicity,
proper substitutions of the formula ((A = B) = ((-4A = B) = B)),
and Modus Ponens twice and eliminate B,,_; just as we eliminated B,,.

After n steps, we finally obtain that

F A

This ends the proof of Completeness Theorem.

Observe that our proof of the fact that - A is a constructive one. Moreover, we
have used in it only Main Lemma 5.4 and Deduction Theorem 5.3, and both of
them have fully constructive proofs. So we can always reconstruct all steps in
proofs which use the Main Lemma 5.4and Deduction Theorem 5.3 back to the
original axioms of Hs. The same applies to the proofs that use the formulas
proved in Hy that are stated in Lemma 5.3.

It means that for any A € F, such that = A, the set V4 of all v restricted to
A provides us a method of a construction of the formal proof of A in Hs from
its axioms A1, A2, A3 only. .
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5.2.1 Examples

Example 5.10

As an example of how the Proof One of the Completeness Theorem works, we
consider a following tautology

E(a= (-a=0))
and show how to construct its proof, i.e. to show that
F(a= (—a=0b)).

We apply the Main Lemma 5.4 to all possible variable assignments v € V4. We
have 4 variable assignments to consider.

Case 1: v(a)=T,v(b)=T.
In this case B; = a, By = b and, as in all cases, A = A and by the Main
Lemma 5.4
a,b F (a= (—a=b)).

Case 2: v(a) =T,v(b) =F.
In this case By = a, B, = —b and by the Main Lemma 5.4

a,mb F (a= (-a=0D)).

Case 3: v(a) = F,v(b) =T.
In this case By = —a, Bo = b and by the Main Lemma 5.4

—a,b F (a= (—a=0)).

Case 4: v(a) = F,v(b) = F.
In this case B; = —a, By = —b and by the lemma 5.4

—a,—b F (a= (-a=0)).

Applying the Deduction Theorem 5.3 to the cases above we have that
D1 (Cases 1 and 2)
a b (b= (a= (-a=0)))),

a b (=b= (a= (-a=0))),

D2 (Cases 2 and 3)
-a F (b= (a= (—a=0))),

-a F (mb= (a= (-a=0))).
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By the monotonicity and the proper substitution of formula
(A= B)= ((nA= B) = B))
the provable by Lemma 5.3, we have that
a bk (b=(a=(-a=0b))=((-b=(a=(-a=1D))) = (a= (ma=0D))),

—a F (b= (a= (ma=0b))) = ((-b= (a= (ma=10b))) = (a = (-a=0D))).

Applying Modus Ponens twice to D1, D2 and these above, respectively, gives
us
a b (a=(-a=0)) and

-a b (a= (-a=0b)).
Applying the Deduction Theorem 5.3 to the above we obtain

D3 F (a=(a= (—a=b))),
'_

D4 (ma = (a= (—a=0))).

We form now an appropriate form of the formula
(A= B) = ((mA= B) = B)), (5.35)
provable by the Lemma 5.3. The appropriate form is
= ((ra= (a= (ma=0D))) = (a= (ma =0)))). (5.36)

We apply Modus Ponens twice to D3 and D4 and (5.58) and get finally the
proof of (a = (—a = b)), i.e. we have proved that

F (a= (-a=0)).

Example 5.11

The Proof One of Completeness Theorem defines a method of efficiently com-
bining v € V4 as defined in (5.27), while constructing the proof of A. Let’s
consider the following tautology A = A(a, b, c)

((ma = b) = (=(—a =b) = c).

We present bellow all steps of Proof One as applied to A.

By the Main Lemma 5.4 and the assumption that = A(a,b,c) any v € Vy
defines formulas B, , By, B, such that

B,, By, B. F A. (5.37)
The proof is based on a method of using all v € V4 (there is 16 of them) to

define a process of elimination of all hypothesis B,, By, B, in (5.37) to construct
the proof of A in Hj i.e. to prove that - A.
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Step 1: elimination of B..

Observe that by definition 5.4, B, is ¢ or —¢ depending on the choice of
v € V4. We choose two truth assignments vy # vy € V4 such that

vil{a,b} = vsl{a, b} (5.38)
and v1(c) =T and va(c) = F.

Case 1: v1(c) =T, by definition 5.4 B. = ¢. By the property (5.38), assump-
tion that = A, and the Main Lemma 5.4 applied to vy

Ba,Bb, c F A

By Deduction Theorem 5.3 we have that

B.,,B, F (c=A). (5.39)
Case 2: v(c) = F hence by definition 5.4 B. = —¢. By the property (5.38),
assumption that = A, and the Main Lemma 5.4 applied to vy
Ba,Bb7 -c + A

By the Deduction Theorem 5.3 we have that
B,,By, F (me= A). (5.40)

By Lemma 5.3, i.e. provability of the formula (5.35) for A = ¢, B = A we have
that
Fle=A)= ((-ne= A) = A)).

By monotonicity we have that

B.,,By F ((c=A) = ((-mc= A) = A)). (5.41)

Applying Modus Ponens twice to the above property (5.41) and properties
(5.39), (5.40) we get that
B,,B, - A. (5.42)

and hence we have eliminated B..

Step 2: elimination of By from (5.42). We repeat the Step 1.
As before we have 2 cases to consider: By = b or B, = —b. We choose
from V4 two truth assignments wy # we € V4 such that

wil{a} = wal{a} = v1l{a} = vz|{a} (5.43)
and wy(b) =T and wq(b) = F.
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Case 1: w(b) =T, by definition 5.4 B, = b. By the property (5.43), assump-
tion that = A, and the Main Lemma 5.4 applied to w

Ba,b F A.

By Deduction Theorem 5.3 we have that

B, + (b= A). (5.44)

Case 2: wsy(c) = F hence by definition 5.4 B, = —b. By the property (5.3),
assumption that = A, and the Main Lemma 5.4 applied to ws

B,,—b F A.

By the Deduction Theorem 5.3 we have that
B, F (=b=A). (5.45)

By Lemma 5.3, i.e. provability of the formula (5.35) for A = b, B = A we have
that
F{(b=A)= ((-b=A) = A)).

By monotonicity we have that

B, F (b=A4)=((-b=A) = A)). (5.46)

Applying Modus Ponens twice to the above property (5.46) and properties
(5.44), (5.45) we get that
B, F A (5.47)

and hence we have eliminated Bjy.

Step 3: elimination of B, from (5.47). We repeat the Step 2.
As before we have 2 cases to consider: B, = a or B, = —a. We choose
from V4 two truth assignments g3 # go € V4 such that

g1(a) =T and go(a) = F. (5.48)

Case 1: gi(a) =T, by definition 5.4 B, = a. By the property (5.48), assump-
tion that = A, and the Main Lemma 5.4 applied to ¢;

a F A
By Deduction Theorem 5.3 we have that
Eo(a=A). (5.49)
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Case 2: g¢o(a) = F hence by definition 5.4 B, = —a. By the property (5.48),
assumption that = A, and the Main Lemma 5.4 applied to go

-a F A.

By the Deduction Theorem 5.3 we have that
F (ma= A). (5.50)

By Lemma 5.3, i.e. provability of the formula (5.35) for A = a, B = A we have
that
F((a=A)= ((-a= A) = A)). (5.51)

Applying Modus Ponens twice to the above property (5.51) and properties
(5.49), (5.50) we get that
F A (5.52)

and hence we have eliminated B,, B, and B. and constructed the proof of A.

5.3 Completeness Theorem: Proof Two

The Proof Two is much more complicated then the Proof One. Its strength and
importance lies in a fact that the methods it uses can be applied in an extended
version to the proof of completeness for classical predicate logic and even many
of non-classical propositional and predicate logics. The main point of the proof
is a presentation of a general, non- constructive method for proving existence of
a counter-model for any non-provable A. The generality of the method makes
it possible to adopt it for other cases of predicate and some non-classical logics.
We call it a a counter-model existence method.

We prove now the completeness part of the Completeness Theorem 5.6 for Ho
by proving that the opposite implication:
if / A then £ A (5.53)
to the implication (5.20):
if A then FA
holds hat for all A € F.

We will show now how one can define of a counter-model for A from the fact
that A is not provable. This means that we deduce that a formula A is not
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a tautology from the fact that it does not have a proof. We hence call it a «a
counter-model existence method.

The definition of the counter-model for any non-provable A is much more general
(and less constructive) then in the case of the Proof One in section 5.2. It can
be generalized to the case of predicate logic, and many of non-classical logics;
propositional and predicate. It is hence a much more general method then the
first one and this is the reason we present it here.

We remind that = A means that there is a truth assignment v : VAR —
{T, F'}, such that v*(A) # T, i.e. in classical semantics, such that that v*(A) =
F. Such v is called a counter-model for A, hence the proof provides a counter-
model construction method.

Since we assume in (8.16) that A does not have a proof in Hy (// A) the method
uses this information in order to show that A is not a tautology, i.e. to define v
such that v*(A4) = F. We also have to prove that all steps in that method are
correct. This is done in the following steps.

Step 1: Definition of A*
We use the information I/ A to define a special set A* C F, such that
-A e A*.

Step 2: Counter - model definition
We define the truth assignment v : VAR — {T, F'} as follows:

(@) = T if A* - a
V=Y F if A* F —a.

Step 3: Prove that v is a counter-model

We first prove a more general property, namely we prove that the set A*
and v defined in the steps 1 and 2, respectively, are such that for every
formula B € F,

s | T if A* - B
Y (B)_{ F if A* F -B.
Then we use the Step 1 (definition of A*) to prove that v*(4) = F.

The definition and the properties of the set A*, and hence the Step 1, are the
most essential for the proof. The other steps have mainly technical character.
The main notions involved in the Step 1 (definition of A*) are: consistent set,
complete set and a consistent complete extension of a set. We are going now to
introduce them and to prove some essential facts about them.

Consistent and Inconsistent Sets
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There exist two definitions of consistency; semantical and syntactical. The
semantical one uses definition the notion of a model and says, in plain English:

a set of formulas is consistent if it has a model.
The syntactical one uses the notion of provability and says:
a set of formulas is consistent if one can’t prove a contradiction from it.

In our Proof Two of the Completeness Theorem we use assumption that a given
formula A does not have a proof to deduce that A is not a tautology. We hence
use the following syntactical definition of consistency.

Consistent set

We say that a set A C F of formulas is consistent if and only if there
is no a formula A € F such that

AF A and A F —A. (5.54)

Inconsistent set

A set A C F is inconsistent if and only if there is a formula A € F such
that A + A and A + —A.

The notion of consistency, as defined above, is characterized by the following
lemma.

Lemma 5.5 (Consistency Condition)

For every set A C F of formulas, the following conditions are equivalent:

(i) A is consistent,

(ii) there is a formula A € F such that A I/ A.

Proof The implications: (i) implies (ii) and vice-versa are proved by showing
the corresponding opposite implications. I.e. to establish the equivalence of (i)
and (ii), we first show that not (ii) implies not (i), and then that not (i)
implies not (ii).

Case 1

Assume that not (ii). It means that for all formulas A € F we have that
A F A. In particular it is true for a certain A = B and A = —-B and
hence proves that A is inconsistent, i.e. not (i) holds.
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Case 2

Assume that not (i), i.e that A is inconsistent. Then there is a formula
A such that A + A and A F -A. Let B be any formula. Since
(wA = (A = B)) is provable in Hy by Lemma 5.3, hence by applying
Modus Ponens twice and by detaching from it = A first, and A next, we
obtain a formal proof of B from the set A, so that A + B for any formula
B. Thus not (ii).

The inconsistent sets are hence characterized by the following fact.

Lemma 5.6 (Inconsistency Condition)

For every set A C F of formulas, the following conditions are equivalent:

(i) A is inconsistent,

(ii) for all formulas A€ F, A F A.

We remind here the property of the finiteness of the consequence operation.

Lemma 5.7

For every set A of formulas and for every formula A € F, A + A if and only
if there is a finite subset Ag C A such that Ay F A.

Proof

If Ag F A for a certain Ay C A, then by the monotonicity of the consequence,
also A F A. Assume now that A + A and let Ay, As,..., A, be a formal
proof of A from A. Let Ag = {41, Ay, ..., A} N A. Obviously, Ay is finite and
Ay, As, ..., A, is a formal proof of A from Ag.

The following theorem is a simply corollary of the above Lemma 5.7.

Theorem 5.7 (Finite Inconsistency)

If a set A is inconsistent, then there is a finite subset Ag C A which is inconsis-
tent. It follows therefore from that if every finite subset of a set A is consistent,
then the set A is also consistent.

Proof

If A is inconsistent, then for some formula A, A - A and A + —A. By above
Lemma 5.7, there are finite subsets A; and As of A such that Ay + A and
Ay F —A. By monotonicity, the union A; U Ay is a finite subset of A, such
that AfUAs; F Aand A UAs B —A. Hence Ay U As is a finite inconsistent
subset of A. The second implication is the opposite to the one just proved and
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hence also holds.

The following lemma links the notion of non-provability and consistency. It will
be used as an important step in our proof of the Completeness Theorem.

Lemma 5.8

For any formula A € F, if t/ A, then the set {—A} is consistent.

Proof

If {—A} is inconsistent, then by the Inconsistency Condition 5.6 we have {-A}
A. This and the Deduction Theorem 5.3 imply - (—=A = A). Applying the
Modus Ponens rule to - (-4 = A) a formula ((m4 = A) = A), provable by
LemmaH2lemma, we get that = A, contrary to the assumption of the lemma.

Complete and Incomplete Sets

Another important notion, is that of a complete set of formulas. Complete sets,
as defined here are sometimes called maximal, but we use the first name for
them. They are defined as follows.

Complete set

A set A of formulas is called complete if for every formula A € F,

AF A or A —A (5.55)

The complete sets are characterized by the following fact.

Lemma 5.9 (Complete set condition)

For every set A C F of formulas, the following conditions are equivalent:

(i) A is complete,

(ii) for every formula A € F, if A t/ A, then the set AU{A} is inconsistent.

Proof
We consider two cases. We show that (i) implies (ii) and vice-versa, that (ii)
also implies (i).

Case 1

Assume that (i) and that for every formula A € F, A I/ A, we have to
show that in this case A U{A} is inconsistent. But if A I/ A, then from
the definition of complete set and assumption that A is complete set, we
get that A F —A. By the monotonicity of the consequence we have that
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AU{A} F —A as well. Since, by formula 11.15 we have - (A = A), by
monotonicity A F (A = A) and by Deduction Theorem A U {A} + A.
This proves that A U {A} is inconsistent. Hence (ii) holds.

Case 2

Assume that (ii). Let A be any formula. We want to show that the
condition: A F Aor A F -A is satisfied. If A F —A, then the
condition is obviously satisfied.

If, on other hand, A I/ —A, then we are going to show now that it must
be , under the assumption of (ii), that A + A, i.e. that (i) holds.

Assume that A I/ —A, then by (ii), the set A U {—A} is inconsistent.
It means, by the Consistency Condition 5.5, that A U {-=A} F A.
By the Deduction Theorem 5.3, this implies that A F (=4 = A).
Since ((—wA = A) = A) is provable in Hy (Lemma 5.3), by monotonicity
A F ((wA= A) = A). Detaching (-A = A), we obtain that A + A,
what ends the proof that (i) holds.

Incomplete set

A set A of formulas is called incomplete if it is not complete, i.e. if there
exists a formula A € F such that

A A and A -A. (5.56)

We get as a direct consequence of the lemma 5.9 the following characterization
of incomplete sets.

Lemma 5.10 (Incomplete Set Condition)

For every set A C F of formulas, the following conditions are equivalent:
(i) A is incomplete,
(ii) there is formula A € F such that A t/ A and the set AU{A} is consistent.

Main Lemma: Complete Consistent Extension

Now we are going to prove a lemma that is essential to the construction of
the special set A* mentioned in the Step 1 of the proof of the Completeness
Theorem, and hence to the proof of the theorem itself. Let’s first introduce one
more notion.

Extensions
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A set A* of formulas is called an extension of a set A of formulas if the
following condition holds.

{AcF: AF AYC{AeF: A" F A} (5.57)

In this case we say also that A extends to the set of formulas A*.

The Main Lemma states as follows.

Lemma 5.11 ( Complete Consistent Extension)

Every consistent set A of formulas can be extended to a complete consistent set
A* of formulas.

Proof

Assume that the lemma does not hold, i.e. that there is a consistent set A,
such that all its consistent extensions are not complete. In particular, as A is
an consistent extension of itself, we have that A is not complete.

The proof consists of a construction of a particular set A* and proving that it
forms a complete consistent extension of A, contrary to the assumption that all
its consistent extensions are not complete.

Construction of A*.

As we know, the set F of all formulas is enumerable. They can hence be put in
an infinite sequence

A1, Aoy Ay e (5.58)
such that every formula of F occurs in that sequence exactly once.

We define now, as the first step in the construction of A*, an infinite sequence
{A,, }nen of consistent subsets of formulas together with a sequence {B},en of
formulas as follows.

Initial Step

In this step we define the sets A1, As and the formula B;. We prove that
A; and A, are consistent, incomplete extensions of A.

We take, as the first set, the set A, i.e. we define

A=A (5.59)

Since, by assumption, the set A, and hence also A; is not complete, it
follows from the Incomplete Set Condition Lemma 5.10, that there is a
formula B € F such that Ay I/ B, then and the set AjU{B} is consistent.
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Let
B,

be the first formula with this property in the sequence (5.58) of all formu-
las; we then define

Ay = A U{Bi}. (5.60)

The set As is consistent and Ay = A C As, so by the monotonicity, As is a
consistent extension of A. Hence As cannot be complete.

Inductive Step

Suppose that we have defined a sequence
A1, Ao, Ay

of incomplete, consistent extensions of A, and a sequence
By, Bs,...Bn_1

of formulas, for n > 2.

Since A, is incomplete, it follows from the Incomplete Set Condition
Lemma 5.10, that there is a formula B € F such that A, ¥ B and
the set A, U {B} is consistent.

Let
B,
be the first formula with this property in the sequence (5.58) of all formu-
las.
We then define
Apy1 = A, U{B,}. (5.61)

By the definition, A C A,, € A,, 41 and the set A, 1, is consistent. Hence A, 1
is an incomplete consistent extension of A.

By the principle of mathematical induction we have defined an infinite sequence
A=A CAC...CA,C Ayt C ... (5.62)

such that for all n € N, A, is consistent, and moreover, it is an incomplete
consistent extension of A.

Moreover, we have also defined a sequence
Bi1,Bs,...,By, ... (5.63)
of formulas, such that for all n € N, A, I/ B,, and the set A, U {B,} is

consistent.
Observe that B, € A, 41 for all n > 1.
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Definition of A*

Now we are ready to define A*, i.e. we define:

A = UnEN A, (5.64)

To complete the proof our theorem we have now to prove that A* is a complete
consistent extension of A. Obviously, by the definition, A* is an extension of
A. Now we prove (by contradiction) the following.

Fact 5.5

The set A* is consistent.

Proof
Assume that A* is inconsistent. By the Finite Inconsistency Theorem 5.7 there
is a finite subset Ag of A* that is inconsistent. By Definition 5.64 have that

Ao ={Cy,..,Cp} C UneN A,

By the definition, C; € Ay, for certain Ay, in the sequence (5.62) and 1 < i > n.
Hence Ag C A,, for m = max{ky, ke, ..k, }. But all sets of the sequence (5.62)
are consistent. This contradicts the fact that A,, is inconsistent, as it contains
an inconsistent subset Ag. Hence A* must be consistent.

Fact 5.6

The set A* is complete.

Proof
Assume that A* is not complete. By the Incomplete Set Condition Lemma 5.10,
there is a formula B € F such that A* I/ B and the set A*U{B} is consistent.

But, by definition (5.64) of A*, the above condition means that for every n € N,
A, I/ B holds and the set A,, U{B} is consistent.

Since the formula B is one of the formulas of the sequence (5.58) and it would
have to be one of the formulas of the sequence (5.63), i.e. B = B; for certain
j. Since B; € Aji1, it proves that B € A* = J,.n- But this means that
A* F+ B, contrary to the assumption. This proves that A* is a complete
consistent extension of A and ends the proof out our lemma.

Now we are ready to prove the completeness theorem for the system Hs.

Proof of the Completeness Theorem
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As by assumption our system Hj is sound, we have to prove only the Complete-
ness part of the Completeness Theorem 5.6, i.e we have to show the implication

if =A, then FA

for any formula A. We prove it by proving the logically equivalent opposite
implication

if I/ A, then [ A.

We remind that [~ A means that there is a variable assignment v : VAR —
{T, F}, such that v*(A) # T. In classical case it means that v*(A) = F, i.e.
that there is a variable assignment that falsifies A. Such v is also called a
counter-model for A.

Assume that A doesn’t have a proof in .S, we want to define a counter-model
for A. But if i/ A, then by the lemma 5.8, the set {—A} is consistent. By the
Main Lemma 5.11 there is a complete, consistent extension of the set {—A},
i.e. there is a set set A* such that {=A} C A* i.e.

A€ A (5.65)

Since A* is a consistent, complete set, it satisfies the following form of the
consistency condition 5.54, which says that for any A, A* ¥ A or A* I/ —-A.
It also satisfies the completeness condition (5.55), which says that for any A,
A* F Aor A* + -A. This means that for any A, exactly one of the
following conditions is satisfied: A* F A, A* + -A. In particular, for
every propositional variable a € VAR exactly one of the following conditions is
satisfied: A* F a, A* + -—a. This justifies the correctness of the following
definition.

Definition of v

We define the variable assignment
v: VAR — {T,F} (5.66)

as follows:

(@) = T if A* F a
W= F if A* F —a.

We show, as a separate lemma below, that such defined variable assignment v
has the following property.
Lemma 5.12 (Property of v)

Let v be the variable assignment defined by ( 5.66) and v* its extension to the
set F of all formulas. Then for every formula B € F,

o {1 1207, oo
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Given the above property (5.67) of v (still to be proven), we prove that the v
is in fact, a counter model for any formula A, such that t/ A as follows. Let
A be such that / A. By ( 5.65), =4 € A* and obviously, A* + —A. Hence,
by the property (5.67) of v, v*(A) = F, what proves that v is a counter-model
for A and hence ends the proof of the completeness theorem. In order to really
complete the proof we still have to write a proof of the Lemma 5.12.

Proof of the Lemma 5.12
The proof is conducted by the induction on the degree of the formula A.

If A is a propositional variable, then the lemma is true holds by (5.66), i.e. by
the definition of v.

If A is not a propositional variable, then A is of the form —~C or (C = D),
for certain formulas C,D. By the inductive assumption the lemma, i.e. the
property (5.67) holds for the formulas C' and D.

Case A = —~C. We have to consider two possibilities: A* F A and A* + —A.

Assume A* + A. It means that A* F —C. Then from the fact that A* is
consistent it must be that A* t/ C. This means, by the inductive assumption,
that v*(C) = F, and accordingly

v*(A) =v*(-C) = w*(C)=~-F =T.
Assume now that A* + —A. Then from the fact that A* is consistent it must

be that A* ¥ A. Tle. A* ¥ —C. If so, then A* F C, as the set A* is
complete. Hence by the inductive assumption, that v*(C) = T, and accordingly

v*(A) =v*(-C) = w*(C)=-T =F.

Thus A satisfies the property (5.67).

Case A = (C = D). As in the previous case, we assume that the lemma, i.e.
the property (5.67) holds for the formulas C, D and we consider two pos-
sibilities: A* + A and A* F —A.

Assume A* F A. It means that A* = (C = D). If at the same time A* I/ C,
then v*(C) = F, and accordingly

v*(A) =v*(C = D) =v"(C)=v*(D)=F=v"(D)=T.
If at the same time A* + C, then, since A* F (C = D), we infer, by Modus
Ponens, that A* + D. If so, then

v*(C) =v"(D) =T,



and accordingly

v*(A)=0v"(C=D)=v"(C)=v"D)=T=T=T.

Thus, if A* - A, then v*(4) =T.

Assume now, as before, that A* F —A. Then from the fact that A* is consistent
it must be that A* I/ A, i.e.,

A* ¥ (C= D).
It follows from this that
A" ¥ D,

for if A* F D, then, as (D = (C = D)) is provable (Lemma 5.4), by mono-
tonicity
A*F (D= (C=D)).

Applying Modus Ponens we obtain A* + (C = D), which is contrary to the
assumption.

Also we must have
A"+ C,

for otherwise, by the fact that A* we would have
A" F =C.

But this is impossible, since the formula (=C' = (C' = D)) is provable provable
(Lemma 5.4) and by monotonicity

A*F (=C = (C = D)).

Applying Modus Ponens we would get A* + (C = D), which is contrary to
the assumption. This ends the proof of the Lemma 5.12 and the Proof Two
of the Completeness Theorem 5.6.

5.4 Some Other Axiomatizations

We present here some of most known, and historically important axiomatiza-
tions of classical propositional logic, i.e. the following Hilbert proof systems.

Lukasiewicz (1929)
L=(L{, =y, F, Al,A2, A3, MP), (5.68)

where
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Al ((FA=A)= A),
A2 (A= (-A= B)),

A3 (A=B)=(B=0C)=(A=10))))
for any A, B,C € F.

2. Hilbert and Ackermann (1928)
HA=(L{y, F, Al—A4, MP), (5.69)
where
Al (-(AUA)U A),
A2 (AU (AUB)),
A3 (=(AUB)U(BUA)),
A4 (-(-BUCYU(=(AUuB)U(AUCQ))),
for any A, B,C € F.

Modus Ponens rule in the language £,y has a form

Observe that also the Deduction Theorem is now formulated as follow.

Theorem 5.8 (Deduction Theorem for HA)
For any subset T of the set of formulas F of HA and for any formulas A, B € F,

', Abya B if andonly if T bFya (AU B).

In particular,
AbtpgaB if and only if Fga (AU B).

2. Hilbert (1928)

H=(L{un=y, F, Al—A15 MP), (5.70)
where
Al (A= A),
A2 (A= (B=A)),

(
A3 (A=B)=(B=0C)=(A=0))),
A4 (A= (A= B))= (A= B)),
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A5
A6
A7
A8
A9
A10
All
A12
A13
Al4
Al5

(A= (B=0))=(B= (4= 0))),
(A=B)=(B=0)=(A=0))),
((ANB) = A),

((ANB) = B)
(

(A=B)= (A=C)= (A= (BNnQ0))),

(
= (AU B)),
(AuB

(A )

(B );

(A= C) = ((B=0C)= ((AUB) = (0))),
( ((

(

(

(A= B) = ((A= —-B) = -4)),
-A= (A= B)),
AU-A),

for any A, B,C € F.
Kleene (1952)

= ( ‘C{—\,U,ﬁ,:>}7 ‘/—:7 Al_AlOa MP )7

where

Al (A= (B=A)),

A2 (A= (B=0)=(B=(A=0)),
A3 ((AnB)=A),

A4 ((ANB)= B),

A5 (A= (B= (ANB))),

A6 (A= (AUB)),

A7 (B= (AUB)),

A8 (A= 0)= ((B=C)= ((AUB) = O))),
A9 (A= B)= ((A=-B)=-4)),
A10 (A= A)

for any A, B,C € F.
Rasiowa-Sikorski (1950)

RS - ( L{ﬁ,u7m7:>}, .F, Al - Al?, MP ),

where
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Al (A=B)=((B=0)=(A=20))
A2 (A= (AU B)),
A3 (B= (AUB)),
A4 (A=C)=(B=C)=((AUB)=10)))
A5 ((ANB)= A),
A6 ((ANB)= B),
A7 ((C=A4)= ((C=B)=(C=(ANB))),
A8 (
(

(A= (B=0))=((ANB) = (),
( )= (A= (B=0)),
A10 (ANn-A4)= B),
(A= (AN -A4)) = ~A),
Al12  (AU-A),
for any A, B,C € F.

/—\/\

Here is the shortest axiomatization for the language £y . It contains just
one axiom.

Meredith (1953)
= (L =y, F, Al MP), (5.73)

where

Al (((A=B)=(C=-D)=0C)=EF))=(FE=A) = (D= A4)).

We have proved in chapter 7?7 that
ﬁ{ﬁ’uym’i} = E{T} = ‘C{i}

Here is another axiomatization that uses only one axiom,

Nicod (1917)
= ( ‘C{T}7 ]:a Ala (7’) )7 (574)

where

AL (AT (BTONT (DT DTD)T(ETB)T (AT E)T (AT E)))))).

The rule of inference is (r) is expressed in the language L4y as

A1 (B1C)
nre)
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5.5 Exercises

Here are few exercises designed to help the readers with understanding the
notions of completeness, monotonicity of the consequence operation, the role of
the deduction theorem and importance of some basic tautologies.

Let S be any Hilbert proof system

A, (A= B)

S: (L{Q,U,i,—\}a Fa LA? (MP) B

) (5.75)
with its set LA of logical axioms such that S is complete under classical se-
mantics.

Let X C F be any subset of the set F of formulas of the language Lin = -
of S. We define, as we did in chapter 4, a set Cn(X) of all consequences of
the set X as

Cn(X)={AeF: XFtg A} (5.76)

Plainly speaking, the set Cn(X) of all consequences of the set X is the set of
all formulas that can be proved in S from the set (LA U X).

All exercises 5.9 - 5.13 concern the system S defined by (5.75).

Exercise 5.9

1. Prowve that for any subsets X, Y of the set F of formulas the following mono-
tonicity property holds.

If X CY, then Cn(X)C Cn(Y). (5.77)

2. Do we need the completeness of S to prove that the monotonicity property
holds for S?

Solution

1. Let A € F be any formula such that A € Cn(X). By (5.76), we have that
X kg A. This means that A has a formal proof from the set X U LA. But
X C Y, hence this proof is also a proof from Y U LA, i.e. Y Fg A, and hence
A € Cn(Y). This proves that Cn(X) C Cn(Y).

2. No, we do not need the completeness of S for the monotonicity property to
hold. We have used only the definition of a formal proof from the hypothesis X
and the definition of the consequence operation.

Exercise 5.10
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Prove that for any set X C F, the set T C F of all propositional classical
tautologies of the language Lin , — ~y of the system S is a subset of Cn(X),

i.e. prove that
T C Cn(X). (5.78)

2. Do we need the completeness of S to prove that the property (5.78) holds
for S?

Solution
1. The proof system S is complete, so by the completeness theorem we have
that

T={cF: kg A} (5.79)

By definition (5.76) of the consequence,
{Ae F: kg A} = Cn(0)

and hence Cn()) = T. But ) C X for any set X, so by monotonicity property
(5.77),
T C Cn(X).

2. Yes, the completeness (5.79) of S in the main property used. The next one
is the monotonicity property (5.77).

Exercise 5.11

Prove that for any formulas A, B € F, and for any set X C F,
(AN B) e Cn(X) if and only if A€ Cn(X) and B € Cn(X). (5.80)

List all properties essential to the proof.

1. Proof of the implication:
if (ANDB)e€ Cn(X), then A€ Cn(X) and B € Cn(X).
Assume (AN B) € Cn(X), i.e.
X ks (AN B). (5.81)

From monotonicity property proved in exercise 5.9, completeness of S, and the
fact that
E(ANB)= A)and E((ANB)= B) (5.82)

we get that
XkFs ((ANB)= A), and X g (AN B) = B). (5.83)

By the assumption (5.81) we have that X Fg(ANB), by (8.3), XFs((ANB) =
A), and so we get X kg A by Modus Ponens.
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Similarly, X Fs(A N B), by the assumption (5.81), X+Fg((AN B) = B) by
by (?7?), and so we get X k¢ B by MP. This proves that A € Cn(X) and
B € Cn(X) and ends the proof of the implication 1.

2. Proof of the implication:

if AeCn(X)and B e Cn(X), then (AN B) € Cn(X).

Assume now that A € Cn(X) and B € Cn(X), i.e.

X g A, and X g B. (5.84)

By the monotonicity property, completeness of S, and a tautology (A = (B =
(AN B))), we get that

X ts (A= (B= (AN B))). (5.85)

By the assumption (5.84) we have that X g A, Xtg B, by (8.17), X ks (A=
(B= (ANDB))), so we get X kg (B = (AN B)) by Modus Ponens. Applying
Modus Ponens again we obtain X g (ANB). This proves that (ANB) € Cn(X)
and ends the proof and the implication 2, and the completes the proof of (5.80).

Exercise 5.12

Let S be the proof system (5.75). Prove that the Deduction Theorem holds for
S, i.e. prove the following.

For any subset I' of the set of formulas F of S and for any formulas A, B € F,
' Abg B ifand only if T kg (A= B). (5.86)

Solution

The formulas A1 = (A = (B = A)) and 2= (A= (B=0)) = (A=
B) = (A= ())) are basic propositional tautologies. By the completeness of S
we have that

Fs (A= (B=A)and Fs (A= (B=0C))= (A= B)= (A= 0))).
(5.87)
The formulas Al, A2 are axioms of the Hilbert system H; defined by (5.1). By
(5.87) both axioms A1, A2 of H; are provable in S. These axioms were sufficient
for the proof of the Deduction Theorem 5.3 for H; and its proof now can be
repeated for the system S.

Exercise 5.13

Prove that for any A, B € F,
Cn({4, B}) = Cn({(ANB)})
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1. Proof of the inclusion: Cn({A,B}) C Cn({(AN B)}).

Assume C' € Cn({4, B}),i.e. {A, B}tg C, what we usually write as A, B+g C.
Observe that by exercise 8.7 the Deduction Theorem (theorem 5.3) holds for S.
We apply Deduction Theorem to the assumption A, B g C twice we get that
the assumption is equivalent to

Fs (A= (B=0C)). (5.88)

We use completeness of S, the fact that the formula (((A = (B = C)) =
((AN B) = C))) is a tautology, and by monotonicity and get that

Fs (A= (B=C)) = (ANB) = O))). (5.89)

Applying Modus Ponens to the assumption (5.88) and (8.22) we get Fg ((AN
B) = C). This is equivalent to (AN B) Fg C by Deduction Theorem. We have
proved that C' € Cn({(AN B)}).

2. Proof of the inclusion: Cn({(ANB)}) C Cn({A, B})}).
Assume that C € Cn({(AN B)}), i.e. (AN B)Fg C. By Deduction Theorem,
Fs((ANB) = C). (5.90)

We want to prove that C' € Cn({A, B}). This is equivalent, by the Deduction
Theorem applied twice to proving that

Fs(A= (B = O)).

The proof as similar to the previous case. We use completeness of S, the fact
that the formula (((ANB) = C) = (A = (B = ())) is a tautology and by
monotonicity and get that

Fs ((ANB) = C) = (A= (B = () (5.91)

Applying Modus Ponens to the assumption (5.88) and (8.22) we get Fg (4 =
(B = ()) what ends the proof.

5.6 Homework Problems

For the formulas A; and corresponding truth assignments v find formulas By, .. By, A

as described by the Main Lemma 5.4, i.e. such that

Bi,..By F A,
1. A4 =((=(b=a)=-a)= ((-b= (a= —c)) =¢))
v(a) =T,v(b) = F,v(c) =T.
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As=((a=(c=(b=¢))=((-d=(a= (-a=1D)) = (a= (—a=
=Fv)=F,v(c)=T,v(d)=F

As=(-b= (c= (ma=1D)))
v(a) = F,v(b) = Fo(c) =T

A4 = (—\al = (Clg = (_\ag = al)))
v(ar) = Fyv(ag) = Fyv(az) =T

As = (b= (a1 = (m¢ = b)) = ((-b = (a2 = (may = b)) = (¢ =
(ma =0)))
v(a) = F,v(b) =T,v(c) = F,v(a1) =T, v(az) = F

For any of the formulas listed below construct their formal proofs, as described
in the Proof One of the Completeness Theorem. Follow example 5.10, or exam-

ple 5.11.
1. Ay =(=-b=10)
2. Ay =((a=b) = (-b= —a))
3. Az = (=(a=b) = ~(=b= —a))
4. Ay = (=(—(a = —b) = —¢c) = ~(b = —c))
5. A5 = ((a= (b= —a)) = (=(b= —a) = —a)).

Read carefully proofs of Deduction Theorem 5.3 and Completeness Theo-
rem 5.6 and write careful answers to the following problems.

List all formulas that have to be provable in Hs, axioms included, that
are are needed for the proof of Deduction Theorem 5.3. Write down each
part of the proof that uses them.

List all formulas that have to be provable in Hs, axioms included, that
are needed for the proof of Main Lemma 5.4.

List all formulas that have to be provable in Hs, axioms included, that are
included in the Proof of Completeness Theorem part of the Proof One.

List all formulas that have to be provable in Hs, axioms included, that
are needed to carry all of the Proof One of Completeness Theorem 77.
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10.

11.

12.

13.

We proved the Completeness Theorem for the proof system Hy based on
the language L —;. Extend the Hy proof system to a proof system 5y
based on a language L£{-, . } by adding new logical axioms, as we did in
a case of Hy and Hs systems. The added logical axioms must be such that
they allow to adopt the Proof One to Si, i.e. such that it is a complete
proof system with respect to classical semantics.

Repeat the same for the language L, —. ~}. Call resulting proof system
Sa.

Repeat the same for the language L£{- . o 1y, i.e. extends systems S; or
Sa to a complete proof system S3 based on the language L¢- — A Uy

Prove Completeness Theorem for the system S from the previous prob-
lem.

Completeness Proof Two Problems

. List all formulas that have to be provable in Hy, axioms included, that

are are needed for the Proof Two if the Completeness Theorem 5.6.

. We proved the Completeness Theorem 5.6 for the proof system Hs based

on the language £, —y. Extend the H proof system to a proof system
S1 based on a language L;- . 3 by adding new logical axioms, as we
did in a case of H; and Hj systems. The added logical axioms must be
such that they allow to adopt the Proof Two to Si, i.e. such that it is a
complete proof system with respect to classical semantics.

. Extend the Hy proof system to a proof system based on a language

L~ — ny by adding new logical axioms. Call resulting proof system Ss.
The added logical axioms must be such that they allow to adopt the Proof
Two to Ss, i.e. such that it is a complete proof system with respect to
classical semantics.

- Repeat the same for the language L, . 3, i.e. extends systems S; or

Sa to a complete proof system Sz based on the language L£(- — U}

. Conduct appropriate version of Proof Two of the Completeness Theorem

5.6 for the system Ss from the previous problem.

Axiomatizations Problems

1.

Let HA be Hilbert and Ackermann proof system (5.69). We use abbrevi-
ation (A = B) for (AU B).

(i) Prove Fya (A= A), for any A € F.
(ii) Prove Fpa (A= (B = A)), for any A, B € F.
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iii) Prove Fga (A= (B=C)) = (A = B) = (A = ())), for any
A, B,CeF.

(iv) Prove (A= B),(B=C) tpga (A= C), for any A,B,C € F
(v) Prove Deduction Theorem 5.8.
(vi) Prove b4 A if and only if = A, for any A € F.

2. Let H be Hilbert proof system (?7?).

(i) Prove Fya (A= (B = C)) = (A= B) = (A = ())), for any
A,B,C € F.

(ii) Prove Deduction Theorem for H.

(ii) Prove Completeness Theorem for H.

3. Let K be Kleene proof system (5.71).
(i) Prove Fx (A = A), for any A € F.
(i) Prove the following.

For any subset I' of the set of formulas F of K and for any formulas
A BeF T, Ak B if andonlyif T Fg (A= B)).

Completeness General Problems
1. Let RS be Rasiowa-Sikorski proof system (5.72).
The set F of formulas of £ determines an abstract algebra
F=(F,uUn =, —), (5.92)

where by performing an operation on a formula (two formulas) means
writing the formula having this operation as a main connective. For ex-
ample N(A, B) = (AU B). We define an binary relations < and ~ in the
algebra F' of formulas of £ as follows. For any A, B € F,

A< B ifand onlyif Frs (A= B), (5.93)
A= B if and onlyif Frs (A= B) and + (B= A). (5.94)

(i) Prove that the relation < defined by (5.93) is a quasi-ordering in F.

(ii) Prove that the relation ~ defined by (5.93) is an equivalence relation
in F. The equivalence class containing a formula A is denoted by ||A||.

(iii) The quasi ordering < in F as defined by (5.93) induces a relation <
in F/ = defined as follows:

JA| < |B| if and only if A< B, ie.

lAl < ||B|l if and only if +grs (A= B). (5.95)
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Prove that the relation (5.95) is an order relation in F/ ~

(iv) Prove that the relation = defined by (5.94) is a congruence in the
algebra F of formulas defined by (8.5).

. The algebra LT = ( F/ =, U, N, =, ), where the operations U, N, =
and — are determined by the congruence relation (5.94) i.e.

[A[[UIB]l = [[(AU B)],

[All A IB] = [[(An B)|,
[All = [|B]l = I(A = B)|,
—[[All = [I-All,
is called a Lindenbaum-Tarski algebra of R.S.

Prove that the Lindenbaum-Tarski algebra of RS as defined by (5.72) is a
Boolean algebra. The unit element is the greatest element in (F/ =, <),
where the order relation < is defined by (5.95).

. Formulate and prove the Deduction Theorem for Hilbert and Ackermann
system (5.69).

. Formulate and prove the Deduction Theorem for Lukasiewicz system
(5.68).

. Formulate and prove the Deduction Theorem Kleene system (5.71).

. Formulate and prove the Deduction Theorem Rasiowa-Sikorski system
(5.72)

. Let HS be any Hilbert proof system based on a language L. Prove that
if HS is complete under classical semantic, them the Deduction Theorem
appropriately expressed in the language L g holds for HS.

241



242



Chapter 6

Automated Proof Systems
Completeness of Classical
Propositional Logic

6.1 Gentzen Style Proof System RS

Hilbert style systems are easy to define and admit different proofs of the Com-
pleteness Theorem but they are difficult to use. By humans, not mentioning
computers. Their emphasis is on logical axioms, keeping the rules of inference,
with obligatory Modus Ponens, at a minimum.

Gentzen style proof systems reverse this situation by emphasizing the impor-
tance of inference rules, reducing the role of logical axioms to an absolute mini-
mum. They may be less intuitive then the Hilbert-style systems, but they allow
us to define effective automatic procedures for proof search, what was impossi-
ble in a case of the Hilbert style systems. For this reason they are also called
automated proof systems. They serve as formal models of computing systems
that automate the reasoning process. Building computing systems means pro-
viding an algorithmic description to a formal proof system so that it can be
implemented on a computer to prove theorems in an efficient manner.

The first proof systems of this style was invented by G. Gentzen in 1934, hence
the name. His proof systems for classical and intuitionistic predicate logics intro-
duced special expressions built of formulas called sequents. Hence the Gentzen
style systems using sequents as basic expressions are often called sequent sys-
tems, or Gentzen sequent systems, or simply Gentzen formalizations.

We present here (section 6.5) two Gentzen systems GL and G for classical
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propositional logic and prove their completeness. We also present a proposi-
tional version of Gentzen original system LK and discuss a proof of Gentzen
Hauptsatz for it. Hauptsatz is literally rendered as the main theorem and is
known as cut-elimination theorem. We prove the equivalency of the cut-free
propositional LK and the complete system G. The Gentzen original formaliza-
tion for intuitionistic propositional logic LI is discussed and presented in chapter
7. The classical and intuitionistic predicate versions are discussed in chapter 9.

The other historically important automated proof system is due to Rasiowa
and Sikorski (1960). Their proof systems for classical propositional and predi-
cate logic use as basic expressions sequences of formulas, less complicated then
Gentzen sequents. As they were inspired Gentzen systems we call them, as we
call many others similarly inspired, Gentzen style proof system, or Gentzen style
formalization. The Rasiowa and Sikorski proof system is simpler and easier to
understand then the Gentzen sequent systems. Hence their system RS is the
first to be presented here in section 6.1.

Historical importance and lasting influence of Rasiowa and Sikorski work lays
in the fact that they were first to use the proof searching capacity of their proof
system to define a constructive method of proving the completeness theorem
for both propositional and predicate classical logic. We introduce and explain
in detail their method and use it prove the completeness of the RS in section
6.3. We also introduce and discuss two other RS style system RS1 and RS2
in in section 6.4. We also generalize the RS completeness proof method to the
Gentzen sequent systems and prove the completeness of GL and G systems in
section 6.5.1. The completeness proof for proof system RSQ for classical pred-
icate logic is presented in chapter 9.

We present here a propositional version of the original Rasiowa and Sikorski
(1960) Gentzen style proof system for classical logic. We call it RS system for
Rasiowa-Sikorski. The RS system extends naturally to predicate logic QRS
system which is presented in chapter 8. Both systems admit a constructive
proof of Completeness Theorem. We prove completeness of RS in section 6.3.
We define components and semantics of the system RS as follows.

Components of the proof system RS

Language £

Let F denote a set of formulas of £ = L _, | ~}. The rules of inference of our
system RS operate on finite sequences of formulas, i.e. elements of F*, unlike
on plain formulas F in Hilbert style formalizations.

Expressions &
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We adopt as the set of expressions £ of RS the set F*, i.e. £ = F*. We will
denote the expressions of RS, i.e. the finite sequences of formulas by I', A, ¥,
with indices if necessary.

Semantic Link

The intuitive meaning of a sequence I' € F* is that the truth assignment v makes
it true if and only if it makes the formula of the form of the disjunction of all
formulas of T" true. As we know, the disjunction in classical logic is associative
and commutative, i.e., for any formulas A, B, C' € F, the formulas (AU(BUC)),
(AuB)UC), (AU(CuB)), ((BUA)UC), (Cu(BUA)), (CU(AUB)),
((CUA)U B), etc... are logically equivalent. In particular we write

6{A,B7C} =AUBUC
to denote any disjunction of formulas A, B, C.

In a general case, for any sequence I' € F* if T is of a form
Ay, As, . Ay (6.1)

then by ér we will understand any disjunction of all formulas of I". We write it
informally
or =A1UAU...UA,.

Formal Semantics for RS

Let v : VAR — {T,F} be a truth assignment, v* its extension to the set of
formulas 7. We formally extend v to the set |cal E of expressions of RS | i.e.
to the set F* of all finite sequences of F as follows. For any sequence I' € F*,
if I' is the sequence (6.1), then we define:

v*(T) = v*(dr). (6.2)

Model

A sequence I is said to be satisfiable if there is a truth assignment v : VAR —
{T, F} such that v*(T') = T. Such a truth assignment is called a model for T.
We denote it as

v =T (6.3)

Counter- Model

A sequence I is said to be falsifiable if there is a truth assignment v, such that
v*(T') = F. Such a truth assignment is | called a counter-model for I'. We
write it symbolically as

v T (6.4)

Tautology
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The sequence I is said to be a tautology if v*(I') = T for all truth assignments
v: VAR — {T, F}. We write it as

=T (6.5)

Exercise 6.1
Let T be a sequence a, (bNa),—b, (b= a).

1. Show that the truth assignment v : VAR — {T, F}, such that v(a) = F
and v(b) =T falsifies T', i.e. v ET.

2. LetT be a sequence a,(—bNa),—b,(aUb) and let v be a truth assignment
for which v(a) =T. Prove thatv ET.

3. LetT be a sequence a,(—bNa),—b, (a Ub). Prove that =T

Solution

1. T is the sequence a, (bNa), b, (b = a). We eveluate v*(T') = v*(dr) = v*(a)U
v*(bNa)Uv*(=b)Uv*(b=a) = FU(FNT)UFU(T = F)=FUFUFUF = F.
By (6.4) we proved v j=T.

2. Let T be a sequence a,(—bNa),—b, (a Ub). We eveluate v*(T
v*(a) Uv*(=bNa)Uv*(—=b) Uv*(aUb) = TUv*(-bNa)Uv*(—b)U
By (6.3) we proved v [=T.

) = v*(ér) =

“(aUb)

3. Assume now that I' is falsifiable i.e. that we have a truth assignment v
for which v*(T") = v*(dr) = v*(a) Uv*(=bNa) Uv*(=b) Uv*(a Ub) = F This is
possible only when (in short-hand notation)

U(=bNna)u-bUaUb=F,

what is impossible as (=bUb) = T for all v. This contradiction proves that I'
that (6.5) holds and I' is a tautology.

In order to define the axioms LA and the set of rules of inference of RS we need
to introduce some definitions.

Literals

We form a special subset F " C Fof formulas, called a set of all literals, which
is defined as follows.

LT =VARU{-a:a € VAR}. (6.6)

The variables are called positive literals and the elements of the second set of
the above union (6.6) are called negative literals. I.e propositional variables
are called positive literals and the negation of a variable is called a negative
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literal, a variable or a negation of propositional variable is called a literal.

Indecomposable formulas and sequences

Literals are also called the indecomposable formulas. Now we form finite se-
quences out of formulas (and, as a special case, out of literals). We need to
distinguish the sequences formed out of literals from the sequences formed out
of other formulas, so we adopt the following notation.

We denote by

i with indices if necessary, (6.7)

5 yoee

elements of LT* C F* ,ie. I', A', ¥ are finite sequences (empty included)
formed out of literals. We call them indecomposable sequences.

We denote by
I, A, X,... with indices if necessary, (6.8)

the elements of F*, i.e. I, A, ¥ denote finite sequences (empty included)
formed out of elements of F.

Logical Axioms LA

As the logical axiom of RS we adopt any sequence of literals which contains
any propositional variable and its negation, i.e any sequence of the form

I',a,T,—a, Ty (6.9)

or of the form
Iy,—a, Ty, a,Tg (6.10)

for any variable a € VAR and any sequences I‘ll, I‘;, Fl3 € LT™ of literals.

Semantic Link

Consider axiom (6.9). Directly from the extension of the notion of tautology
to bf RS (6.5), we have that for any truth assignments v : VAR — {T, F'},
v*(F;,—\’(z,FIQ,a,Fé) = v*(I'}) U v*(=a) U v*(a) Uv* (T, Ty) = v*(I) UT U
v*(T'y,T'3) = T The same applies to the axiom (6.10) We have thus proved the
following.

Fact 6.1

Logical azioms of RS are tautologies.

Rules of inference R
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All rules of inference of RS are of the form

Iy Iy I
—  or —I—=

r r

where I'1, T'o, T' € F*, i.e. I'1, I'y, T" are any finite sequences (?7) of formulas.
The sequences I'1, 'y are called premisses and I is called a conclusion of the

rule of inference.

Each rule of inference of RS introduces a new logical connective, or a negation
of a logical connective. We denote a rule of inerence that introduces the logical
connective o in the conclusion sequent I' by (o). The notation (- o) means that
the negation of the logical connective o is introduced in the conclusion sequence
I'. As our language contains the connectives: N, U, = and —, so we we are going

to define the following seven inference rules:

(U), (_' U)7 (ﬂ), (_' 0)7 (:>), (_' :)7 and (_‘ _')'
We define formally the inference rules of RS as follows.

Disjunction rules

I'A B,A

I',-A,A : T',-BA

) I',(AUB),A’ GV I',~(AUB),A

Conjunction rules

I',-A,-B,A

V= armas > Vv -anpa

Implication rules

I',-A,B,A

')A A : I',-B,A

S v aspas U7 T oasea

Negation rule

where I € LT*,A € F*, A,B € F.

The Proof System RS
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Formally we define the proof system RS as follows.
RS = (C{ﬁ7:>7U’n}, E, LA, R), (6.12)

where £ ={I': T' € F*}, LA contains logical axioms of the system defined by
the schemas (6.9) and (6.10), R is the set of rules of inference:

R = {(U)v (_‘U)v (m)a (_'m)a (:>)7 (_' :>)7 (_‘_‘)}
defined by (6.11).

By a formal proof of a sequence I' in the proof system RS we understand
any sequence
Ty, To,.... Ty (6.13)

of sequences of formulas (elements of F*, such that
I'helLA T, =T,

and for alli (1 <4< n)T; € AL, or I'; is a conclusion of one of the inference
rules of RS with all its premisses placed in the sequence I'1T's....I"; _1.

As the proof system under consideration is fixed, we will write, as usual,
FT

instead of Frg I' to denote that I" has a formal proof in RS.

As the proofs in RS are sequences (definition of the formal proof) of sequences
of formulas (definition of RS ) we will not use ”,” to separate the steps of the
proof, and write the formal proof as I'y; T'g; ... Iy

We write, however, the formal proofs in RS in a form of trees rather then in a
form of sequences, ie. in a form of a tree, where leafs of the tree are axioms,
nodes are sequences such that each sequence on the tree follows from the ones
immediately preceding it by one of the rules. The 700t is a theorem. We
picture, and write our tree-proofs with the node on the top, and leafs on the
very bottom, instead of more common way, where the leafs are on the top and
root is on the bottom of the tree. We adopt hence the following definition.

Definition 6.1 (Proof Tree)

By a proof tree, or RS-proof of I we understand a tree Tr of sequences satisfying
the following conditions:

1. The topmost sequence, i.e the root of Tr is T,
2. all leafs are axioms,
3. the nodes are sequences such that each sequence on the tree follows from the

ones immediately preceding it by one of the rules.
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We picture, and write our proof trees with the node on the top, and leafs on
the very bottom, instead of more common way, where the leafs are on the top
and root is on the bottom of the tree.

In particular cases we write our proof trees indicating additionally the name
of the inference rule used at each step of the proof. For example, if the tree-
proof of a given formula A from azioms was obtained by the subsequent use of

the rules (N), (U), (U), (N), (U), (=), and (=), we represent it as the following
proof tree:

A (conclusion of (=))

I (=)
conclusion of (——)
(=)
conclusion of (U)
I (V)
conclusion of (M)

A

conclusion of (N) conclusion of (U)
[ (V) | (V)

aziom conclusion of (N)

A

axriom azxiom

The proof trees are often called derivation trees and we will use this notion
as well. Remark that the proof trees don’t represent a different definition of
a formal proof. Trees represent a certain wvisualization of the proofs and any
formal proof in any system can be represented in a tree form.

Example 6.1
Here is a proof tree in RS of the de Morgan law (—(a Nb) = (—a U —b)).



a, (—a U —b) b, (—a U —b)
| (V) | (V)
a, —a, b b, —a,—b
To obtain a "linear ” formal proof of (=(aNb) = (-aU—b)) we just write down

the tree as a sequence, starting from the leafs and going up (from left to right)
to the root. The formal proof (with comments) thus obtained is:

a,—a,—b (axiom)

b,—a,—b (axiom)
a, (maU=b) (rule (U))

b, (maU=b) (rule (U))
(and),(maU—b) (rule(n))
—=(anb), (maU=b) (rule (—))
(=(anbd) = (maU-b)) (rule (=)).

6.2 Search for Proofs and Decomposition Trees

The main advantage of the Gentzen style proof systems lies not in a way we
generate proofs in them, but in the way we can search for proofs in them.
That such proof searches happens to be deterministic and automatic. Before
we describe a general proof search procedure for RS let us look at few simple
examples. Consider now a formula A of the form of another de Morgan law

(=(aUb) = (—an—b)).

Obviously it should have a proof in RS as we want it to be, and will prove later
to be complete. The search for the proof consists of building a certain tree.
We call it a decomposition tree, to be defined formally later. We proceed as
follows.

Observe that the main connective of A is =. So, if A had a proof in RS it
would have come from the only possible rule used in its last step, namely the
rule (=) applied to its premiss, namely a sequence =—(aUb), (ma N —b). So the
last step in the proof of A would look as follows.

(=(aUb) = (man-b))

=)

==(aUb), (—a N —b)
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Now, if the sequence =—(aUb), (ma N —b) (and hence also the formula A) had a
proof in RS its only step at this stage would have been the application of the
rule (=) to a sequence (aUb), (—aN—b). So, if A had a proof, its last two steps
would have been:

(=(aUb) = (—an-b))

(aUb), (man-b)

Again, if the sequence (a Ub), (—a N —b) had a proof in RS its only step at this
stage would have been the application of the rule (U) to a sequence a, b, (—aN—b).
So, if A had a proof, its last three steps would have been as follows.

(=(aUb) = (man-b))
[ (=)
—=(aUb), (—an -b)

[ (=)
(aUDb), (man-b)
| (V)

a,b, (—|a N ﬂb)

Now, if the sequence a, b, (maN—b) had a proof in RS its only step at this stage
would have been the application of the rule (N) to the sequences a,b, —a and
a,b,—b as its left and right premisses, respectively. Both sequences are axioms
and the following tree is a proof of A in RS.

(=(aUb) = (—man-b))
| (=)
—=(aUb), (—a N —b)
| (=)

(a Ub), (ma N —b)

[ (V)

a,b, (—a N —b)

A)

a,b,—a a,b,—b
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From the above proof tree of A we construct, if we want, its formal proof, written
in a vertical manner, by writing the two axioms, which form the two premisses of
the rule (N) one above the other. All other sequences remain the same. Le. the
following sequence of elements of 7* is a formal proof of (—(aUb) = (—aN-b))
in RS.

a,b,—b

a,b,—a
a, b, (—a N —b)
(aUDb), (—an—b)
—=(aUb), (—a N —b)
(=(aUb) = (man-b))

Consider now a formula A of the form
(((a=b)N—-c)U(a=c)).

Observe that the main connective of A is U. So, if A had a proof in RS it would
have come from the only possible rule used in its last step, namely the rule (U)
applied to a sequence ((a = b) N —c¢), (a = ¢). So the last step in the proof of A
would have been:

(((a=b)N=c)U (a=c))

| (V)
((a=b)N=c), (a=c)

Now, if the sequence ((a = b) N —¢), (a = ¢) (and hence also had our formula )
had a proof in RS its only step at this stage would have been the application
of the rule (N) to the sequences (a = b), (a = ¢) and —¢, (a = ¢) as its left and
right premisses, respectively. So, if A had a proof, its last two steps would have
been:

((a = b)N—c), (a=c)
A )

—¢, (a = ¢)
(a=b),(a=¢)
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Now, if the sequences (a = b), (a = ¢) and —¢, (a = ¢) had proofs in RS, then
their last, and the only steps would have been the the separate application of
the rule (=) to the sequences —a,b, (a = ¢) and —¢, —a, ¢, respectively. The
sequence —¢, —a,c is an axiom, so we stop the search on this branch. The
sequence —a,b, (a = ¢) is not an axiom, so the search continues. In this case
we can go one step further: if —a,b, (e = ¢) had a proof it would have been
only by the application of the rule (=) to a sequence —a,b, —a, ¢ which is not
an axiom and the search ends. The tree generated by this search is called a
decomposition tree and is the following.

(((a=b)N=c)U(a=c))

| (V)

((a=b)N=c),(a=c)

(a=1b),(a=c) o =)
7 | (=)
[ (=) ¢, —a, ¢

—a, b, —a,c
b b

The tree generated by this search contains a non-axiom leaf, so by definition,
it is not a proof.

Decomposition Rules and Trees

The process of searching for the proof of a formula A in RS consists of building
a certain tree, called a decomposition tree whose root is the formula A, nodes
correspond to sequences which are conclusions of certain rules (and those rules
are well defined at each step by the way the node is built), and leafs are axioms or
are sequences of a non- axiom literals. We prove that each formula A generates
its unique, finite decomposition tree, T 4 such that if all its leafs are axioms,
the tree constitutes the proof of A in RS. If there is a leaf of T4 that is not
an axiom, the tree is not a proof, moreover, the proof of A does not exist.

Before we give a proper definition of the proof search procedure by building a
decomposition tree we list few important observations about the structure of
the rules of the system RS.

254



Introduction of Connectives

The rules of RS are defined in such a way that each of them introduces
a new logical connective, or a negation of a connective to a sequence in
its domain (rules (U), (=), (N)) or a negation of a new logical connective
(rlﬂes (ﬁ U)> (j ﬂ)> (j :>>7 (ﬁ j))

The rule (U) introduces a new connective U to a sequence r ,A, B, A and
it becomes, after the application of the rule, a sequence I, (A U B), A.
Hence a name for this rule is (U).

The rule (—U) introduces a negation of a connective, =U by combining
sequences I' ,=A; A and I' ,—B, A into one sequence (conclusion of the
rule) I', ~(AU B), A. Hence a name for this rule is (-U).

The same applies to all remaining rules of RS, hence their names say which
connective, or the negation of which connective has been introduced by
the particular rule.

Decomposition Rules

Building a proof search decomposition tree consists of using the inference
rules in an inverse order; we transform them into rules that transform
a conclusion into its premisses. We call such rules the decomposition
rules. Here are all of RS decomposition rules.

Disjunction decomposition rules

( )F',(AUB),A =) I',-(AUB),A
T ABA ' ' 7T ,-AA : I',-BA

Conjunction decomposition rules

) I',(ANB),A ( )F’,ﬁ(AﬁB),A
I AA ; T',BA” /T -A-BA

)

Implication decomposition rules

(=) I',(A= B),A (= =) I',-(A= B),A
' A B,A I AA : I',-B,A
Negation decomposition rule
(=) ', ——A,A
', A A

where I' € LT*, A € F*, A, B€ F.

We write the decomposition rules in a visual tree form as follows.
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Tree Decomposition Rules

(U) rule
I',(AUB),A
| (U)
' A B, A
(= U) rule
I', ~(AUB), A
AE=U)
I', -4, A I', -B, A
(N) rule:
I', (ANB), A
@)
', A, A ', B, A
(= N) rule:
I',~(ANB),A
| (=)
', -A,-B,A
(=) rule:
I', (A= B), A
| (U)
I',-A4,B,A



(= =) rule:

(= =) rule:
', =—A, A

[ (=)
', A, A
Observe that we use the same names for the inference and decomposition rules,
as once the we have built the decomposition tree (with use of the decomposition

rules) with all leaves being axioms, it constitutes a proof of A in RS with
branches labeled by the proper inference rules.

Now we still need to introduce few useful definitions and observations.

Definition 6.2

1. A sequence T' is indecomposable if and only if T' € LT™.

2. A formula A is decomposable if and only if Ae F — LT.

3. A sequence I' is decomposable if and only if it contains a decomposable

formula.

Directly from the definition 6.8 we have three simple, but important observa-
tions.

Fact 6.2

1.  For any decomposable sequence T, i.e. for any I' &€ LT* there is exactly
one decomposition rule that can be applied to it. This rule is determined by the
first decomposable formula in T', and by the main connective of that formula.

2. If the main connective of the first decomposable formula is U,N, or =, then
the decomposition rule determined by it is (U), (N), or (=), respectively.

8. If the main connective of the first decomposable formula is —, then the de-
composition rule determined by it is determined by the second connective of the
formula. If the second connective is U,N,—, or =, then corresponding decom-
position rule is (-U), (=N), (=) and (- =).
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Directly from the Fact 6.2 we we have the following lemma.

Lemma 6.1 (Unique Decomposition)
For any sequence I' € F*,

I'e LT* orT isin the domain of only one of the RS Decomposition Rules.

Now we define formally, for any formula A € F and I' € F* their decompositions
trees. The decomposition tree for for the formula A is a particular case (one
element sequence) of the tree for a sequence T'.

Definition 6.3 (Decomposition Tree T 4)
For each formula A € F, its decomposition tree T 4 is a tree build as follows.

Step 1. The formula A is the root of T o and for any node T' of the tree we
follow the steps below.

Step 2. If T is indecomposable, then I' becomes a leaf of the tree.

Step 3. If ' is decomposable, then we traverse I' from left to right to identify
the first decomposable formula B and identify the decomposition rule deter-
mined by the main connective of B. In case of a one premisses rule we put
s premise as a leaf; in case of a two premisses rule we put its left and right
premisses as the left and right leaves respectively.

Step 4. We repeat Step 2 and Step 3 until we obtain only leaves.

We now prove the following Decomposition Tree Theorem 6.1. This Theorem
provides a crucial step in the proof of the Completeness Theorem for RS.

Theorem 6.1 (Decomposition Tree)

For any sequence I' € F* the following conditions hold.

1. Tr is finite and unique.
2. Tt is a proof of T in RS if and only if all its leafs are axioms.

3. Frs if and only if Tr has a non- axiom leaf.

Proof

The tree Tr is unique by the Unique Decomposition Lemma 6.1. It is finite
because there is a finite number of logical connectives in I and all decomposition
rules diminish the number of connectives. If the tree has a non- axiom leaf it is
not a proof by definition. By the its uniqueness it also means that the proof
does not exist.
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Exercise 6.2

Construct a decomposition tree T 4 of the following formula A.

A= ((aUb) = —a)U (-a = —c))

Solution

The formula A forms a one element decomposable sequence. The first decom-
position rule used is determined by its main connective. We put a box around
it, to make it more visible. The first and only rule applied is (U) and we can
write the first segment of our decomposition tree T 4:

Ta
((aUb) = —|a)(—|a = —0))
| (V)

((aUb) = —a), (—a = —c)
Now we decompose the sequence ((a Ub) = —a),(-a = —¢)). It is a decom-
posable sequence with the first, decomposable formula ((a Ub) = —a). The
next step of the construction of our decomposition tree is determined by its
main connective = (we put the box around it), hence the only rule determined

by the sequence is (=). The second stage of the decomposition tree is now as
follows.

Ty
((aUb) = —a)U](na = —c))
| (V)
(e Ub)[=]na), (ma = —c)
(=)

—(aUb),a, (—a = —c)

The next sequence to decompose is the sequence —(a U b), —a, (—a = —c¢).

The first decomposable formula is =(aUb). Its main connective is =, so determine
the appropriate decomposition rule we have to examine next connective, which
is U.

The rule determine by this stage of decomposition is (- U) and now the next
stage of the decomposition tree T 4 is as follows.

259



Ta
((aUb) = ﬂa)(ﬁa = —0))

[ (V)
((aUb)[=Ta), (—a = —c)
| (=)
[=)(a[Ulb), ma, (-a = =)

A=)

-a, -a, (-a = —c) =b, —a, (—a = —¢)

Now we have two decomposable sequences: —a, —a, (—a = —¢) and —b, —a, (—a =
—¢). They both happen to have the same first decomposable formula (—a = —c¢).
We decompose it simultenously and obtain the following:

Ta

((aUb) = ﬂa)(—'a = —¢))
V)
((aUb)[=]a), (ma = —c)
(=)

[=)aT]), 0, (~a = ~0)
A-)

—a, —a, (—a[ = ]~c) —b, —a, (—a[=T]~c)
| (=) | (=)

—|a7 ﬂa7 —\—\a/7 —C —|b7 _‘U/, —|—\a7 —C

It is easy to see that we need only one more step to complete the process of
constructing the unique decomposition tree of T 4, namely, by decomposing the
sequences: —a, -a, "—a, ¢ and —b, —a, 0—a, c.

The complete decomposition tree T 4 is:
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Tx
((aUb) = —|a)(—|a = —0))
®)
((aUb)[=T]ra), (ma = —c)
| (=)
(ab), —a, (ma = —c)

AEL)

—a, —a, (—a[=]~c) —b, —a, (—a[=T~c)
| (=) [ (=)
-a, ~a,[ -, e —b, —a,[——a, e
| (=) | (=)
—a, 2a, a, =b, —a, a, —c

All leafs are axioms, the tree represents a proof of A in RS

Exercise 6.3

Prove that the formula A = (((a = b) N —¢) U (a = ¢)) is not provable in RS,
i.e.
Frs (((a=0b)N=c)U(a=c)).

Solution
We construct the formula A decomposition tree as follows.

Ta
(((a=b)N=c)U(a=c))

| (V)

((a=b)N=c),(a=c)

A

(a=0b),(a=c) —¢, (a=c)
| (=) | (=)
—a, b, (a = c) ¢, —a, ¢
| (=)

—a, b, —a,c

The above tree T 4 is unique by the Theorem 6.1 and represents the only possible
search for proof of the formula A = ((a = b) N —¢) U (a = ¢)) in RS. It has a
non-axiom leaf, hence by Theorem 6.1 the proof of A in RS does not exists.
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6.3 Strong Soundness and Completeness

Our main goal is to prove the Completeness Theorem for RS. The proof of
completeness presented here is due to Rasiowa and Sikorski, as is the proof
system RS. Their proof, and the proof system was inverted for the classical
predicate logic and was published in 1961. We present their predicate logic proof
system QRS together with the proof of its completeness in chapter 10. Both
completeness proofs, for propositional RS and predicate QRS proof systems,
are constructive as they are based on a direct construction of a counter model
for any unprovable formula. The construction of a counter model for a formula
A uses directly its decomposition tree T 4. We call such constructed model a
counter model determined by the tree T 4. Both proofs relay heavily of the
notion of a strong soundness. We define it now, adopting Chapter 4 general
definition to our semantics.

Definition 6.4 ( Strongly Sound Rules)

Given a proof system S = (L,E, LA, R) An inference rule r € R of the form

r) P P ... ; Py
C

is strongly sound (undef classical semantics) if the following condition holds
forallv: VAR — {T,F}

v ={P, P2, .Pn} ifandonlyif v E C. (6.14)

We say it less formally that a rule (r) is strongly sound if the conjunction of
its premisses is logically equivalent with the conclusion, i.e.

PNPN...NP,=C. (6.15)

Definition 6.5 (Strongly Sound S)

A proof system S = (L,E,LA,R) is strongly sound (undef classical semantics)
if and only if all logical axioms LA are tautologies and all its rules of inference
r € R are strongly sound.

Theorem 6.2 (Strong Soundness)
The proof system RS (6.18) is strongly sound.

Proof

The logical axioms (6.9), (6.10) are tautologies by Fact ??. We prove as an
example the strong soundness of two of inference rules: (U) and (=U). Proofs
for all other rules follow the same patterns and are left as an exercise. By
definition 6.4 of strong soundness we have to show the condition (8.77). Written

262



formally it says that we have to show that that if P;, P, are premisses of a given
rule and C is its conclusion, then for all truth assignments v : VAR — {T, F'},
v*(Py) = v*(C) in case of one premiss rule, and v*(Py) Nv*(Py) = v*(C), in
case of a two premisses rule. Consider the rule (U).

) I'A B,A
I'",(AUB),A’

By the definition:

/

v (T, A, B, A) = v* (O 4 p.ay) = v*(I7) Uv*(A) Uv*(B) Uv*(A) = v*(T") U
v (AUB) Uv™(A) = v" (81 (aup),ay) = v (I, (AU B), A).
Consider the rule (-U).

~U) I',-A,A : I',-B,A
B I',~(AUB),A

By the definition:

v (I, =A, A) N (T, =B, A) = (v*(I") Uv*(=A) Uv*(A)) N (v*(T") Uv* (-B) U
v*(A)) = (v*(I,A) Uv*(=A)) N (v*(T',A) Uv*(—=B)) = by distributivity =
(v*(T", A) U (v*(=A) Nv*(=B)) = v*(I") Uv*(A) U (v*(~AN—-B)) = by the log-
ical equivalence of (mAN=B) and =(AUB) =v* (01 _(aup),a} = v*(I', =(AU
B),A)).

Observe that the strong soundness implies soundness (not only by name!), hence
we have also proved the following.

Theorem 6.3 (Soundness for RS)

For any I € F~*,
if Frs T, then = T. In particular, for any A€ F, if Frs A, then |E A.

We have just proved (Theorem 6.2) that all the rules of inference of RS of are
strongly sound, i.e. C'= P and C' = P; N P,. The strong soundness of the rules
means that if at least one of premisses of a rule is false, so is its conclusion. Hence
given a formula A, such that its T 4 has a branch ending with a non-axiom leaf.
By Strong Soundness Theorem 6.2, any v that make this non-axiom leaf false
also falsifies all sequences on that branch, and hence falsifies the formula A. This
means that any v, such that it falsifies a non-axiom leaf is a counter-model
for A. We have hence proved the following.

Theorem 6.4 (Counter Model)

263



Given a formula A € F such that its decomposition tree T4 contains a non-
axiom leaf L 4. Any truth assignment v that falsifies the non-axiom leaf L 4 is
a counter model for A. We call it o counter-model for A determined by the
decomposition tree T 4.

Here is a simple example explaining how the construction of a counter-model
determined by the decomposition tree of a works. Consider a tree

Ta
(((a=b)N=c)U(a=c))

| (V)

((a=b)N=c),(a=c)

A

(a=1b),(a=c) —¢, (a=c¢)
| (=) [ (=)
—a, b, (a = c) e, a, ¢
| (=)

—a, b, —a,c
Y b

The tree T4 has a non-axiom leaf Ly : —a, b,—a, c¢. The truth assignment
v: VAR — {T, F} that falsifies the leaf —a, b, ~a, ¢ must be such that

v*(—a, b, —a, ¢) = v*(—a)Uv* (b)Uv* (—a)Uv*(c) = —v(a)Uv(b)U—w(a)Uv(c) = F,
i.e. v must be such that —v(a) Uv(b) U —w(a) Uwv(c) = F. We hence get that
v(a) =T, v(b)=F, wv(c)=F. By the Counter Model Theorem 6.4, the truth
assignment v determined by the non-axiom leaf also falsifies the formula A, i.e.
we proved that v is a counter model for A and

E (((a=b)N—c)U(a=c)).
The Counter Model Theorem 6.4, says that the logical value F determined by

the evaluation a non-axiom leaf ”climbs” the decomposition tree. We picture it
as follows.

Ta
((a=b)Nn-c)U(a=>c))=F

| (V)

((a=b)Nn=c),(a=c)=F
A
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(a=1b),(a=c)=F —¢, (a = c¢)

| (=) | (=)
-a,b,(a=c)=F —¢, a, ¢
| (=) azxiom

-a,b,—a,c=F

Observe that the same counter model construction applies to any other non-
axiom leaf of T 4, if exists. The other non-axiom leaf of T 4 defines another
evaluation of the non- axiom leaf to F that also ”climbs the tree” and hence
defines another counter- model for a formula A. By Counter Model 6.4 all
possible restricted counter-models for A are those determined by its all non-
axioms leaves.

In our case the tree T4 has only one non-axiom leaf, and hence the formula
(((a=1b)N—c)U (a = c)) only only one restricted counter model.

Our main goal is to prove the Completeness Theorem for RS. We prove first
the Completeness Theorem for formulas A € F and then we generalize it to any
sequences I' € F*.

Theorem 6.5 (Completeness Theorem)

For any formula A € F,
1. Frs A if and only if = A, and for any T' € F*,
2. Frs I'if and only if = T.

Proof
Case 1. We have already proved the Soundness Theorem 6.3, so we need to
prove only the completeness part of it, namely to prove the implication:

if E A, then btgrg A. (6.16)
We prove instead of the opposite implication:

if  Frs A then Fé A. (617)

Assume that A is any formula is such that fgrg A. By the Decomposition Tree
Theorem 6.1 the tree T4 contains a non-axiom leaf L 4. We use the non-axiom
leaf L, to define a truth assignment v: VAR — {T, F} which falsifies it
as follows:

F if a appearsin L4
via)=< T if ma appears in L4
any value if a does not appear in L4

By the Counter Model Theorem 6.4we have that v also falsifies the formula
A. We proved that
e A
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and it ends the proof of the case 1.

Case 2. Assume that I' € F* is any sequence such that frg I'. But obviously,
Frs I if and only if Frg dp, where dr is any disjunction of all formulas of T'.
So Frs T if and only if frs dr and by already proven Case 1, = dr what is
obviously equivalent to = T'. This ends the proof of Case 2 and Completeness
Theorem.

6.4 Proof Systems RS1 and RS2

We present here a two modifications of the system RS as an exercise of impor-
tance of paying close attention to the syntax. Proof systems might be, as all
presented here RS type systems are, semantically identical, nevertheless they
are very different proof systems.

Language of RS1 is the same as the language of RS, i.e.

L= L{ﬂ,:>,u,m}-

Rules of inference of RS1 operate as rules of RS on finite sequences of for-
mulas and we adopt

E=F"
as the set of expressions of RS1 . We denote them, as before, by I', A, X ...,
with indices if necessary.

The proof system RS1 contains seven inference rules, denoted by the same
symbols as the rules of RS, namely (U), (-U), (N), (-N), (=), (=

) (=)

The inference rules of RS1 are quite similar to the rules of RS Look at them
carefully to see where lies the difference.

Reminder Any propositional variable, or a negation of propositional variable
is called a literal. The set LT =VARU{-a: a € VAR} is called a set of
all propositional literals. The variables are called positive literals. Negations of
variables are called negative literals. We denote, as before, by F', A', E/, e
finite sequences (empty included) formed out of literals. We adopt all logical
axiom of RS as the axioms of RS1, i.e. logical axioms LA of RS1 are:

’ ’ ’
F17 a7 F27 "&, FS)

Ty, —a, Ty, a, Ty
where a € VAR is any propositional variable.

We define the inference rules of RS1 as follows.
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Disjunction rules

()F,A,B,A’ ( )F,ﬁA,A' . T, =B, A
I, (AUB), A" I', - (AuB), A’ ’

Conjunction rules

I, A, A" : T, B, A I, -4, -B, A’
(M) — OO0 =
T, (ANB), A I',-(ANB),A
Implication rules
r, -A, B, A’ I, A, A" : T, =B, A

S rase s U7 T oase

Negation rule
ooy D A A
VT, oA A

where I € F*, A" € LT*, A, B € F.

Proof System RS1

Formally we define the proof system RS1 as follows.
RS1 = (L~ ~uny, & LA, R), (6.18)

where £ = {I': T € F*}, LA is the set logical axioms and R is the set of rules
of inference defined above.

Exercise 6.4

Construct a proof in RS1 of a formula

A= (~(anb) = (—aU-b)).

Solution
The decomposition tree below is a proof of A in RS1 as all its leaves are axioms.

Ta
(=(anb) = (~aU—b))

(=)

(==(and), (—aU-d)
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| (V)

ﬁﬁ(a Nb),-a,—b

[ (=)

(anb),—a,—b
A

a,—a, b b, —a,—b

Exercise 6.5

Prove that RS1 is strongly sound.

Solution

Observe that the system RS1 is obtained from RS by changing the sequence I"
into I' and the sequence A into A’ in all of the rules of inference of RS. These
changes do not influence the essence of proof of strong soundness of the rules
of RS. One has just to replace the sequence I'" by T' and the sequence A by A’
in the proof of strong soundness of each rule of RS to obtain a corresponding
proof of strong soundness of corresponding rule of RS1. We do it, for example
for the rule (U) of RS1. Consider the rule (U) of RS1:

I, A, B, A

V)t G@on, A

We evaluate:

’

V(0 A, B,A") = 0" (§ip 4 5 ary) = v (D) Uv*(A) Uv*(B) Uv(A)
=" (1)U v*(AUB)Uv"(A)) = v*(d(r (aumy.ary) = v (T, (AU B), A).

Exercise 6.6

Define in your own words, for any formula A € F the decomposition tree T 4
i RS1.

Solution

The definition of the decomposition tree T 4 is again, it its essence similar
to the one for RS except for the changes which reflect the differences in the
corresponding rules of inference. We follow now the following steps.

Step 1 Decompose A using a rule defined by its main connective.

Step 2 Traverse resulting sequence I' on the new node of the tree from right
to left and find the first decomposable formula.

Step 3 Repeat Step 1 and Step 2 until there is no more decomposable
formulas. End of tree construction.
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Exercise 6.7

Prove the following Completeness Theorem for RS1.

Theorem 6.6

For any formula A € F,
1. Frs1 A if and only if E A, and for any T € F*,
2. Frsi Difand only if E T.

Solution Part 1.
Observe that directly from the definition of the uniqueness of the decomposition
tree T4 we have that the following holds.

Fact 6.3

The decomposition tree T 5 is a proof if and only if all leaves are axioms and
the proof does not exist otherwise, i.e. we have that frs1 A if and only if
there is a non- axiom leaf on T 4.

The Fact 6.3 together with strong soundness of the rules of inference of RS1
justify the correctness of construction of a counter-model generated by a the
a non- axiom leaf and hence the correctness of the following proof of the
Completeness Theorem.

We prove, as we did in case of RS the implication

if Frsi1 A then K A

Assume that A is any formula such that frgi A. By the Fact 6.3 the decom-
position tree T 4 contains a non-axiom leaf L 4. We use the non-axiom leaf L 4
and define a truth assignment v which falsifies A, as follows:

F if a appearsin L
via)=<¢ T if ma appears in L4
any value if a does not appear in L4.

This proves, by the strong soundness of RS1, that [~ A.

The proof of Part 2. is identical to the proof in RS case.

Proof System RS2 (6.19)

System RS2 is a proof system obtained from RS by changing the sequences r
into I in all of the rules of inference of RS. The logical axioms LA remain
the same. Observe that now the decomposition tree may not be unique

Exercise 6.8
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Construct two decomposition trees in RS2 of the formula

A= (=(-a= (an=b)) = (maN(-aU-Db))).

Solution
Here are two out of many more decomposition trees.

T1a
(=(ma => (an=b)) => (-a N (-aU-b)))
| (=)
—=(=a => (aN b)), (maN (—aU-b))
| (=)
(ma => (an=b)), (manN (—aU b))
| (=)
—=a, (a N =b), (ma N (—a U —b))
| (=)
a, (aN=b), (—a N (—a U b))
A
a,a, (—a N (—a U b)) a, b, (ma N (-a U —b))

A Q)

a,a.ma,(-aU=-b) a,a,(—aU-b) a,=b,—a  a,—b, (—aJ-b)
| (V) | (V) axiom | (U)
a, a.—a, -a, b a,a,a, b a, —b, —a, —b
artom axiom axiom

The other tree is:

T24
(=(=a => (an=b)) => (ma N (—a U -b)))

| (=)
—=(=a => (aN-b)), (ma N (—aU-b))
| (=)
(ma => (anN b)), (man (—aU-b))

A
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(ma => (an=b)), na
( (ma => (aN b)), (ma U —b)

| (=)
(——a, (a N =b)), ~a | (U)

| (=) (ma => (a N =b)), —~a, b

a, (aN=b),—a [ (=)
/\(ﬂ) (==a, (a N =b),—a,—b
| (=)
0.0, —a 0. —b.—a a, (a N =b),-a, b

‘ ' A

a,a,-a,—b  a,—b,~a, b

axiom axiom

Exercise 6.9

Explain why the system RS2 s strongly sound. You can use the strong
soundness of the system RS.

Solution

The only one difference between RS and RS2 is that in RS2 each inference rule
has at the beginning a sequence of any formulas, not only of literals, as in RS.
So there are many ways to apply the decomposition rules while constructing the
decomposition tree, but it does not affect strong soundness, since for all rules
of RS2 premisses and conclusions are still logically equivalent as they were in
RS .

Consider, for example, RS2 rule

L) I''A, B, A
I, (AUB),A’
We evaluate v*(T', A, B, A) = v*(I') Uv*(A) Uv*(B) Uv*(A) = v*(T) Uv* (AU
B)Uv*(A) =v*(T, (AU B),A). Similarly, as in RS, we show all other rules of
RS2 to be strongly sound, thus RS2 is sound.

Exercise 6.10

Define shortly, in your own words, for any formula A, its decomposition tree
T4 in RS2. Justify why your definition is correct. Show that in RS2 the
decomposition tree for some formula A may not be unique.

Solution
Given a formula A. The decomposition tree T 4 can be defined as follows. It has
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A as a root. For each node, if there is a rule of RS2 which conclusion has the
same form as node sequence, i.e. there is a decomposition rule to be applied,
then the node has children that are premises of the rule. If the node consists
only of literals (i.e. there is no decomposition rule to be applied), then it does
not have any children. The last statement define a termination condition for
the tree T 4.

This definition defines correctly the decomposition tree T 4 as it identifies and
uses appropriate decomposition rules. Since all rules of inference of RS2 have
a sequence I instead of I as it was in RS, the choice of the decomposition rule
for a node may not unique. For example consider a node (a => b), (bUa).
I' in the RS2 rules may be a sequence of formulas, not only literals, so for the
node (a=>b), (bUa) we can choose as a decomposition rule either (=>) or
(U). This leads to a non-unique tree.

Exercise 6.11

Prove the following Completeness Theorem for RS2.

Theorem 6.7

For any formula A € F,
1. Frs2 A if and only if = A, and for any T € F*,
2. Frs2 Difand only if = T.

Solution
We need to prove the completeness part only, as the Soundness has been already
proved, i.e. we have to prove the implication (Part 1): for any formula A,

if /rs2 A then %A

Assume Hrgo A. Then every decomposition tree of A has at least one non-
axiom leaf. Otherwise, there would exist a tree with all axiom leaves and it
would be a proof for A. Let T4 be a set of all decomposition trees of A. We
choose an arbitrary T4 € T4 with at least one non-axiom leaf L. We use the
non-axiom leaf L 4 to define a truth assignment v which falsifies A, as follows:

F if a appearsin L4
via)=<¢ T if -a appearsin L4

any value if a does not appear in L

The value for a sequence that corresponds to the leaf in is F. Since, because of
the strong soundness F ”climbs” the tree, we found a counter-model for A. This
proves that £ A. Part 2. proof is identical to the proof in RS case.

Exercise 6.12
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Write a procedure TREFE 4 such that for any formula A of RS2 it produces its
unique decomposition tree.

Solution
Here is the procedure.

Procedure TREE 4(Formula A, Tree T)

{

B = ChoseLeftMostFormula(A) // Choose the left most formula that is
not a literal

¢ = MainConnective(B) // Find the main connective of B

R = FindRule(c)// Find the rule which conclusion that has this connective

P = Premises(R)// Get the premises for this rule

AddToTree(A, P)// add premises as children of A to the tree

For all p in P // go through all premises

TREEA(p,T) // build subtrees for each premiss

Exercise 6.13

Prove completeness of your Procedure TREFE 4.

Solution

Procedure TREE 4 provides a unique tree, since it always chooses the most
left indecomposable formula for a choice of a decomposition rule and there is
only one such rule. This procedure is equivalent to RS system, since with the
decomposition rules of RS the most left decomposable formula is always chosen.
The proof RS system is complete, thus this Procedure TREFE 4 is complete.

6.5 Gentzen Sequent Systems GL, G, LK

Gentzen proof systems GL and G for the classical propositional logic presented
here are inspired by and all are versions of the original (1934) Gentzen system
LK. Their axioms, the rules of inference of the proof system considered here
operate, as the original Gentzen system LK, on expressions called by Gentzen
sequents, hence the name Gentzen sequent proof systems, called also Gentzen
sequent calculus, or sequents calculus. The original system LK is presented and
discussed in detail in section 6.7.

6.5.1 Gentzen Sequent Systems GL and G

The system GL presented here is the most similar in its structure to the system
RS (6.18) and hence is the first to be considered. It admits a constructive
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proof of the Completeness Theorem that is very similar to the proof of the
Completeness Theorem for the system RS.

Language of GL

We adopt a propositional language £ = L, — - with the set of formulas
denoted by F and we add a new symbol — called a Gentzen arrow, to it.
It means we consider formally a new language £1 = L{yn =~} U{—} As
the next step we build expressions called sequents out of £;. The sequents are
built out of finite sequences (empty included) of formulas, i.e. elements of F*
of L{y,n,= -}, and the additional sign —.

We denote , as in the RS system, the finite sequences of formulas of of Ly, A . -y
by Greek capital letters
LAY, ...,

with indices if necessary. We define a sequent as follows.

Definition 6.6 (Sequent)

For any ', A € F*, the expression
r—A

1s called a sequent. I is called the antecedent of the sequent, A is called the
succedent, and each formula in T’ and A is called a sequent-formula.

Intuitively, a sequent Aj,...,A, — Bi,..., By, (where n,m > 1) means: if
AiN...NA, then ByU..UB,,. The sequent Aj,...,A, — (where n >1)
means that A1 N...N A, yields a contradiction. The sequent — Bj, ..., B;,
(where m > 1) means that By U ...U By, is true. The empty sequent —
means a contradiction.

Given non empty sequences I, A, we denote by or any conjunction of all
formulas of ', and by da any disjunction of all formulas of A. The intuitive
semantics for a sequent I' — A (where I, A are nonempty) is hence that it is
logically equivalent to the formula (o1 = da), i.e.

I' — A = (or = da).
Formal semantics

Formally, let v: VAR — {T, F'} be a truth assignment, v* its extension to the
set of formulas F. We extend v* to the set

SQ={l'—A: T, AeF"} (6.20)
of all sequents as follows.
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Definition 6.7 For any sequent ' — A € SQ,
v* (T — A) = v*(or) = v*(da).

In the case when I’ = () we define: v*( — A) = T = v*(da). In the case
A = () we define v*(I' — ) = v*(op) = F.
Model

The sequent I' — A'is satisfiable if there is a truth assignment v : VAR —
{T, F} such that v*(I' — A) = T'. Such a truth assignment is called a model
for ' — A. We write

vE T — A

Counter- model

The sequent I' — A is falsifiable if there is a truth assignment v, such that
v*(I — A) = F. In this case v is called a counter-model for ' — A and
we write it as

vE T — A

Tautology

The sequent ' — A is a tautology if v*(I' — A) = T for all truth
assignments v : VAR — {T, F'} and we write

ET — A

Example 6.2
LetT' — A be a sequent
a,(bna) — —b, (b= a).

Any truth assignment v, such that v(a) = T and v(b) = T is a model for
I — A, e
E a,(bNna) — —b, (b= a).

We verity it by performing the following computation.

v*(a,(bNa) — =b,(b=a)) = v*(0(a,na)}) = v (0{-b,0=a)}) = v(@)N
(v(b)Nv(a)) = wb)U(vd) =v(a) = TNTecapT = -TU(T =T) = T=
(FUT) = T=T = T.

Observe that the only v for which v*(T") = v*(a, (bNa) = T is the above v(a) = T
and v(b) = T that is a model for ' — A. Hence it is impossible to find v
which would falsify it, what proves that I' — A is a tautology, i.e.

E a,(bNna) — b, (b= a).
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The Proof System GL

The rules of inference of GL are of the form:
Py P P
—  or ———=,
C C

where Py, P, and C are sequents. P;, P, are called premisses and C is called the
conclusion of the rule of inference. FEach rule of inference introduces a new logical
connective to the antecedent or to the succedent of the conclusion sequent. We
denote the rule that introduces the logical connective o to the antecedent of the
conclusion sequent P by (o —). The notation (— o) means that the logical
connective is introduced to the succedent of the conclusion sequent P.

As our language contains the connectives: N, U, = and —, we are going to adopt
the following inference rules: (N —) and (— N), (U —) and (— U), (=—) and
(—=), and finally, (- —) and (— ).

Definition 6.8

Finite sequences formed out of positive literals i.e. out of propositional vari-
ables are called indecomposable. We denote them as before by

’ ’
r,A, ...
with indices, if necessary.

A sequent is indecomposable if it is formed out of indecomposable sequences,
i.e. is of the form ) )

r — A
for any I',A" € VAR*.

Remark that now the symbols F,, Al, ... denote sequences of variables (pos-
itive literals), and not sequences of literals as in (RS.

Axioms of GL

As the axioms of GL we adopt any indecomposable sequent sequent which
contains a positive literal a (variable) that appears on both sides of the sequent
arrow —, i.e any sequent of the form

1—\/17 a, FIQ — All, a, AIQ, (621)

for any a € VAR and any sequences I''1, 175, A'1, A/5 € VAR".

Semantic Link

276



Consider axiom (6.21). Directly from the Definition 6.7 of semantics for bf GL
we evaluate (in shorthand notation), for any truth assignments v : VAR —

{T, F'}, the following (in shorthand notation).
U*(F/l, a, PIQ — All,a,A/g) =

(ory, N a Norr,) = (da, UaUdar,) =T.

The evaluation is correct because = (((AN a)N B) = (CUa)UD))). We have

thus proved the following.

Fact 6.4

Logical axioms of GL are tautologies.

Inference Rules of GL

We adopt the following rules of inference.

Conjunction rules

')A, B,T — A

(6.22)

I — AAAN ;T — ABA

=) v anpTr > a0 0 T — A, (ANB),A

Disjunction rules

I — AA B A
(= V)

)

I')AT — A I',B,l — A

I = a(aup a7 ' (AUB),IT — A

Implication rules

I',A I — A,BA
I',T — A,(A= B),A"’

(==)

I'T — AAAN T.BT — AA

(==) [',(A= B),l — AA :

Negation rules

I'T — AA N I' AT — AN

(= =)

Formally we define:
GL = (‘67 5Q, LA, (U)7 (_‘U)a (m)v (_‘m)v (:>)’ (_‘ :>)? (_‘_‘))7
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where SQ ={T — A: T,A € F* }, (U),(=U),(N), (=N), (=), (- =), (—)
are the inference rules defined above and AL are the logical axioms of the system
defined by the schema (6.21).

We define the notion of a bf formal proof in GL as in any proof system, i.e.,
by a formal proof of a sequent I' — A in the proof system GL we understand
any sequence

Iy — Al, I'y — AQ, ceeny I, — An

of sequents, such that I'y — A; € AL, T', — A, =T — A, and for all i
(1<i<n)T; — A; € AL, or T'; — A, is a conclusion of one of the inference

rules of GL with all its premisses placed in the sequence I'y — Ay, ...T;_1 —
Ai— 1-

We write, as usual, Fgr, I' — A to denote that I' — A has a formal proof in
GL, or we write simply - I' — A when the system GL is fixed.

We say that a formula A € F, has a proof in GL and denote it by Fgr, A if the
sequent — A has a proof in GL, i.e. we define:

FqrL A if and only if Fq, — A. (6.24)

We write, however, the formal proofs in GL in a form of proof trees rather then
in a form of sequences of sequents.

Proof trees

A proof tree ' — A is a tree Tr__, A satisfying the following conditions:
1. The topmost sequent, i.e the root of Tr_,a isT' — A.

2. All leaves are axioms.

3. The nodes are sequents such that each sequent on the tree follows from the
ones immediately preceding it by one of the rules.

We picture, and write our proof-trees, as we did in case of RS type systems,
with the node on the top, and leafs on the very bottom, instead of more common
way, where the leaves are on the top and root is on the bottom of the tree. We
also write the proof- trees indicating additionally the name of the inference rule
used at each step of the proof.

Here is a tree- proof of the de Morgan law (—(aNb) = (-a U —b)).

— (~(anb) = (-aU-b))
| (==)
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—(anb) — (maU-d)
| (= V)
—(anNb) — —a,-b
[ (=)
b,—(aNb) — -a
[ (=)
b,a,—~(aNb) —
(=)

b,a — (aNb)

/\(—> N)

ba — a ba— b

Remark 6.1

The proof search in GL (to be defined by the decomposition tree) results are not
always unique; one formula (sequent) can have many proofs.

Here is another proof in GL of the de Morgan Law.

— (=(anbd) = (maU-d))
| (==)
=(anbd) — (—aU-d)

b — —a,(anb)

A=)

b— —a,a b— —a,b
[ (— ) | (— )
ba — a ba— b
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The process of searching for proofs of a formula A in GL consists, as in the RS
type systems, of building decomposition trees. Their construction is similar to
the one defined for RS type systems and is described intuitiively as follows.

We take a root of a decomposition tree T4 a sequent — A. For each node, if
there is a rule of GL which conclusion has the same form as the node sequent,
then the node has children that are premises of the rule. If the node consists
only of an indecomposable sequent (built out of variables only), then it does not
have any children. This is a termination condition for the decomposition tree.

We prove that each formula A generates a finite set T4 of decomposition trees,
such that the following holds. If there exist a tree T4 € T4 whose all leaves are
axioms, then tree T4 constitutes a proof of A in GL. If all trees in T4 have at
least one non-axiom leaf, the proof of A does not exist.

The first step in formally defining a notion of a decomposition tree consists of
transforming the inference rules of GL, as we did in the case of the RS type
systems, into corresponding decomposition rules.

Decomposition rules of GL

Building a proof search decomposition tree consists of using the inference rules
in an inverse order; we transform the inference rules into decomposition rules
by reversing the role of conclusion and its premisses. We call such rules the
decomposition rules. Here are all of GL decomposition rules.

Conjunction decomposition rules

I' (AnB),I — A’

(=) I — A, (ANB),A
I"A,B,T — A"’

I — AAA ;T — ABA”

(=)

Disjunction decomposition rules

I — A, (AUB),A
I — AABA

', (AUB),I — A’
I',AT — A" ;I",B,I' — A"

(= V) (U—)

Implication decomposition rules

I'I' — A, (A= B),A’
I’ AT — A,B,A"
I' (A= B),l — AA
I'T' — AAAN ;T'.BT — AA"’

(==)

(=—)

Negation decomposition rules
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(o) I',-AT — A A - )r’,r — A, AN
B I'T — AAA VTUAT — AN

We write the decomposition rules in a visual tree form as follows.

(= U) rule
I — A, (AUB), A
| (=)
I — AABA
(U =) rule
I',(AUB),T — A
A=)
I'JAT — A r'B,T — A
(= N) rule
I — A, (ANB),A
/\(—> N)
, I > ABA
I — AAA
(N —) rule
I' (ANB),I — A
[ (M=)
I' A, BT — A
(—=) rule
I'T — A, (A= B),A’
| (==)
I' AT — ABA
(=—) rule
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I' (A= B),Il — A A

/\(ﬁ%)

I'T — AAA I'B,T — AA

(= =) rule

' -AT — AA

[ (= =)

I'T — AAA

(— =) rule
I'T — A-4,A

[ (= =)

' AT — AA

Observe that we use the same names for the inference and decomposition rules,
as once the we have built a decomposition tree (with use of the decomposition
rules) with all leaves being axioms, it constitutes a proof of A in GL with
branches labeled by the proper inference rules.

We have /alreadyldeﬁned Qdeﬁ/nition 6.8) indecomposable sequence as any se-
quence I' — A when I' J/A € VAR*. In particular, a formula that is not
a positive literal (propositional variable) is called a decomposable formula,
and a sequent I' — A where either I" or A contains a decomposable formula
is called a decomposable sequent.

By inspecting the domain of the rules we can see that at most two rules could
apply for any given decomposable sequent I' — A.

For any decomposable sequent, at most two decomposition rules can be applied
to it. This rule is determined by the first decomposable formula in I' when we
traverse it from left to right, and by the main connective of that formula, or by
the first decomposable formula in A when we traverse it from the right to left,
and by the main connective of that formula. We hence are now ready to define
a decomposition tree.
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Decomposition Tree T _. 4
For each formula A € F, a decomposition tree T_, 4 is a tree build as follows.

Step 1. The sequent — A is the root of T_, 4 and for any node I' — A of
the tree we follow the steps below.

Step 2. If I' — A is indecomposable, then I' — A becomes a leaf of the
tree.

Step 3. If I' — A is decomposable, then we pick a decomposition rule that
applies by matching the sequent of the current node with the domain of the
decomposition rule. To do so we proceed as follows.

1. We traverse I' from left to right to find the first decomposable formula.
Its main connective o identifies a possible decomposition rule (o —). Then
we check if this decomposition rule applies. If it does we put its conclusions
(conclusion) as leaves (leaf).

2. We traverse A from right to left to find the first decomposable formula.
Its main connective o identifies a possible decomposition rule (— o). Then
we check if this decomposition rule applies. If it does we put its conclusions
(conclusion) as leaves (leaf). 3. If 1. and 2. applies we choose one of the rules.

Step 4. We repeat steps 2 and 3 until we obtain only leaves.

Observation 6.1

The decomposable ' — A is always in the domain in one of the decomposition
rules (o0 —), (— o), or in the domain of both. Hence the tree T_, 4 may not
be unique and all possible choices of 3. give all possible decomposition trees.

We generalize the definition of T 4 to the decomposition tree Ty, of any
sequent ¥ — A € SQ as follows.

Decomposition Tree Ty .5

Step 1. The sequent X — A is the root of Ty__. 4, and for any node I' — A
of the tree we follow the steps below.

Step 2. If I' — A is indecomposable, then I' — A becomes a leaf of the
tree. Step 3. and Step 4. are the same as in the above definition of the tree
T_ 4.

Exercise 6.14

Prove, by constructing a proper decomposition tree that

For((—a = b) = (=b = a)).
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Solution
By definition,we have that

Fer((—a = b) = (-b=-a)) if and only if Fgr — ((—a = b) = (-b = a)).

We construct a decomposition tree as follows.

T—>A
— ((ma=b) = (b= a))

| (==)
(ma = b) — (-b=a)
| (==)
b, (ma=0b) —a
[ (=)

(—ma=0b) — b,a

NE=—)

— -a,b,a b—b,a
| (=) axiom
a — b,a
axiom

All leaves of the tree are axioms, hence it constitutes a proof in GL.

Exercise 6.15

Prove, by constructing proper decomposition trees that

Fer((a=0b) = (-b=a)).

Solution

Observe that for some formulas A, their decomposition tree T_, 4 in GL may
not be unique. Hence we have to construct all possible decomposition trees to
see that none of them is a proof, i.e. to see that each of them has a non axiom
leaf. We construct the decomposition trees for — A as follows.

T1 4
— ((a = b) = (-b=a))

(one choice)
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| (==)
(a=b) — (-b=a)
( first of two choices )
| (—==)
-b,(a=b) — a
(one choice)
| (= =)
(a=b) — ba

(one choice)

/\(:>—>)

— a,b,a b—b,a

non — ariom axiom

The tree contains a non- axiom leaf, hence it is not a proof. We have one more
tree to construct.
T2~>A
— ((a=b) = (-b=a))

| (==)
(a=b) — (-b=a)

(second choice)

/\(:>*>)

— (mb=a),a b— (mb=a)
| (—=) | (—==)
-b— a,a b,-b— a
| (= =) | (= =)

— b,a,a b — a,b

non — ariom axiom

All possible trees end with a non-axiom leaf. It proves that

Far((a=b) = (b= a)).

Exercise 6.16

Does the tree below constitute a proof in GL?
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T%A
— ==((—a = b) = (=b = a))

| (=)
=((ma=b) = (-b=a)) —
| (= =)
— ((ma = b) = (=b = a))
| (==)
(ma = b) — (-b=a)
| (==)
(—ma=0b),-b—a
| (= =)

(ma = b) — b,a

/\(:>~>)

— —a,b,a b—b,a
| (— ) aziom
a— b,a
ariom

Solution
The tree above is not a proof in GL because a decomposition rule used in the
decomposition step below does not exists in GL

(ma=0b),7b—a
| (= =)
(ma = b) — b,a.

It is a proof is some system GL1 that has all the rules of GL except its rule

(=)
I'T' — A, A A

C=) AT S A

This rule has to be replaced in by the rule:

(= ) I,T' — A, A, A
T CA T S AN
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6.6 GL Soundness and Completeness

The system GL admits a constructive proof of the Completeness Theorem,
similar to completeness proofs for RS type proof systems (Theorems 9.7, 6.6,
6.7). It also relays on strong soundness property of its inference rules. We are
going to prove that the following holds.

Theorem 6.8 (GL Strong Soundness)
The proof system GL is strongly sound.

Proof We have already proved (Fact 6.4) that logical axioms of GL are tau-
tologies, so we have to prove now that its rules of inference are strongly sound
(definition 6.4). Proofs of strong soundness of rules of inference of GL are more
involved then the proofs for the RS type rules. We prove as an example the
strong soundness of four of inference rules. Proofs for all other rules follows the
same patterns and is left as an exercise.

By definition 6.4 of strong soundness we have to show the condition (8.77).
Written formally it says that we have to show that that if P;, P are premisses
of a given rule and C is its conclusion, then for all truth assignments v :
VAR — {T,F},

v*(P1) =v*(C) in case of one premiss rule, and

v*(P1) Nv*(Py) = v*(C),in case of a two premisses rule.

In order to prove it we need additional classical equivalencies listed below. You
can fond a list of most basic classical equivalences in Chapter 3.

(A=B)Nn(A=0)=(A= (BNn(O))
(A=C)n(B=0C)=((AUuB)=0C)
(ANB)=C)=(A= (-BUCQ))

() ')A, B,T — A
I''.(AnB),I' — A’

’ /

v, A, B,T — A') = (v* (") no* (A)nw*(B)No*(T)) = v*(A) = (v* ()N
v*(AN B)Nv* (D)) = v* (A ):v( "(ANB),I — A

I — AAA ;T — ABA
I — A, (ANB),A

(=)

)ynv' (D — A, B,A") /
Vv (A) Uv(A")) N (0" (T) = v*(A) Uv* (B) Uwv*(A"))

<

T — AAN
(v*(T) = v*(A)
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[we use : (A= B)N(A=C))=(A=(BNC))] /
=v"(I") = ((v"(A) Uv*(A) Uv*(A)) N (v*(A) Uv*(B) Uv*(A)))
[we use commutativity and distributivit}f]

=v'(D) = (v (A) U (v (AN B))Uv*(A))

=v*( — A, (ANB),A")

U ) I' AT — A, T',BT — A
I',(AUB),IT — A

“TAT — A)no'(I',B,T —A) ,
(0" (1) no*(A) o™ (1) = v*(A)) N (" () No*(B) No*(D)) = v*(A))
we use: ((A:>C’) (B:>C’))E’((AUB):>C']) )
(v*(I") N (A) No* (C) U (') no*(B) Nv(l) = v*(A)
(0" (") No*(T) Nv*(A)) U ((v*(T") Nv*(T) Nw*(B)) = v*(A")
we use commutatlwty and distributivity] )

(V" (I") N o™ () N (v (AU B)) = v*(A)

=v*(T (AUB) r — A)

=1l s

) I'AT — AN
I',T — A, AN

(- -

v (T, AT — A A :v*(F/)ﬂv*(A)ﬂy*(F) = v*(A) Uv*(A")

= (v*(I') No*(D)) Nv*(4) = v*(A) Uv™(A)

[we use: ((AﬂB)éC)E(Aﬁ(—\BUC’))] , /

= (v*(I) No* (1) = ~w*(A) Ve (A)Uv™(A) = (" (I") No*(l) = v*(A) U
v (ﬁA)/Uv (A) )

—o*(T',T — A,-A,A)

The above shows the premises and conclusions are logically equivalent, therefore
the rules of inference are strongly sound. It ends the proof.

Observe that the strong soundness implies soundness (not only by name!), hence
we have also proved the following
Theorem 6.9 (Soundness for GL)

For any sequent I' — A € SQ,
if Fer T — A, then E T — A. In particular, for any A€ F,
Zf FGL A7 then ): A.

We know by theorem 6.8 that all the rules of inference of GL of are strongly
sound. The strong soundness of the rules means that if at least one of premisses

of a rule is false, so is its conclusion. Hence given a sequent I' — A € SQ, such
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that its decomposition tree Tr__, A has a branch ending with a non-axiom leaf.
It means that any truth assignment v that make this non-axiom leaf false also
falsifies all sequences on that branch, and hence falsifies the sequent I' — A. In
particular, given a sequent —> A and its tree T__, 4, any v, such that falsifies its
a non-axiom leaf is a counter-model for A. We have hence proved the following.

Theorem 6.10 (GL Counter Model)

Given a sequent I' — A, such that its decomposition tree Tr__,A contains a
non- axiom leaf La. Any truth assignment v that falsifies the non-axiom leaf
L4 is a counter model for T — A. In particular, given a formula A € F,
and its decomposition tree T 4 with a non-axiom leaf, this leaf let us define a
counter-model for A determined by the decomposition tree T 4.

Here is a simple exercise explaining how the construction of a counter-model
determined by the decomposition tree of a works.
Exercise 6.17

Prove, by constructing a counter-model determined by decomposition tree that

E (b= a) = (b= a)).

Solution
We construct the decomposition tree for the formula A : ((b = a) = (b = a))
as follows.

T*}A
— (b= a) = (-b=a))

| (==)
(b=a) — (-b=a)
| (==)
-b,(b=a) — a
| (= =)

(b=a) — b,a

NE=—)

— b,b,a a— b,a
non — ariom axriom
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The non-axiom leaf L 4 we want to falsify is — b,b,a. Let v : VAR — {T, F'}
be a truth assignment. By definition 6.7 of semantic for GL we have that
v*(La) = v*(— b,b,a) = (T = v(b) Uv(b) Uv(a)). Hence v*(— b,b,a) = F
if and only if (T = v(b) Uv(b)Uwv(a)) = F if and only if v(b) = v(a) = F.
The Theorem 6.10, says that the logical value F determined by the evaluation
a non-axiom leaf L4 ”climbs” the decomposition tree. We picture it as follows.

T_ 4
— ((b=a)=(-b=a)) F

| (==)

(b=a) — (-b=a) F

— b,b,a F a—b,a

non — ariom axiom

So, by theorem 6.10, any truth assignment v : VAR — {T, F}, such that
v(b) = v(a) = F falsifies the sequence — A, i.e. v*(— A) =T = v*(4)=F.
This is possible only if v*(A) = F. This proves that v is a counter model for A
and we proved that = A.

Our main goal is to prove the Completeness Theorem for RS. We prove first
the Completeness Theorem for formulas A € F and then we generalize it to any
sequences ' € F*.

Theorem 6.11 (Completeness Theorem)
For any formula A € F,

FeL A if and only if E A.
For any sequent T' — A € SQ,

FeL T — A ifand only if E T — A.
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Proof
We have already proved the Soundness Theorem 6.9, so we need to prove only
the completeness part of it, namely to prove the implication:

if E A, then hFqgr A. (6.25)
We prove instead of the logically equivalent opposite implication:
if  Fagr A then bé A. (626)

Assume fgr A. By (6.24) it means that fgqr — A. Let Ta be a set of all
decomposition trees of — A. As fqL — A, each tree T_, 4 in the set T4 has
a non-axiom leaf. We choose an arbitrary T _, 4 from T4. Let L = r— Al,
be a non-axiom leaf of T_, 4. We define a truth assignment v : VAR — {T, F'}
which falsifies I" —s A’ as follows.

T if a appears in T”
v(a) =< F if a appears in A’
any value if a does not appear in IV — A’

By the strong soundness of the rules of inference of GL and Theorem 6.10 it
proves that v*(— A) = F, i.e. that £ — A and hence £ A.

Assume that I' — A is any sequence such that g, ' — A. But Fgr, I' —
A if and only if FgL (or = da). So fer I' — A if and only if fqr or =
da). By already proven Case 1, £ or = da), what is obviously equivalent to
K~ T' — A. This ends the proof of Case 2 and Completeness Theorem.

Gentzen Sequent Proof System G (6.27)
The proof system G is in its structure the most similar to the proof system RS2
defined by (6.19).

It is obtained from in the same way is a proof system obtained from GL by
changing the indecomposable sequences I' ; A into any sequences %, A € F*
in all of the rules of inference of GL.

The logical axioms LA remain the same; i.e. the components of G are as
follows.

Axioms of G

As the axioms of GL we adopt any indecomposable sequent which contains a
positive literal a (variable) that appears on both sides of the sequent arrow —s,
i.e any sequent of the form

F/l, a, Flg — All, a, Alg, (628)

for any a € VAR and any sequences V1,175, A’1, A’y € VAR™.
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Inference Rules of G (6.29)
We adopt the following rules of inference.

Conjunction rules

(=) S, AB, T — A
Y, (AnB),I — A’

' — AJAA; T — A BA

(=0 T — A (ANB),A

Disjunction rules

r — AJA BA
I — A (AUB),A’

(=)

(U =) ,A T — A X BT — A
Y, (AuB),I — A ’

Implication rules

S, AT — A,B,A

=) ST S AaGsB.A

5T — AJAA; X BT — AA
Y, (A= B),Il — A/A '

(=—)

Negation rules

5,0 — AAA o) S, AT — AA
Y, -AT — AN’ VST — A AN

where I', A, 2. A € F*.

(= =)

Exercise 6.18 Follow the example of the GL system and adopt all needed
definitions and proofs to prove the completeness of the system G.

Solution
We leave it to the reader to fill in details .In particular, one has to accomplish
the steps below.

1. Explain why the system G is strongly sound. You can use the strong
soundness of the system GL .

2. Prove, as an example, a strong soundness of 4 rules of G.

3. Prove the the following Strong Soundness Theorem for G.
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Theorem 6.12

The proof system G is strongly sound.

4. Define shortly, in your own words, for any formula A € F, its decomposition
tree T, 4 in G.

5. Extend your definition to a decomposition tree Tp_ .
6. Prove that for any I' - A € S@Q, the decomposition tree Tr_, A are finite.

7. Give an example of formulas A, B € F such that that T_, 4 is unigue and
T_, g is not.

8. Prove the following Counter Model Theorem for G.

Theorem 6.13

Given a sequent I' — A, such that its decomposition tree Tr__,A contains a
non- axiom leaf La. Any truth assignment v that falsifies the non-axiom leaf
Ly is a counter model for T' — A.

10. Prove the following Completeness Theorem for G.

Theorem 6.14 For any formula A € F,

1. Fe A ifand only if E A,

and for any sequent I' — A € SQ,

2. Fg T — A ifandonlyif | I'— A.

6.7 Original Gentzen Systems LK, LI
Completeness and Hauptzatz Theorems

The original systems LK and LI were created by Gentzen in 1935 for clas-
sical and intuitionistic predicate logics, respectively. The proof system LI for
intuitionistic propositional logic is a particular case of the proof system LK.

Both systems LK and LI have two groups of inference rules and a special rule
called a cut rule. One group consists of a set of rules similar to the rules of
systems GL and G. We call them Logical Rules. The other group contains a
new type of rules, called Structural Rules. The cut rule in Gentzen sequent
systems corresponds to the Modus Ponens rule in Hilbert proof systems as
Modus Ponens is a particular case of the cut rule. The cut rule is needed to
carry the original Gentzen proof of the completeness of the system LK and
proving the adequacy of LI system for intituitionistic logic. Gentzen proof of
completeness of LK was not direct. He used the completeness of already known
Hilbert proof systems H and proved that any formula provable in the systems
H is also provable in LK, respectively. Hence the need of the cut rule.
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For the system LI he proved only the adequacy of LI system for intituitionistic
logic since the semantics for the intuitionistic logic didn’t yet exist. He used
the acceptance of the Heying intuitionistic axiom system as the definition of the
intuitionistic logic and proved that any formula provable in the Heyting system
is also provable in LI.

Observe that by presence of the cut rule, Gentzen LK, LI systems are also
a Hilbert system. What distinguishes it from all other known Hilbert proof
systems is the fact that the cut rule could be eliminated from it.

This is Gentzen famous Hauptzatz Theorem, also called Cut Elimination The-
orem. The elimination of the cut rule and the structure of other rules makes
it possible to define effective automatic procedures for proof search, what is
impossible in a case of the Hilbert style systems.

Gentzen, in his proof of Hauptzatz Theorem, developed a powerful technique
adaptable to other logics. We present it here in classical propositional case and
show how to adapt it to the intuitionistic case.

Gentzen proof is purely syntactical. It defines a constructive method of trans-
formation of any formal proof (derivation) of a sequent I' — A that uses a
cut rule (and other rules) into its proof without use of the cut rule. Hence the
English name Cut Elimination Theorem.

The completeness (with respect to algebraic semantics defined in chapter 7) of
the cut free system LI follows directly from LI Hauptzatz Theorem 6.22 and the
intuitionistic completeness theorem (chapter 7). The proof is a straightforward
adaptation of the proof of cut free LK Completeness Theorem 6.23 and is left
as a homework exercise in chapter 7.

Rasiowa and Sikorski method of proving completeness theorem by constructing
counter-models on the decomposition trees is a semantical equivalence to purely
syntactical Gentzen proof of cut elimination. It is relatively simple, powerful
and easy to understand. It was the reason it was first to be presented here. But
it is more difficult and sometimes impossible to apply (generalize) to many non-
classical logics then Gentzen cut elimination method. Moreover the Gentzen
method is more flexible and in this sense more general and powerful. This is
why we preset it here.

Components of LK, LI (6.30)

Language £
The language is the same as the in case of GL, namely

»C = ’C{‘\,ﬂ,u,:}} .
Expressions
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The set of all expressions £ is, as before, the set
SQ={T—A: T,AeF*}
of all sequents.

Logical Axioms
There is only one logical axiom, namely

A — A,

where A is any formula of L.

Rules of Inference

(6.31)

There are two groups of rules of inference and they are defined are as follows.

GROUP ONE: STRUCTURAL RULES.

‘Weakening in the antecedent

(weak —) —L— 8
wea AT — A
Weakening in the succedent
r — A
(Fweak) A A

Contraction in the antecedent

A AT — A
AT — A7

(contr —)

Contraction in the succedent

I — A, A A
r — A, A7

(= contr)

Exchange in the antecedent

Fl, A, B7 Iy, — A

(exch —)

Exchange in the succedent

A—T4, A B, T
(— exch) LD 2 2

Fl,B,A,FQHA7

Cut Rule
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r —A A ; AY — ©

(cut) I,y — A0

The formula A is called a cut formula.

GROUP TWO: LOGICAL RULES

Conjunction

Disjunction

Implication

Negation

Definition 6.9 (Classical System LK)

We define the classical Gentzen system LK as
LK = (L, SQ, AL, Structural Rules, Cut Rule, Logical Rules),

where all the components are defined by (9.24) above.
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Definition 6.10 (Intuitionistic System LI)
We define the intuitionistic Gentzen system LI as
LK = (L, ISQ, AL, I[-Structural Rules, I- Cut Rule, I- Logical Rules),

where 1SQ is the following subset of the set SQ of all sequents (6.31)

I1ISQ ={T — A: A consists of at most one formula }. (6.32)
The set I5Q is called the set of all intuitionistic sequents.
The I-Structural Rules, I- Cut Rule, I- Logical Rules are the LK rules restricted
to the set ISQ (6.32) of the intuitionistic sequents.

We will study the intuitionistic system LI in chapter 7. We concentrate now on
then classical LK.

Classical System LK

We say that a formula A € F, has a proof in LK and denote it by Frk A if the
sequent —> A has a proof in GL, i.e. we define:

FLK A if and only if Fik — A. (633)

Proof Trees
We write formal proofs in LK, as we did for other Gentzen style proof systems
in a form of trees in an ”upside -down” form.

By a proof tree of a sequent I' — A in LK we understand a tree
Dr_a

satisfying the following conditions:

1. The topmost sequent, i.e the root of Dr_,A isI' — A.

2. All leaves are axioms.

3. The nodes are sequents such that each sequent on the tree follows from the
ones immediately preceding it by one of the rules.

The proofs are often called derivations. In particular, Gentzen, in his work
used the term derivation we will use this notion as well. This is why we denote
the proof trees by D (for derivation).

Finding derivations D in LK are is a more complex process, as the logical rules
are different, then in GL and G. Proofs rely strongly on use of the Structural
Rules. Even if we find a derivation that does not involve the Cut rule, the
Structural rules are usually present. For example, a derivation of Excluded
Middle (AU —A) formula B in LK is as follows.
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D
— (AU-A)
| (= contr)
— (AU-4), (AUu-A4)
| (= Uh
— (AU-4), A
| (— exch)
— A, (A U —\A)
| (= Uh
— A, A
| (=)
A— A

axiom

Here is as yet another example a proof P ( also cut free) of the de Morgan Law
(ﬁ(A n B) = (ﬁA U ﬁB))

P
— (7(ANB) = (-AU-B))

| (==)
(-(ANB) — (AU-B))
| (=)
— (mAU-B), (AN B)
NE=—)
— (ﬁAU ﬁB)7 A — (ﬁAU ﬁB), B
| (— exch) | (— exch)
— A, (ﬁAUﬁB) —)B,(ﬁAUﬁB)
[ (= Uh [ (= Uh
— A, -A — B,-B
| (= ) B— B
A— A axriom
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Observe that the Logical Rules are similar in their structure to the rules of the
system G and hence admit the same proof of their soundness.

The rules (— U)1, (— U)z and (— U);, (— U)2 are not strongly sound as
A#£(ANB),BZ(ANB)and A% (ANB),B# (ANB).

All other Logical Rules are strongly sound.

The Contraction and Exchange structural are also strongly sound as for any
formulas A, B € F, A= (ANA), A= (AUA) and (ANB) = (BNA), (ANB) =
(BN A). The Weakening rule is sound because (we use shorthand notation) if
a formula (I' = A) = T then also (ANT) = A)) =T for any logical value of
the formula A. But obviously (I' = A) # ((ANT) = A)), i.e. the Weakening
rule is not strongly sound.

The Cut rule is sound as the fact (I' = (AU A)) =T and (ANX)=A)=T
implies that I', ¥ — A, A. It is not strongly sound. Any truth assignment
suchthat T =T, A=Y =A= A= F proves that ([ — A, A)N(4, ¥ —
AN £ (T, X — A/A). Obviously, FA — A

We have proved that LK is sound and hence the following theorem holds.

Theorem 6.15 (Soundness for LK)

For any sequent I' — A,

if Frg T — A, then ': I — A.
In particular, for any A € F,
Zf l_LK A, then ): A.

We follow now Gentzen way of proving completeness of LK. We choose any
complete Hilbert proof system for the LK language £ = L » -} and prove
its equivalency with LK.

Gentzen referred to the Hilbert-Ackerman (1920) system (axiomatization) in-
cluded in chapter 5. We choose here the Rasiowa-Sikorski (1952) formalization
R also included in chapter 5.

We do it for two reasons. First, it reflexes a connection between classical and
intuitionistic logics very much in a spirit Gentzen relationship between LK and
LI

We obtain a complete proof system I (chapter 7) from R by just removing the
last axiom A10. Second, both sets of axioms reflect the best what set of prov-
able formulas is needed to conduct algebraic proofs of completeness of R and I,
respectively.

299



Axioms of R

(6.34)

The set of logical axioms of the Hilbert style proof system RS for classical

propositional logic all formulas of the forms

Al (A=B)=(B=0)=(A=0)),

A2 (A= (AUB)),

A3 (B= (AUB)),

A4 (A=C)=(B=0C)=((AUB)=10))),
A5 ((ANnB)= A),

A6 ((ANB)= B),

A7 (C=A)= ((C= B)=(C=(ANB))),
A8 (A= (B=0C))= ((AnB)=10)),

A9 ((AnB)=0C)= (A= (B=0)),

(
A0 (AN-A) = B),
All (A= (AN-A)) = -4A),
Al2  (AU-A),

where A, B,C € F are any formulas in £ = L~ =}-
We adopt a Modus Ponens

A; (A= B)

(rp) 2

as the only inference rule.
We define Hilbert System R as
R = ( ‘C{ﬂ,ﬁ,u,i}a ]:7 Al _Alza (MP) )7

where Al - A12 are defined by (6.34).

The system R is complete, i.e. we have the following.

Theorem 6.16
For any formula A € F,

Fr A if and only if E A.

(6.35)

We leave it as an exercise for the reader to show that all axioms A1l - A12 of the
system R are provable in LK. Moreover, the Modus Ponens is a particular case
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of the cut rule, for I, A, ¥ empty sequences and © containing only one element,

a formula B. We call it also MP rule.
— A ; A — B
(MP) ! .

— B

This proves the following.

Theorem 6.17

For any formula A € F,

Zf '_R A, then l_LK A.

Directly from the above theorem 6.17, soundness of LK (theorem 6.15) and
completeness of R (theorem 6.16) we get the completeness of LK.

Theorem 6.18 (LK Completeness)
For any formula A € F,

Frx A if and only if E A.

Here is Gentzen original formulation of the Hauptzatz Theorems, which we call
also the Cut Elimination Theorem.

Theorem 6.19 (Hauptzatz) (Classical LK)

Every derivation in LK can be transformed into another LK derivation of the
same sequent, in which no cuts occur.

Theorem 6.20 (Hauptzatz) (Intuitionistic LI)

Every derivation in LI can be transformed into another LI derivation of the
same sequent, in which no cuts occur.

The proof is quite long and involved. We present here its main and most im-
portant steps. To facilitate the proof we introduce a more general form of the
cut rule, called a mix rule defined as follows.

r — A ; ¥ — 6
o — A*0 ’

(mix) (6.36)

where ¥*, A* are obtained from ¥, A by removing all occurrences of a common
formula A. The formula A is now called a mixz formula.

Example 6.3
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Here are some examples of an applications of the miz rule. Observe that the
mix rule applies, as the cut does, to only one miz formula at the time.
a — b —a ; (bUc), b, b,D,b —

a, (bUc), D — -a

(mix)

b is the mix formula.

A — B, B, -A ; (bUc), B, B,D,B — —-B
A, (bUc), D — —A,-B

(mix)

B is the miz formula.

A — B,ﬁA7 —-A 5 ﬁA, B, B,ﬁA,B — B
A, B, B — B,-B

(mix)
—A s the miz formula.

Notice, that every derivation with cut may be transformed into a derivation with
mix by means of a number of weakenings (multiple application of the weakening
rules) and interchanges (multiple application of the exchange rules). Conversely,
every mix may be transformed into a cut derivation by means of a certain num-
ber of preceding exchanges and contractions, though we do not use this fact in
the proof. Observe that cut is a particular case of mix.

Proof of Hauptzatz Theorems

The proof for LI is the same as for LK. We must just be careful to add, at
each step, the restriction to the ISQ sequences and the form of the rules. These
restrictions do not alter the flow and validity of the LKproof. We leave it as
homework exercise to the reader to re-write the proof below step by step for LI.

We conduct the proof in three main steps.

Step 1: we consider only derivations in which only mix rule is used.

Step 2: we consider first derivation with a certain Property H (definition 6.11)
and prove lemma 6.2 for them. This lemma is the most crucial for the proof of
the Hauptzatz.

Definition 6.11

We say that a derivation Dr__,a of a sequent ' — A has a Property H if
it satisfies the the following conditions.

1. The root T — A of the derivation Dr__ A is obtained by direct use of

the mix rule, i.e. the miz rule is the last rule of inference used in the proof
(derivation) of T — A.

2. The derivation Dp__, A does not contain any other application of the mix rule,
i.e. the proof (derivation) of T — A does not contain any other application of
the mix rule.
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Lemma 6.2 (H lemma)

Any derivation that fulfills the Property H (definition 6.11) may be trans-
formed into a derivation of the same sequent) in which no miz occurs.

Step 3: we use the H lemma 6.2 and to prove the the Hauptzatz as follows.
Hauptzatz proof from H lemma

Let D be any derivation (tree proof). Let ' — A be any node on D such that
its sub-tree Dr__, A has the PropertyH (definition 6.11). By H lemma 6.2 the
sub-tree Dr__,A can be replaced by a tree D*r__,A in which no mix occurs.
The rest of D remains unchanged. We repeat this procedure for each node N,
such that the sub-tree Dy has the Property H until every application of mix
rule has systematically been eliminated. This ends the proof of Hauptzatz pro-
vided the H lemma 6.2 has already been proved.

Step 2: proof of H lemma.

We now consider derivation tree D with the Property H, i.e. such that the
mix rule is the last rule of inference used, and D does not contain any other
application of the mix rule.

We define now two important notions: degree n and rank r of the derivation
D. Observe that D contains only one application of mix rule, and the mix rule,
contains only one mixz formula A. Mix rule used may contain many copies of
A, but there always is only one mix formula. We call is a miz formula of D.

Definition 6.12

Given a derivation tree D with the Property H.
Let A € F be the mix formula of D. The degree n > 0 of A is called the degree
of the derivation D. We write it as degD = degA = n.

Definition 6.13

Given a derivation tree D with the Property H. We define the rank r of D as a
sum of its left rank Lr and right rank Rr of D, i.e.

r=1Lr + Rr,
where:

1. the left rank Lr of D in the largest number of consecutive nodes on the branch
of D staring with the node containing the left premiss of the mizx rule, such that
each sequent on these nodes contains the miz formula in the succedent;

2. the right rank Rr of D in the largest number of consecutive nodes on the
branch of D staring with the node containing the right premiss of the mix
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rule, such that each sequent on these modes contains the mix formula in the
antecedent.

The lowest possible rank is evidently 2.
To prove the lemma we carry out two complete inductions, one on the degree n,
the other on the rank r, of the derivation D.

It means we prove the lemma for a derivation of the degree n, assuming it to
hold for derivations of a lower degree (in so far as there are such derivations,
i.e., as long as n # 0), supposing, therefore, that derivations of lower degree can
be already transformed into derivations without mix.

Furthermore, we shall begin by considering the case 1when the rank » = 2, and
after that the case 2 when the rank r > 2, where we assume that the lemma
already holds for derivations of the same degree, but a lower rank.

Case 1. Rank of r =2.

We present some cases and leave similar others to the reader as an exercise.
Observe that first group contains cases that are especially simple in that they
allow the mix to be immediately eliminated. The second group contains the
most important cases since their consideration brings out the basic idea behind
the whole proof, Here we use the induction hypothesis with respect do the degree
of the derivation. We reduce each one of the cases to transformed derivations
of a lower degree.

GROUP 1. Axioms and Structural Rules.

1. The left premiss of the mix rule is an axiom A — A.
Then the sub-tree of D containing mix is as follows.

A Y — A

/\(mw:)

A— A >— A

)

We transform it, and replace it in D by

A Y — A
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possibly several exchanges and contractions

Yy — A

Such obtained D* proves the same sequent and contains no mix.

2 . The right premiss of the mix rule is an axiom A — A.
This is a case dual to 1. We show here the dial transformation, but will leave
the dual cases to the reader in the future.

Then the sub-tree of D containing mix is as follows.

¥ — AT A
/\(mu’)
>— A A— A

We transform it, and replace it in D by

¥ — AT A

possibly several exchanges and contractions
¥ — A

Such obtained D* proves the same sequent and contains no mix.

Suppose that neither of premisses of mix is an axiom. As the rank r=2 , the
right and left ranks are equal one. This means that in the sequents on the nodes
directly below left premiss of the mix, the mix formula A does not occur in the
succedent; in the sequents on the nodes directly below right premiss of the mix,
the mix formula A does not occur in the antecedent.

In general, if a formula occurs in the antecedent (succedent) of a conclusion of
a rule of inference, it is either obtained by a logical rule or by a contraction rule.

3. The left premiss of the mix rule is the conclusion of a contraction rule
(= contr). The sub-tree of D containing mix is:

r,x — A, ©
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/\(mzx)

I'— A A > —0
| (— contr)
r— A

We transform it, and replace it in D by

r,x — A, 0

possibly several weakenings and exchanges

Ir—A

Observe that the whole branch of D that starts with the node ¥ — © disap-
pears. Such obtained D* proves the same sequent and contains no mix.

4. The right premiss of the mix rule is the conclusion of a contraction rule
(— contr). Tt is a dual case to 3. and is left to the reader.

GROUP 2. Logical Rules.

1. The main connective of the mix formula is N, i.e. the mix formula is (AN B).
The left premiss of the mix rule is the conclusion of a rule (— N). The right
premiss of the mix rule is the conclusion of a rule (N —);.

The sub-tree T of D containing mix is:

Y — A 6

/\(mm)

r — A, (AnB) (AnB), ¥ —©
A=) | (N =)
AY — 0O

r——+AA T — AB

We transform T into T* as follows.
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Y — A 6
possibly several weakenings and exchanges
r, — A" ©
/\(mzx)

I'— AA AY — 0O

We replace T by T* in D and obtain D*. Now we can apply induction hypothe-
sis with respect to the degree of the mix formula. The mix formula A in D* has
a lower degree then the mix formula (A N B) and by the inductive assumption
the derivation D*, and hence D may be transformed into one without mix.

2. The case when the left premiss of the mix rule is the conclusion of a rule
(— N) and right premiss of the mix rule is the conclusion of a rule (N — )2

3. The main connective of the mix formula is U, i.e. the mix formula is (AU B).
The left premiss of the mix rule is the conclusion of a rule (— U); or (— U)s.
The right premiss of the mix rule is the conclusion of a rule (U —);. This is to
be dealt with symmetrically to the N cases.

4. The main connective of the mix formula is —, i.e. the mix formula is —A.
The left premiss of the mix rule is the conclusion of a rule (— —). The right
premiss of the mix rule is the conclusion of a rule (- —).

Here is the sub-tree T of D containing the application of the mix rule.

s — A 06

/\(mzx)

I — A, -A “A,Y — ©
| (=) | (=)
AT — A Y 0,4

We transform T into T* as follows.

Y — A 0

possibly several weakenings and exchanges
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I — 0 A
/\(mzx)

>— 0,A ATl — A

We replace T by T* in D and obtain D*. The new mix in D* may be eliminated
by virtue of inductive assumption, and so from the derivation D.

5. The main connective of the mix formula is =, i.e. the mix formula is
(A = B). The left premiss of the mix rule is the conclusion of a rule ((—=).
The right premiss of the mix rule is the conclusion of a rule (=—).

Here is the sub-tree T of D containing the application of the mix rule.

Y — A 6
/\(mm)

r — A, (A= B) (A= B), ¥ — ©

| (—=) A=)
AT — A, B

¥Y—5©, 4 B Y¥-—0,

We transform Tinto T* as follows.

Y — A 0
possibly several weakenings and exchanges
¥, Iy — 07 AY,0
/\(mw:)
>—0, A AT, ¥ — A", O

/\(mzm)

AT —A B B, Y¥— 0,
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The asteriks are, of course, intended as follows: X*, A* results from X, A by
the omission of all formulas B; T'*, ¥**, ©* results from I', ¥* © by the omission
of all formulas A.

We replace T by T* in D and obtain D*. Now we have two mixes, but both
mix formulas are of a lower degree then n. We first apply the inductive to the
assumption to the lower mix. Thus it can be eliminated. We can then also
eliminate the upper mix. This ends the proof of the case of rank r=2.

Case r > 2.

In the case r = 2, we generally reduced the derivation to one of lower degree.
Now we shall proceed to reduce the derivation to one of the same degree, but
of a lower rank. This allows us to to be able to carry the induction with respect
to the rank r of the derivation.

We use the inductive assuption in all cases except, as before, a case of an aziom
or structural rules. In these cases the mix can be eliminated immediately, as it
was eliminated in the previous case of rank r = 2.

In a case of logical rules we obtain the reduction of the mix of the lemma to
derivations with mix of a lower ranks which consequently can be eleminated by
the inductive assumption. We carry now proofs for two logical rules: (— N)
and (U —. The proof for all other rules is similar and is left to the reader.
Also, we consider a case of left rank Lr= 1 and the right rank Rr = r ;1. The
symmetrical case left rank Lr = r ;1 1 and the right rank Rr = 1 is left to the
reader as an exercise.

Case: Lr = 1, Rr = r > 1. The right premiss of the mix is a conclusion of the
rule (— N), i.e. itisofaform ' — A, (ANB) and I" contains the mix formula
M. The left premiss of the mix is a sequent © — ¥ and © contains the mix
formula M. The end of the derivation D, .i.e. the sub-tree T of D containing
mix is:

o, " — Y A/ (ANB)
/\(mzx)

0 —X r — A, (AnB)

NG
I— AA I'— AB

We transform T into T* as follows.
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O, " — ¥ A,(ANB)
/\(—> n)

o, T" — YA A e, T — X AB

/\(mm) /\(mw:)
0 —X r— AA 0 — X I'— AA

We replace T by T* in D and obtain D*. Now we have two mixes, but both
have the right rank Rr = r-1 and both of them can be eliminated by the induc-
tive assumption.

Case: Lr = 1, Rr = r > 1. The right premiss of the mix is a conclusion of the
rule (U —, i.e. it is of a form (AU B),I' — A and I' contains the mix formula
M. The left premiss of the mix is a sequent ® — ¥ and © contains the mix
formula M. The end of the derivation D, .i.e. the sub-tree T of D containing
mix is:

O, (AUB)",T" — X*,A,(ANB)
/\(mzx)

0 —3 (AUB)T — A

AU —)

AT — A B,I' — A

(AU B)" stands either for or for nothing according as (A U B) is unequal or
equal to the mix formula M. The mix formula M certainly occurs in I'. For
otherwise M would been equal to (AU B) and the right rank Rr would be equal
to 1 contrary to the assumption.

We transform T into T* as follows.

O, (AUB),I" — " A, (ANB)

AU —)
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A0, T — YA B,O, I'" — ¥ A
some weakenings, exchanges some weakenings, exchanges
0,A",T" — X A 6,B",I" — ¥ A

/\(mw:) /\(mz:c)

0 —X AT — A 0 —X B, I' — A

Now we have two mixes, but both have the right rank Rr = r-1 and both of
them can be eliminated by the inductive assumption. We replace T by T* in
D and obtain D*. This ends the proof of the Hauptzatz lemma and hence the
proof of the Hauptzatz Theorem 6.19 and Hauptzatz Theorem 6.20.

Let’s denote by LK - ¢ and LI - c the systems LK, LI without the cut rule,
i.e. we put
LK — ¢ =LK — {(cut)}. (6.37)

LI —c=LI— {(cut)}. (6.38)

We re-write the Hauptzatz Theorems as follows.

Theorem 6.21 ( LK Hauptzatz)
For every LK sequent T' — A,

Foxk I — A ifandonlyif Frx_.T — A.
Theorem 6.22 ( LI Hauptzatz)
For every LI sequent T' — A,

FLKF*) A zfand only Zf FLK—CF*) A.

This is why the cut-free Gentzen systems LK-c and LI -c are just called Gentzen
LK, LI, respectively.

Directly from the Completeness Theorem 6.18 and the Hauptzatz Theorem 6.19
we get that the following.

Theorem 6.23 (LK-c Completeness)

For any sequent T' — A,
Fek—e ' — A ifand only if E T — A.
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Let G be the Gentzen sequents proof system defined by (6.27). We replace the
logical axiom of G
Flla a, F/Q — Alla a, Al?a

where a € VAR is any propositional variable and I'V1,TVy, A’;, A’y € VAR®
are any indecomposable sequences, by a new logical axiom

Fl, A, I, — Al; A7 Ag (639)

for any A € F and any sequences I'1, 'y, Ay, As € SQ. We call a resulting proof
system GK, i.e. we have that

GK = ( E{U,ﬁ,ﬁ,—\}a SQa LA7 R ) (640)
where LA is the axiom (6.39) and R is the set (6.29) of rules of G.

Observe that the only difference between the systems GK and G is the form
of their logical axioms, both being tautologies. Hence hence get the proof com-
pleteness of GK in the same way as we proved it for G, i.e. we have the
following.

Theorem 6.24

For any formula A € F,
Fek A if and only if E A.
For any sequent T' — A € SQ,

Fex T' — A if and only if E T — A

By the GK the completeness theorem 6.24, LK-c completeness theorem 6.23
we get the equivalency of GK and the cut free LK-c.

Theorem 6.25 (LK, GK Equivalency)

The proof systems GK and the cut freeLK are equivalent, i.e for any sequent
r — A,
Fik T'— A ifand only if Fex I' — A.

6.8 Homework Problems

1. Write all proofs in GL of (=(aNb) = (—a U -b))).
2. Find a formula which has a unique decomposition tree in GL.

3. Define shortly, in your own words, for any formula A € F, its decomposi-
tion tree T_, 4 in G.
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10.

11.

12.

13.

14.

15.

16.

17.

Extend your definition T, 4 in G to a decomposition tree Tr_a.

. Prove that for any I' - A € SQ, the decomposition tree Tr_,A in G are

finite.

. Write all proofs in G of (=(aNb) = (—aU -Db))).

Find a formula A which has a unique decomposition tree in G.

. Prove strong soundness of rules (— U), (—=>) in GL. List all logical equiv-

alences used in the proofs.

. Prove strong soundness of rules (==—), (= —) in GL. List all logical equiv-

alences used in the proofs.

Prove strong soundness of rules (U —), (— =), (N —) in G. List all logical
equivalences used in the proofs.

Prove strong soundness of rules (=—), (= U), (=—) in G. List all logical
equivalences used in the proofs.

Explain why the system G is strongly sound.

Prove the following.

For any sequent I' — A € SQ,

it FgT'— A, then  T' — A.

Given a formula A = ((b= (aNc)) = (-(aUc) = (-bUa))).

(i) Find all counter models determined by the decomposition trees of A
in GL. Explain why the definition of a counter model determined by the
decomposition tree is correct.

(ii) Find all counter models determined by the decomposition trees of A
in G. Explain why the definition of a counter model determined by the
decomposition tree is correct.

Prove the following.

Given a sequent I' — A, such that its decomposition tree Tr__. A in G
contains a non- axiom leaf L4. Any truth assignment v that falsifies the
non-axiom leaf L 4 is a counter model for I' — A.

Prove the following.

For any sequent I' — A € SQ,

FeI'— A ifandonlyif E ' — A.

Let LK-¢c = LK — {(cut)} and GK be proof systems defined as defined
by (6.37) and (6.40), respectively

(i) We know that GK is strongly sound. Prove that LK-c is sound but
not strongly sound.
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18.

19.

20.

21.
22.

(i) Find proofs of axioms A3, A7, and A11 of the R system (6.34) in LK-c
and in GK, i.e. proofs of formulas (B = (AU B)), ((C = A4) = ((C =
B) = (C = (AN B))), and ((A = (AN -A4)) = -A). Compare your
results.

(iii) Find proofs of axioms A1, A8, and A9 of the R system (6.34) in LK-
c and in GK, i.e. proofs of formulas (A = B) = (B=C) = (4=
(), (A= (B=0C))= ((AnB)=1C)),and ((ANB)=C)= (A=
(B = ()). Compare your results.

(iv) Find proofs of axioms Al, A5, and Al2 of the R system (6.34) in
LK-c and in GK, i.e. proofs of formulas (A= B) = (B=C) = (A=
), (AN B) = A), and (AU-A) . Compare your results.

Re- write carefully the proof of the classical Hauptzatz Theorem 6.19 for
the case o the intuitionistic system LI (definition 6.10.

Define shortly, in your own words, for any formula A € F, its decomposi-
tion tree T 4 in LK-c. Is the tree T 4 always finite?

Given a formula A = (=(aNb) = (-aU-b))). Construct one infinite and
one infinite decomposition tree for A.

Describe major differences in the decomposition trees in LK-c and GK.

We have proved that LK-c and GK are equivalent, i.e. that for any
sequent I' — A,

Frk—e I' — A if and only if Fgx I — A.

The proof was not constructive; it was obtained from that fact that both
systems are complete.

(ii) Describe a constructive procedure of transforming any proof in GK
into a proof in LK-c.

(i) Transform a proof of a formula (A = (AU B)) in GK into a proof in
LK-c.

(ii) Describe a constructive procedure of transforming any proof in GK
into a proof in LK-c.

(iii) Show that the procedure of elimination of structural rules of LK-c
leads to the rules inference of GK .
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Chapter 7

Introduction to
Intuitionistic and Modal
Logics

7.1 Introduction to Intuitionictic Logic

Intuitionistic logic has developed as a result of certain philosophical views on
the foundation of mathematics, known as intuitionism. Intuitionism was orig-
inated by L. E. J. Brouwer in 1908. The first Hilbert style formalization of the
intuitionistic logic, formulated as a proof system, is due to A. Heyting (1930).
In this chapter we present a Hilbert style proof system I that is equivalent to
the Heyting’s original formalization and discuss the relationship between intu-
itionistic and classical logic.

There have been, of course, several successful attempts at creating semantics for
the intuitionistic logic,i.e. to define formally a notion of the intuitionistic tau-
tology. The most recent are Kripke models were defined by Kripke in 1964. The
first intuitionistic semantics was defined in a form of pseudo- Boolean algebras
by McKinsey, Tarski in 1944 - 1946. McKinsey, Tarski algebraic approach to
the intuitionostic semantics (and classical) was followed by many authors and
developed into a new field of Algebraic Logic. The pseudo- Boolean algebras are
called also Heyting algebras.

An uniform presentation of algebraic models for classical, intuitionistic and
modal logics was first given in a now classic algebraic logic book: ”Mathematics
of Metamathematics”, Rasiowa, Sikorski (1964).

The goal of this chapter is to give a presentation of the intuitionistic logic formu-
lated as a proof system, discuss its algebraic semantics and the basic theorems
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that establish the relationship between classical and intuitionistic logics.

7.1.1 Philosophical Motivation

Intuitionists’ view-point on the meaning of the basic logical and set theoretical
concepts used in mathematics is different from that of most mathematicians in
their research.

The basic difference lies in the interpretation of the word exists. For exam-
ple, let A(z) be a statement in the arithmetic of natural numbers. For the
mathematicians the sentence

JrA(x) (7.1)

is true if it is a theorem of arithmetic, i.e. if it can be deduced from the axioms
of arithmetic by means of classical logic. If a mathematician proves sentence
(7.1), this does not mean that he is able to indicate a method of construction
of a natural number n such that A(n) holds.

For the intuitionist the sentence (7.1) is true only he is able to provide a con-
structive method of finding a number n such that A(n) is true.

Moreover, the mathematician often obtains the proof of the existential sentence
(7.1), i.e. of the sentence JzA(x) by proving first a sentence

Next he makes use of a classical tautology
(=Vz -A(z)) = JzA(x)). (7.3)

By applying Modus Ponens to (7.2) and (7.3) he obtains (7.1).

For the intuitionist such method is not acceptable, for it does not give any
method of constructing a number n such that A(n) holds. For this reason the
intuitionist do not accept the classical tautology (7.3) ie. (—Vz —A(z)) =
JxA(zx)) as intuitionistic tautology, or as as an intuitionistically provable sen-
tence.

Let us denote by F; A and =, A the fact that A is intuitionistically provable
and that A is intuitionistic tautology, respectively. The proof system I for the
intuitionistic logic has hence to be such that

Fr (=Vz —A(z)) = JxA(x)).
The intuitionistic semantics I has to be such that one can prove in that also

= (AVz 2A(x)) = FrA(z)).
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The above means also that intuitionists interpret differently the meaning of
propositional connectives.

Intuitionistic implication

The intuitionistic implication (A = B) is considered by to be true if there exists
a method by which a proof of B can be deduced from the proof of A. In the
case of the implication

(=Vx —A(z)) = JzA(x))

there is no general method which, from a proof of the sentence (—Va —A(z)),
permits is to obtain an intuitionistic proof of the sentence JxA(x), i.e. to
construct a number n such that A(n) holds, hence we can’t accept it as an
intuitionistic theorem or tautology.

Intuitionistic negation

The negation and the disjunction are also understood differently. The sentence
—A is considered intuitionistically true if the acceptance of the sentence A leads
to absurdity.

As a result of above understanding of negation and implication we have that in
the intuitionistic logic
Fr (A= —-—A)

but
Fr (—A= A).

Consequently, the intuitionistic semantics I has to be such that
Fr (A= —A4)

and

fp (+mA = A)

Intuitionistic disjunction

The intuitionist regards a disjunction (A U B) as true if one of the sentences
A, B is true and there is a method by which it is possible to find out which of
them is true. As a consequence a classical law of excluded middle

(AU-A)

is not acceptable by the intuitionists since there is no general method of finding
out, for any given sentence A, whether A or —A is true. This means that the
intuitionistic logic must be such that

F1 (AU-A)
and the intuitionistic semantics I has to be such that

1 (AU-A).
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Intuitionists’ view of the concept of infinite set also differs from that which is
generally accepted in mathematics. Intuitionists reject the idea of infinite set as
a closed whole. They look upon an infinite set as something which is constantly
in a state of formation. Thus, for example, the set of all natural numbers is
infinite in the sense that to any given finite set of natural numbers it is always
possible to add one more natural number. The notion of the set of all subsets
of the set of all natural numbers is not regarded meaningful. Thus intuitionists
reject the general idea of a set as defined by a modern set theory.

An exact exposition of the basic ideas of intuitionism is outside the range of our
investigations. Our goal is to give a presentation of of the intuitionistic logic,
which is a sort of reflection of intuitionistic ideas formulated as a proof system.

7.1.2 Algebraic Intuitionistic Semantics and Completeness
Theorem

There are many proof systems describing the intuitionistic logic. We define now
a system I with a set of axioms that is due to Rasiowa (1959). We adopted
this axiomatization for two reasons. Firs is that it is the most natural and
appropriate set of axioms to carry the the algebraic proof of the completeness
theorem and the second is that they visibly describe the main difference between
intuitionistic and classical logic. Namely, by adding the only one more axiom
(AU —-A) we get a (complete) formalization for classical logic. Here are the
components if the proof system I.

Language We adopt a propositional language £ = Ly n = ) with the set of
formulas denoted by F.

Axioms

Al (A=B)=(B=0)=(A=0)),

A2 (A= (AuUB)),

A3 (B= (AUB)),

A4 (A=C)=(B=0C)=((AuB)=10))),
A5 ((AnB)=A),

A6 ((ANnB)= B),

AT (C=A)=((C=B)=(C=(ANnB))),
A8 (A= (B=0C))=(AnB)=0C)),

A9 ((AnB)=0C)= (A= (B=0)),

A10 (An-A)= B),

All (A= (ANn-4)) = -A),
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where A, B, C are any formulas in L.

Rules of inference

We adopt the Modus Ponens rule

A; (A= B)
MP) —F—
as the only inference rule.
A proof system
I=(L,F Al - All, (MP)), (7.4)

Al — Al1 defined above, is called a Hilbert style formalization for Intuitionistic
propositional logic.

We introduce, as usual, the notion of a formal proof in I and denote by
Fr A

the fact that A has a formal proof in I, or that that A is intuitionistically
provable in I.

7.1.3 Algebraic Semantics and Completeness Theorem

We shortly present here Tarski, Rasiowa, and Sikorski psedo-Boolean algebra
semantics and discuss the algebraic completeness theorem for the intuitionistic
propositional logic. We leave the Kripke semantics for the reader to explore
from other, multiple sources.

Here are some algebraic basic definitions.

Relatively Pseudo-Complemented Lattice

A lattice (B, N, U) is said to be relatively pseudo-complemented (Birkhoff, 1935)
if for any elements a,b € B, there exists the greatest element ¢, such that
a N ¢ < b. Such element is denoted by a = b and called the pseudo-complement
of a relative to b. By definition

z<a=0b ifand only if anz <b for all z,a,b € B. (7.5)

The equation (7.5) can serve as the definition of the relative pseudo-complement
a = b.

Fact 7.1 Every relatively pseudo-complemented lattice (B, N, U) has the greatest
element, called a unit element and denoted by 1.
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Proof Observe that anz < a for all z,a € B. By (7.5) we have that < a = a
forallz € B,ie. a=a=1.

An abstract algebra
B=(B, 1, =, N, U=) (7.6)

is said to be a relatively pseudo-complemented lattice if (B,N,U) is rel-
atively pseudo-complemented lattice with the relative pseudo-complement =
defined by (7.5) and with the unit element 1 (Fact 7.1 ).

Relatively Pseudo-complemented Set Lattices

Consider a topological space X with an interior operation I. Let G(X) be the
class of all open subsets of X and G*(X) be the class of all both dense and open
subsets of X. Then the algebras

G(X), X, U, N,=), (G (X), X, U, N,=),

where U, N are set-theoretical operations of union, intersection, and = is defined
by
Y=Z=IX-Y)UuZ

are relatively pseudo-complemented lattices.

Clearly, all sub algebras of these algebras are also relatively pseudo-complemented
lattices, called relatively pseudo-complemented set lattices. They are typical ex-
amples of relatively pseudo-complemented lattices

Pseudo - Boolean Algebra (Heyting Algebra)
An algebra
B=(B, 1,0, =, N, U-), (7.7)

is said to be a pseudo - Boolean algebra if and only if (B, 1, =, N, U) it is
a relatively pseudo-complemented lattice (7.6) in which a zero element 0 exists
and — is a one argument operation defined as follows

a=a=0 (7.8)

The operation — is called a pseudo-complementation.

The pseudo - Boolean algebras are also called Heyting algebras to stress their
connection to the intuitionistic logic.

Let X be topological space with an interior operation I. Let G(X) be the class
of all open subsets of X. Then
(G(X), X, 0, U, N,=, ), (7.9)

where U, N are set-theoretical operations of union, intersection, = is defined by

Y=Z=IX-Y)UZ
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and — is defined as
Y =Y=0=I(X-Y), foralY C X

is a pseudo - Boolean algebra.
Every sub algebra of G(X) is also a pseudo-Boolean algebra. They are called
pseudo-fields of sets.

The following Theorem 7.1 states that pseudo-fields are typical examples of
pseudo - Boolean algebras. The theorems of this type are often called Stone
Representation Theorems to remember an American mathematician H.M
Stone. He was one of the first to initiate the investigations between logic and
general topology in the article "The Theory of Representations for Boolean
Algebras” Trans. of the Amer.Math, Soc 40, 1036.

Theorem 7.1 (Representation Theorem) (McKinsey, Tarski, 1946)

For every pseudo - Boolean (Heyting) algebra (7.7)
B: <B7 17 07 =, ﬂ? U7ﬁ>7

there exists a monomorphism h of B into a pseudo-field (7.9) G(X) of all open
subsets of a compact topological Ty space X.

Another typical (and interesting) example of a class of pseudo - Boolean algebras
is the following.

Linear Pseudo - Boolean Algebra

Let (B, <) be a chain (linearly ordered set) with the greatest element 1 and the
least element (smallest) 0.
An algebra

H=(B, 1,0 =, N, U~ (7.10)

is called a linear pseudo - Boolean algebra if and only if its operations are defined
as follows.

For any a,b € B,

aUb=mazx{a, b}, anb=min{a, b},

1 ifa<bd
a=b= { b  otherwise, (7.11)

and define the pseudo-complementation — as
—a=a=0.

We leave the proof that (7.10) is a pseudo-Boolean algebra as a homework exer-
cise. Observe that the linear pseudo - Boolean algebra (7.10) is a generalization
of the 3-valued Heyting semantics defined in chapter 3.
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Algebraic Models

We say that a formula A is an intuitionistoc tautology if and only if any
pseudo-Boolean algebra (7.7) is a model for A. This kind of models because
their connection to abstract algebras are called algebraic models.

We put it formally as follows.

Definition 7.1 (Intuitionistic Algebraic Model)

Let A be a formula of the language Liun,— ~y and let B = (B, 1, 0, =
, N, U,—) be a pseudo - Boolean topological Boolean algebra (7.7).

We say that the algebra B is a model for the formula A and denote it by
BE=A

if and only if v*(A) =1 holds for all variables assignments v: VAR — B.

Definition 7.2 (Intuitionistic Tautology)

The formula A is an intuitionistic tautology and is denoted by
ErA ifandonlyif B A

for all pseudo-Boolean algebras B.

In Algebraic Logic the notion of tautology is often defined using a notion ”a
formula A is valid in an algebra B 7. It is formally defined as follows.

Definition 7.3

A formula A is valid in a pseudo-Boolean algebra B = (B, 1, 0, =, N, U, ),
if and only if v*(A) =1 holds for all variables assignments v: VAR — B.

Directly from definition 7.2 and definition 7.3 we get the following.

Fact 7.2 For any formula A, =1 A if and only if A is valid in all pseudo-
Boolean algebras.

We write now 7 A to denote any proof system for the Intuitionistic proposi-
tional logic, and in particular the Hilbert style formalization for Intuitionistic
propositional logic I defined by (7.4).

Theorem 7.2 (Intuitionistic Completeness Theorem) (Mostowski 1948)
For any formula A of L{y, A= -}
Fr A if and only if =1 A.
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The intuitionistic completeness theorem 7.2 follows also directly from the fol-
lowing general algebraic completeness theorem 7.3 that combines results of of
Mostowski (1958), Rasiowa (1951) and Rasiowa-Sikorski (1957).

Theorem 7.3 (Algebraic Completeness Theorem)

For any formula A of L= L, n = ) the following conditions are equivalent.
(i) k1 A,

(ii) =1 4,

(iii) A 4s valid in every pseudo-Boolean algebra

(g(X)a X7 (2)7 U7 07:>, ﬁ)

of open subsets of any topological space X,

(iv) A is wvalid in every pseudo-Boolean algebra B with at most 22" elements,
where r is the number of all sub formulas of A.

Moreover, each of the conditions (i) - (iv) is equivalent to the following one.
(v) A is valid in the pseudo-Boolean algebra (G(X), X, 0, U, N,=, =) of
open subsets of a dense-in -itself metric space X # 0 (in particular of an n-
dimensional Euclidean space X ).

The following theorem follows from the equivalence of conditions (i) and (iv).

Theorem 7.4 (Decidability)

Every proof system for the intuitionistic propositional logic is decidable.

Examples of intuitionistic propositional tautologies

The following classical tautologies are provable in I and hence are also intu-
itionistic tautologies.

(A= A), (7.12)

(A= (B=A4)), (7.13)

(A= (B= (ANB))), (7.14)

(A= B=0C)=((A=B)=(A=10)), (7.15)
(A= ——A), (7.16)

-(AN-4), (7.17)

(FAUB) = (A= B)), (7.18)

(-(AU B) = (mAN-B)), (7.19)

323



(mrAN-B)= (=(AUB)), (7.20)
(mAU-B) = (mAN-B)), (7.21)

((A= B) = (=B = —A)), (7.22)

((A= -B) = (B = —A)), (7.23)

(m——A = —A), (7.24)

(A = ———A), (7.25)

(-—(A= B) = (A= --B)), (7.26)
(C=A)=(C= (A= B))= (C= B)), (7.27)

Examples of classical tautologies that are not intuitionistic tautologies

The following classical tautologies are not intuitionistic tautologies.

(AU-A), (7.28)

(=—A = A), (7.29)

(A= B) = (mAUB)), (7.30)
(-(ANB) = (mAU-B)), (7.31)
(A= B) = (-B = A4)), (7.32)
(A= -B)= (B=A)), (7.33)
(A= B)= A) = A), (7.34)

7.1.4 Connection Between Classical and Intuitionistic Tau-
tologies

The intuitionistic logic has been created as a rival to the classical one. So a
question about the relationship between these two is a natural one. We present
here some examples of tautologies and some historic results about the connection
between the classical and intuitionistic logic.

The first connection is quite obvious. It was proved by Rasiowa and Sikorski in
1964 that by adding the axiom

A12 (AU-A)

to the set of axioms of our system I defined by (7.4) we obtain a Hilbert proof
system H that is complete with respect to classical semantics.

This proves the following.
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Theorem 7.5
Every formula that is derivable intuitionistically is classically derivable, i.e.

if FrA, then F A,

where we use symbol & for classical (complete classical proof system) provability.

We write

E A and] = A

to denote that A is a classical and intuitionistic tautology, respectively.

As both proof systems, I and H are complete under respective semantics, we
can state this as the following relationship between classical and intuitionistic
tautologies.

Theorem 7.6
For any formula A € F,

if E; A, then E A

The next relationship shows how to obtain intuitionistic tautologies from the
classical tautologies and vice versa. It has been proved by Glivenko in 1929 and
independently by Tarski in 1938.

Theorem 7.7 (Glivenko, Tarski)

For any formula A € F, A is a classically provable if and only if ——A is an
intuitionistically provable, i.e.

FrA  if and only if F ——A

where we use symbol - for classical provability.

Theorem 7.8 (McKinsey, Tarski, 1946)

For any formula A € F, A is a classical tautology if and only if =—A is an
intuitionistic tautology, i.e.

E A if and only if |, -A.

The following relationships were proved by Godel.
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Theorem 7.9 (Godel, 1931)

For any A, B € F, a formula (A = —B) is a classically provable if and only if
it is an intuitionistically provable, i.e.

F (A= -B) if and only if F; (A= —-B).

Theorem 7.10 (Godel, 1931)

If a formula A contains no connectives except N and —, then A is a classically
provable if and only if it is an intuitionistically provable.

By the completeness of classical and intuitionisctic logics we get the following
equivalent semantic form of theorems 7.9 and 7.10.

Theorem 7.11

A formula (A = —B) is a classical tautology if and only if it is an intuitionistic
tautology, i.e.

= (A= -B) if and only if =, (A= -B).

Theorem 7.12

If a formula A contains no connectives except N and —, then A is a classical
tautology if and only if it is an intuitionistic tautology.

On intuitionistically derivable disjunction

In a classical logic it is possible for the disjunction (A U B) to be a tautology
when neither A nor B is a tautology. The tautology (A U —A) is the simplest
example. This does not hold for the intuitionistic logic.

This fact was stated without the proof by Godel in 1931 and proved by Gentzen
in 1935 via his proof system LI which is presented in chapter 6 and discussed
in the next section 7.2.

Theorem 7.13 (Gentzen 1935)

A disjunction (AU B) is intuitionistically provable if and only if either A or B
1s intuitionistically provable , i.e.

Fr (AUB) if and onlyif +1r A or bk B.
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We obtain, via the Completeness Theorem 7.2 the following equivalent semantic
version of the above.

Theorem 7.14

A disjunction (AU B) is intuitionistic tautology if and only if either A or B is
intuitionistic tautology, i.e.

E; (AUB) if andonlyif =; A or |=; B.

7.2 Gentzen Sequent System LI

In 1935 G. Gentzen formulated a first syntactically decidable formalizations for
classical and intuitionistic logic and proved its equivalence with the Heyting’s
original Hilbert style formalization. He named his classical system LK (K for
Klassisch) and intuitionistic system LI (I for Intuitionistisch). In order to prove
the completeness of the system LK and proving the adequacy of LI he intro-
duced a special rule, called cut rule that corresponds to the Modus Ponens
rule in Hilbert proof systems. Then, as the next step he proved the now famous
Gentzen Hauptzatz, called in English the Cut Elimination Theorem.

The Gentzen original proof system LI is a particular case of his proof system
LK for the classical logic. Both of them were presented in chapter 6 together
with the proof of the Hauptzatz for both, LK and LI systems.

The elimination of the cut rule and the structure of other rules makes it possible
to define effective automatic procedures for proof search, what is impossible in
a case of the Hilbert style systems.

The Gentzen system LI is defined as follows.
Language of LI

Let SQ ={T — A: T',A € F* } be the set of all Gentzen sequents built out
of the formulas of the language

L=Ln= (7.35)

and the additional symbol —.

In order to describe the the intuitionistic logic we deal, after Gentzen, only with
sequents of the form I' — A, where A consists of at most one formula. IL.e.
we assume that all LI sequents are elements of a following subset I5@Q) of the
set S@Q of all sequents.

ISQ={I' — A: A consists of at most one formula }. (7.36)

The set 15Q is called the set of all intuitionistic sequents; the LI sequents.
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Axioms of LI

As the axioms of LI we adopt any sequent from the set 75Q defined by ( 7.36),
which contains a formula that appears on both sides of the sequent arrow —,
i.e any sequent of the form

F17A,F2 — A, (737)
for any formula A € F of the language (7.35) and for any sequences I'y, T’y € F*.

Inference rules of LI

The set inference rules is divided into two groups: the structural rules and the
logical rules. They are defined as follows.

Structural Rules of LI

Weakening
I —
— k) ——— .
(= weak) r — A
A is called the weakening formula.
Contraction
(contr —) AAT — A
contr AT 5 A

A is called the contraction formula , A contains at most one formula.

Exchange

I, A BTy — A
F17B7A,F2 — A’

(exchange —)

A contains at most one formula.
Logical Rules of LI

Conjunction rules

(N =) A BT — A (_>m)F—>A;F—>B
(ANnB), I — A’ — (AnB) ’
A contains at most one formula.
Disjunction rules
(= V) i (= U) i
'T — (AuB)’ 2T — (AuB)’
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AT — A; BT — A

V=) —aopr = a

A contains at most one formula.

Implication rules

ATl — B (:>_>>F—>A;B,F—>A
I — (A= B)’ (A= B),Il — A ~

(==)

A contains at most one formula.

Negation rules

() o (o)
-A,T —’ r — -4
Formally we define:
LI= (L, 15Q, LA, Structural rules, Logical rules ), (7.38)

where 15Q) is defined by (7.36), Structural rules and Logical rules are the infer-
ence rules defined above, and LA is the axiom defined by the schema (7.37).

We write
|_L[P — A

to denote that the sequent ' — A has a proof in LI.

We say that a formula A € F has a proof in LI and write it as
when the sequent — A has a proof in LI, i.e.

Frr A ifand only if Fp; — A.

The completeness of of our cut-free LI follows directly from LI Hauptzatz Theo-
rem proved in chapter 6 and the Intuitionistic Completeness Theorem 7.2. The
proof is a straightforward adaptation of the proof of cut free LK Completeness
Theorem proved in chapter 6 and is left as a homework exercise.

Theorem 7.15 (Completeness of LI)
For any sequent I’ — A € 15Q,

Fror T — A ifandonly of E; T — Al
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In particular, for any formula A,

Frr A if and only of =1 A.

Theorem 7.16 (Intuitionistically Derivable Disjunction)

For any formulas A, B,
Frr (AUB)  ifand only if Frr A or Fpr B.

In particular, a disjunction (AU B) is intuitionistically provable in any proof
system I if and only if either A or B is intuitionistically provable in I.

The particular form the theorem 7.16 was stated without the proof by Godel in
1931. The theorem proved by Gentzen in 1935 via his Hauptzatz Theorem.
Proof

Assume Fp; (AU B). This equivalent to Fry — (AU B). The last step in
the proof of — (A U B)i LI must be the application of the rule (— U), to
the sequent — A, or the application of the rule (= U), to the sequent — B.
There is no other possibilities. We have proved that Fr; (AU B) implies F1; A
or by B. The inverse is obvious by respective applications of rules (— U),
(= U), to — A and — B.

7.2.1 Decomposition Trees in LI

Search for proofs in LI is a much more complicated process then the one in
classical systems RS or GL defined in chapter 6.

Here, as in any other Gentzen style proof system, proof search procedure consists
of building the decomposition trees.

In RS the decomposition tree T 4 of any formula A, and hence of any sequence
I' is always unique.

In GL the ”blind search” defines, for any formula A a finite number of decom-
position trees, but it can be proved that the search can be reduced to examining
only one of them, due to the absence of structural rules.

In LI the structural rules play a vital role in the proof construction and hence,
in the proof search. We consider here a number of examples to show the com-
plexity of the problem of examining possible decomposition trees for a given
formula A. We are going to see that the fact that a given decomposition tree
ends with an axiom leaf does not always imply that the proof does not exist.
It might only imply that our search strategy was not good. Hence the problem
of deciding whether a given formula A does, or does not have a proof in LI
becomes more complex then in the case of Gentzen system for classical logic.
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Before we define a heuristic method of searching for proof and deciding whether
such a proof exists or not in LI we make some observations.

Observation 1: the logical rules of LI are similar to those in Gentzen type
classical formalizations we examined in previous chapters in a sense that
each of them introduces a logical connective.

Observation 2: The process of searching for a proof is, as before a decompo-
sition process in which we use the inverse of logical and structural rules
as decomposition rules.

For example the implication rule:

Al' — B
' — (A= B)

(==)

becomes an implication decomposition rule (we use the same name
(—=) in both cases)

' — (A= B)

=) 7 =3

Observation 3: we write our proofs in as trees, instead of sequences of expres-
sions, so the proof search process is a process of building a decomposition

tree. To facilitate the process we write, as before, the decomposition rules,
structural rules included in a "tree ” form.

For example the the above implication decomposition rule is written as follows.

' — (A= B)

| (==)
AT — B

The two premisses implication rule (=—) written as the tree decomposition
rule becomes

331



For example the structural weakening rule is written as the decomposition rule
is written as

r — A

k
(— weak) T

We write it in a tree form as follows.

r — A

| (— weak)

I —

We define, as before the notion of decomposable and indecomposable formulas
and sequents as follows.

Decomposable formula is any formula of the degree > 1.

Decomposable sequent is any sequent that contains a decomposable for-
mula.

Indecomposable formula is any formula of the degree 0, i.e. any proposi-
tional variable.

Remark: In a case of formulas written with use of capital letters A, B,C, ..
etc, we treat these letters as propositional variables, i.e. as indecomposable
formulas.

Indecomposable sequent is a sequent formed from indecomposable formulas
only.

Decomposition tree construction (1): given a formula A we construct its
decomposition tree T as follows.

Root of the tree is the sequent — A.

Given a node n of the tree we identify a decomposition rule applicable at this
node and write its premisses as the leaves of the node n.

‘We stop the decomposition process when we obtain an axiom or all leaves of
the tree are indecomposable.

Observation 4: the decomposition tree T obtained by the construction (1)
most often is not unique.
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Observation 5: the fact that we find a decomposition tree T' o with non-axiom
leaf does not mean that f-;; A. This is due to the role of structural rules
in LI and will be discussed later in the chapter.

We illustrate the problems arising with proof search procedures, i.e. de-
composition trees construction in the next section 7.2.2 and give a heuristic
proof searching procedure in the section 7.2.3.

7.2.2 Proof Search Examples

We perform proof search and decide the existence of proofs in LI for a given
formula A € F by constructing its decomposition trees Ta. We examine here
some examples to show the complexity of the problem.

Remark

In the following and similar examples when building the decomposition trees for
formulas representing general schemas we treat the capital letters A, B,C, D...
as propositional variables, i.e. as indecomposable formulas.

Example 1
Determine whether Fry — ((mAN-B) = —-(AU B)).

This means that we have to construct some, or all decomposition trees of

— ((FAN=B)=-(AUB)).

If we find a decomposition tree such that all its leaves are axioms, we have a
proof.

If all possible decomposition trees have a non-axiom leaf, proof of A in LI does
not exist.

Consider the following decomposition tree of — ((wAN—-B) = -~(AU B)).

T1
— ((FAN=B) = (~(AUB))

| (—=)
(—ANn-B) — -(AUB)

[ (— )
(AUuB),(mFAN-B) —

| (exch —)

(-AN-B),(AUB) —

(N —)
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-A,-B,(AUB) —
| (= —)
-B,(AUB) — A
| (— weak)

-B,(AUB) —

| (= —)
(AUB) — B
/\(U —)
A— B B— B
non — ariom axiom

The tree T1 has a non-axiom leaf, so it does not constitute a proof in LI. But
this fact does not yet prove that proof doesn’t exist, as the decomposition tree
in LI is not always unique.

Let’s consider now the following tree.

T2
— (("AN-B) = (-(AUB))
[ (—=)
(mAN-B) — =(AUB)
[ (— )
(AUB),(FAN-B) —
| (exch —)
(~ANn-B),(AUB) —
(" —)
-A,-B,(AUB) —
| (exch —)
—A, (A U B), -B —
| (exch —)

(A U B), -A,-B —
AL —)

334



A,—A,-B — B,-A,-B —

| (exch —) | (exch —)
-A,A,-B — B,-B,—~A —
(= —) | (exch —)
A,-B— A -B,B,~A —
axiom | (= —)
B,-A— B
axiom

All leaves of T2 are axioms, what proves that T2 is a proof of A and hence we
proved that
Fri((mAN-B) = —-(AUB)).
Example 2
Part 1: Prove that
Fog — (A = —|—|A),

Part 2: Prove that
)LLI — (—v—|A = A)

Solution of Part 1
To prove that
FLI — (A = —|—\A)

we have to construct some, or all decomposition trees of
— (A= —--A).

We treat the sub formulas A, B as indecomposable formulas.

Consider the following decomposition tree.

T
— (A = ﬁﬁA).

| (—=)
A— ——A
[ (— )

—\A,A—>
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| (= —)
A— A
axiom

All leaves of T are axioms what proves that T is a proof of — (A = ——A)
and we don’t need to construct other decomposition trees.

Solution of Part 2
To prove that
,J'LLI — (ﬁﬁA = A)

we have to construct all decomposition trees of (A = ——A) and show that each
of them has an non-axiom leaf.

Consider the first decomposition tree defined as follows.

T1
— (—mA = A)

first of 2 choices : (—=), (— weak)
| (==)
-—A-— A
first of 2 choices : (— weak), (contr —)
| (— weak)
-—A—
first of 2 choices : (- =), (contr —)
| (= =)
— —A
first of 2 choices : (- =), (— weak)
[ (=)
A—
indecomposable
non — ariom

We use the first tree created to define all other possible decomposition trees by
exploring the alternative search paths as indicated at the nodes of the tree.
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T1
— (A= A)

| (—=)
one of 2 choices

-—A— A
]

| (contr —)

second of 2 choices
-—A4,—-A— A
| (— weak)
first of 2 choices
-—A, A —
(= —)
first of 2 choices
-—A — —-A
[ (— )
the only choice
A ——A —
| (exch —)
the only choice
—A A —
[ (— )
the only choice
A— A
[ (— )
first of 2 choices
AA—
indecomposable

non — ariom
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We can see from the above decomposition trees that the ”blind” construction
of all possible trees only leads to more complicated trees, due to the presence of
structural rules. Observe that the "blind” application of (contr —) gives an
infinite number of decomposition trees. To decide that none of them will produce
a proof we need some extra knowledge about patterns of their construction, or
just simply about the number useful of application of structural rules within
the proofs.

In this case we can just make an ”external” observation that the our first tree
T1 is in a sense a minimal one; that all other trees would only complicate this
one in an inessential way, i.e. we will never produce a tree with all axioms
leaves.

One can formulate a deterministic procedure giving a finite number of trees,
but the proof of its correctness require some extra knowledge. We are going to
discuss a motivation and an heuristics for the proof search in the next section.

Within the scope of this book we accept the ”external” explanation for the
heuristics we use as a sufficient solution.

As we can see from the above examples structural rules and especially the
(contr —) rule complicates the proof searching task.

The Gentzen type proof systems RS and GL from chapter don’t contain the
structural rules and are complete with respect to classical semantics, as is the
original Gentzen system LK, which does contain the structural rules. As (via
Completeness Theorem) all three classical proof system RS, GL, LK are equiv-
alent we can say that the structural rules can be eliminated from the system
LK.

A natural question of elimination of structural rules from the intutionistic
Gentzen system LI arizes.

The following example illustrates the negative answer.
Example 3

We know, by the theorem about the connection between classical and intuition-
istic logic (theorem 7.6) and corresponding Completeness Theorems that for any
formula A € F,

E A ifandonlyif +F;——A,
where = A means that A is a classical tautology, -1 means that A is intutionis-
tically provable, i.e. is provable in any intuitionistically complete proof system.
The system LI is intuitionistically complete, so we have that for any formula A,

E A ifandonlyif Fpy A

We have just proved that frij(——A = A). Obviously = (——A = A), so we
know that ——(—-—A = A) must have a proof in LI.
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We are going to prove that
FLo —\_‘(—|—|A = A)

and that the structural rule (contr —) is essential to the existence of its proof,
i.e. that without it the formula =—(——=A = A) is not provable in LI.

The following decomposition tree T is a proof of =—(=—A = A) in LI.

T
— ﬁﬁ(ﬁﬁA = A)

first of 2 choices: (— —), (— weak)
[ (— )
(A= A) —
first of 2 choices : (contr —), (- —)
| (contr —)
(A= A), (A= A) —
one of 2 choices
[ (=—)
(mA=A) — (A= A)
one of 3 choices
| (—=)
(mmA=A4),—A— A
one of 2 choices
| (— weak)
—(-mA=A), A —
one of 3 choices
| (exch —)
——A, (A= A) —
one of 3 choices
[ (=—)
(A= A) — A
one of 3 choices

[ (— )
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A (A= A) —
one of 2 choices
| (exch —)
—(—mA= A),A—
one of 3 choices
(= —)
A— (A= A)
one of 3 choices
| (—=)
—AA— A

axiom

Assume now that the rule (contr —) is not available. All possible decomposi-
tion trees are as follows.

T1
[ (— )
one of 2 choices
—(m—mA= A) —
[ (=—)
only one choice
— (mA = A)
| (—=)
one of 2 choices
-—A— A
| (— weak)
only one choice
-—A —

(= —)
only one choice
— —A
[ (— )
one of 2 choices
A—

non — ariom
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T2

| (— weak)
second of 2 choices
—

non — ariom

T3
— —\—|(—|—\A = A)
| (— )
| (= —)
— (ﬁﬁA = A)
| (— weak)
second of 2 choices
—

non — ariom

T4
— == (==A = A)
| (— )
(A= A) —
| (= —)
— (A= A)
| (—=)

]

-—A— A
| (— weak)
only one choice
-—A —

[ (=—)
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only one choice
— A
| (— weak)
second of 2 choices
—

non — ariom

This proves that the formula ——=(-—=A = A) is not provable in LI without
(contr —) rule and hence this rule can’t be eliminated.

7.2.3 Proof Search Heuristic Method

Before we define a heuristic method of searching for proof in LI let’s make some
additional observations to the observations 1-5 from section 7.2.1.

Observation 6: Our goal while constructing the decomposition tree is to ob-
tain axiom or indecomposable leaves. With respect to this goal the use
logical decomposition rules has a priority over the use of the structural
rules and we use this information while describing the proof search heuris-
tic.

Observation 7: all logical decomposition rules (o —), where o denotes any
connective, must have a formula we want to decompose as the first formula
at the decomposition node, i.e. if we want to decompose a formula oA,
the node must have a form oA, I' — A. Sometimes it is necessary to
decompose a formula within the sequence I' first in order to find a proof.

For example, consider two nodes
ny = ﬂ"A,(AﬂB) — B

and
ng =(ANB),-—A — B.

We are going to see that the results of decomposing n; and no differ dramatically.

Let’s decompose the node n;. Observe that the only way to be able to de-
compose the formula ——A is to use the rule (— weak) first. The two possible
decomposition trees that starts at the node n; are as follows.

T1,,

-—A,(ANB) — B
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| (=)
A A, B —

non — ariom

T2,,
-—A,(ANB)— B
| (= weak)
-—A,(ANB) —
| (= =)
(ANnB) — -A
[ (=)

A, (ANB) —

[ (M=)

A A B—
non — ariom
Let’s now decompose the node ny. Observe that following our Observation 6

we start by decomposing the formula (AN B) by the use of the rule (N —) first.
A decomposition tree that starts at the node no is as follows.

T1,,
(AnB),—A — B

[ (M=)
A B,—-—A—B

axriom
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This proves that the node ny is provable in LI, i.e.

Foi (AN B),——A4 — B.

Of course, we have also that the node n; is also provable in LI, as one can
obtain the node ng from it by the use of the rule (exch —).

Observation 8: the use of structural rules are important and necessary while
we search for proofs. Nevertheless we have to use them on the ”must”
basis and set up some guidelines and priorities for their use.

For example, use of weakening rule discharges the weakening formula, and
hence an information that may be essential to the proof. We should use
it only when it is absolutely necessary for the next decomposition steps.
Hence, the use of weakening rule (— weak) can, and should be restricted
to the cases when it leads to possibility of the use of the negation rule
(= =)

This was the case of the decomposition tree T1,,. We used it as an
necessary step, but still it discharged too much information and we didn’t
get a proof, when proof of the node existed.

In this case the first rule in our search should have been the exchange
rule, followed by the conjunction rule (no information discharge) not the
weakening (discharge of information) followed by negation rule. The full
proof of the node n; is the following.
T3,,
-—A,(ANB) — B
| (exch —)
(AnB),——A — B
[ (N =)
A, B,-—A— B

axiom

As a result of the observations 1- 5 from section 7.2.1 and observations 6 -
8 above we adopt the following.

Heuristic Procedure for Proof Search in LI.

For any A € F we construct the set of decomposition trees T_, 4 following the
rules below.
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Rules for Decomposition Tree Generation
1. Use first logical rules where applicable.

2. Use (exch —) rule to decompose, via logical rules, as many formulas on the
left side of — as possible.

3. Use (— weak) only on a "must” basis in connection with (-~ —) rule.

4. Use (contr —) rule as the last recourse and only to formulas that contain —
or = as connectives.

5. Let’s call a formula A to which we apply (contr —) rule a contraction
formula.

6. The only contraction formulas are formulas containing — between theirs log-
ical connectives.

7. Within the process of construction of all possible trees use (contr —) rule
only to contraction formulas.

8. Let C be a contraction formula appearing on the node n of the decomposi-
tion tree of T_, 4. For any contraction formula C', any node n, we apply
(contr —) rule the the formula C' at most as many times as the number
of sub-formulas of C.

If we find a tree with all axiom leaves we have a proof, i.e. Fr; A and if all
(finite number) trees have a non-axiom leaf we have proved that proof of A does
not exist, i.e. FrrA.

7.3 Introduction to Modal S4 and S5 Logics

The non-classical logics can be divided in two groups: those that rival classical
logic and those which extend it. The Lukasiewicz, Kleene, and Intuitionistic
Logics are in the first group. The modal logics are in the second.

The rival logics do not differ from classical logic in terms of the language em-
ployed. Rather, rival logics differ in that certain theorems or tautologies of
classical logic are rendered false, or not provable in them.

Perhaps the most notorious example of this is the law of excluded middle (AU
—A). This is provable in, and is a tautology of classical logic but is not provable
in, and is not tautology of intuitionistic logic, or is not a tautology under any
of the extensional logics semantics we have discussed.

Logics which extend classical logic sanction all the theorems of classical logic
but, generally, supplement it in two ways. Firstly, the languages of these non-
classical logics are extensions of those of classical logic, and secondly, the the-
orems of these non-classical logics supplement those of classical logic. Usually,
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such supplementation is provided by the enriched language. For example, modal
logics are enriched by the addition of two new connectives that represent the
meaning of it is necessary that and it is possible that. We use the notation I for
it is necessary that and C for it is possible that. Other notations used are: V,
N, L for it is necessary that, and { P, M for it is possible that. The symbols N,
L, P, M or alike, are often used in computer science investigations. The symbols
V and ¢ were first to be used in modal logic literature, the symbols I, C come
from algebraic and topological interpretation of modal logics. I corresponds to
the interior of the set and C to its closure.

The idea of a modal logic was first formulated by an American philosopher,
C.I. Lewis in 1918. He has proposed yet another interpretation of lasting con-
sequences, of the logical implication. In an attempt to avoid, what some felt,
the paradoxes of semantics for classical implication which accepts as true that a
false sentence implies any sentence he created a notion of a modal truth, which
lead to the notion of modal logic. The idea was to distinguish two sorts of truth:
necessary truth and mere possible (contingent) truth. A possibly true sentence
is one which, though true, could be false. A necessary truth is hence the one
which could not be otherwise; a contingent (possible) truth is one which could.
The distinction between them is a metaphysical one and should not be confused
with the distinction between a priori and a posterior: truths. An a priori
truth is one which can be known independently of experience, and an a poste-
riort truth is one which cannot. Such notions appeal to epistemic considerations
and the whole area of modal logics bristles with philosophical difficulties and
hence the numbers of logics have been created. Unlike the classical connectives,
the modal connectives do not admit of truth-functional interpretation. This was
the reason for which modal logics was first developed as a proof systems, with
intuitive notion of semantics expressed by the set of adopted axioms.

The first semantics, and hence the proofs of the completeness theorems came
some 20 years later. It took yet another 25 years for discovery and development
of the second more general approach to the semantics. These are two established
ways of interpret modal connectives, i.e. to define modal semantics.

The historically first one is due to Mc Kinsey and Tarski (1944, 1946). It is a
topological interpretation that provides a powerful mathematical interpretation
of some of them, namely S4 and S5. It connects the modal notion of necessity
with the topological notion of interior of a set, and the notion of possibility with
the notion of its closure . Our choice of symbols I and C for modal connectives
comes from this interpretation. The topological interpretation powerful as it is,
is less universal in providing models for other modal logics. The most recent
one is due to Kripke (1964). It uses the notion possible world. Roughly, we say
that CA is true if A is true in some possible world, called actual world, and IA
is true if A is true in every possible world.

We present the formal definition later in this chapter, but this intuitive meaning
can be useful in unconvincing ourselves about validity (or sense) of adopted
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axioms and rules of inference.

As we have already mentioned, modal logics were first developed, as was the
intuitionistic logic, in a form of proof systems only. First Hilbert style modal
proof system was published by Lewis and Langford in 1932. They presented
a formalization for two modal logics, which they called S1 and S2. They also
outlined three other proof systems, called S3, S4, and S5.

In 1933 Godel worked with Heyting’s ”sentential logic” proof system, what we
are calling now Intuitionistic logic. He considered a particular modal proof sys-
tem and asserted that theorems of Heyting’s ”sentential logic” could be obtained
from it by using a certain translation. His presentation of the discovered proof
system, now known as S4 logic, was particularly elegant.

Since then hundreds of modal logics have been created. There are some standard
texts in the subject. These are, between the others: Hughes and Cresswell
(1969) for philosophical motivation for various modal logics and Intuitionistic
logic, Bowen (1979) for a detailed and uniform study of Kripke models for
modal logics, Segeberg (1971) for excellent classification, and Fitting (1983), for
extended and uniform studies of automated proof methods for classes of modal
logics.

Hilbert Style Modal Proof Systems

We present here Hilbert style formalization for S4 and S5 logics due to Mc
Kinsey and Tarski (1948) and Rasiowa and Sikorski (1964). We also discuss
the relationship between S4 and S5, and between the Intuitionistic logic and S4
modal logic, as first observed by Godel.

They stress the connection between S4, S5 and topological spaces which consti-
tute models for them. Hence the use of symbols I, C for necessity and possibility,
respectively. The connective I corresponds to the symbol denoting a topological
interior of a set and C to the closure of a set.

Modal Language
We add to the propositional language Ly, ~} two extra one argument con-
nectives I and C. L.e. we adopt

L= »C{u,m,:>,—|,1,C} (7-39)

as our modal language. We read a formula IA, CA as necessary A and possible
A, respectively.

The language is common to all modal logics. Modal logics differ on a choice of
axioms and rules of inference, when studied as proof systems and on a choice of
semantics