CHAPTER 1
Introduction

ARTIFICIAL INTELLIGENCE (AI) is the study of intelligent behavior. Its
ultimate goal is a theory of intelligence that accounts for the behavior
of naturally occurring intelligent entities and that guides the creation of
artificial entities capable of intelligent behavior. Thus, Al is both a branch
of science and a branch of engineering.

As engineering, Al is concerned with the concepts, theory, and practice
of building intelligent machines. Examples of machines already within
the reach of Al include ezpert systems that give advice about specialized
subjects (such as medicine, mineral exploration, and finance), question-
answering systems for answering queries posed in restricted but large
subsets of English and other natural languages, and theorem-proving
systems for verifying that computer programs and digital hardware
meet stated specifications. Ahead lie more flexible and capable robots,
computers that can converse naturally with people, and machines capable
of performing much of the world’s “knowledge work.”

As science, Al is developing concepts and vocabulary to help us to
understand intelligent behavior in people and in other animals. Although
there are necessary and important contributions to this same scientific
goal by psychologists and by neuroscientists, we agree with the statement
made by the sixteenth-century Italian philosopher Vico: Certum quod
factum (one is certain of only what one builds). Aerodynamics, for
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Figure 1.1 Entity and environment.
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Note that in talking about the behavior of an intelligent entity in its

environment, we have implicitly divided the world into two parts. We have
placed an envelope around the entity, separating it from its environment,
and we have chosen to focus on the transactions across that envelope. (See
Figure 1.1.) Of course, a theory of intelligence must not only describe
these transactions but must also give a clear picture of the structure of
the entity responsible for those transactions. An important concept in
this regard is that of knowledge. Intelligent entities seem to anticipate
their environments and the consequences of their actions. They act as if
they know, in some sense, what the results would be. We can account for
this anticipatory behavior by assuming that inteliigent entities themselves
possess knowledge of their environments.

What more can we say about such knowledge? What forms can it take?
What are its limits? How do entities use knowledge? How is knowledge
acquired? Unfortunately, we cannot say much to answer these questions
insofar as they pertain to natural, biological organisms. Even though we are
beginning to learn how neurons process simple signals, our understanding of
how animal brains—which are composed of neurons—represent and process
knowledge about the world is regretfully deficient.

The situation is rather different when we turn our attention to artifacts,
such as computer systems, capable of rudimentary intelligent behavior.
Although we have not yet built machines approaching human levels of
intelligence, nevertheless we can talk about how such machines can be said
to possess knowledge. Because we design and build these machines, we
oug‘ht to be able to decide what it means for them to know about their
environments,

There are two major ways we can think about a machine having
knowledge about its world. Although our ideas about the distinction
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