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Abstract—Given the widespread use of Convolutional Neural Networks (CNNs) in image classification applications, cloud providers now routinely offer several GPU-equipped instances with varying price points and hardware specifications. From a practitioner’s perspective, given an arbitrary CNN, it is not obvious which GPU instance should be employed to minimize the model training time and/or rental cost. This paper presents Ceer, a model-driven approach to determine the optimal GPU instance(s) for any given CNN. Based on an operation-level empirical analysis of various CNNs, we develop regression models for heavy GPU operations (where input size is a key feature) and employ the sample median estimator for light GPU and CPU operations. To estimate the communication overhead between CPU and GPU(s), especially in the case of multi-GPU training, we develop a model that relates this communication overhead to the number of model parameters in the CNN. Evaluation results on AWS Cloud show that Ceer can accurately predict training time and cost (less than 5% average prediction error) across CNNs, enabling 36%–44% cost savings over simpler strategies that employ the cheapest or the latest generation GPU instances.

I. INTRODUCTION

The past few years have seen a significant increase in the adoption of Deep Neural Networks (DNNs) for a wide range of machine learning applications [11], [12], [13]. The success of DNNs is primarily due to their large models which have the capacity to learn complex features from big data. Convolutional Neural Networks (CNNs) are a popular and efficient class of DNNs that employ the convolution operation for processing data that has a known grid-like topology, such as images, making CNNs among the most popular techniques for image classification [14], [15].

Despite their success, CNNs, and DNNs in general, are expensive models for training owing to their large compute requirements and numerous parameters. Most CNN models are trained, using training frameworks such as TensorFlow [6], on machines equipped with expensive GPUs; see Section II for more details on CNN training. Modern servers equipped with commodity GPUs can be prohibitively expensive; for example, a 4-GPU (NVIDIA Tesla V100) NVLink-equipped server can easily cost upwards of $35,000 [7].

A promising alternative to purchasing such expensive servers is to rent similar cloud resources for the duration of model training. Most public cloud providers, including AWS, Google Cloud, and Azure, now provide several GPU-equipped Virtual Machine (VM) offerings [8], [9], [10]. Specifically, AWS currently offers VM instances that support four different GPU models [8] with hourly rental costs of a basic single-GPU VM instance ranging from $0.75 to $3.06 [11].

Within the context of cloud-deployed CNN model training, an important concern is determining the best GPU instance (or VM) to employ, from among the available options, for a given CNN model to minimize the completion time and/or resource rental costs. For realistic model training, the training time (or completion time) can last from a few minutes to several days [12], [13], owing to the numerous model parameters that need to be learned; consequently, training a single model can be an expensive undertaking. As a specific example, the winner of the ImageNet challenge 2017, Squeeze-and-Excitation Networks (SE Nets), employed 145.8 million parameters with a training time of at least 250 GPU-hours [14]. Based on the rental cost of a similar AWS GPU model instance as employed by the above work [15], the model training cost can be estimated to be as high as $750.

Given an arbitrary CNN, deciding which GPU instance to employ to minimize the training time and/or rental cost is a non-trivial problem because of the following challenges:

- The available GPU instances may offer widely varying price points and hardware specifications. A more expensive instance may not necessarily result in the smallest training time, and vice-versa. Thus, simple strategies such as employing the cheapest instance or employing the latest GPU offering need not be optimal.
- CNNs can be functionally and structurally very different from each other, making it difficult to predict the training time of a given CNN based on performance analyses of other CNNs, even if on the same GPU model. Further, the training time of a CNN depends critically on its input (or training) data size.
- To reduce training time, practitioners often employ multiple GPUs and train the model in parallel over partitions of input data; this practice is referred to as data parallelism [16]. However, the training time under data parallelism need not scale perfectly with the number of GPUs due to communication overheads between CPU and GPUs. Worse, this overhead is GPU- and model-specific, making it difficult to predict the training time when using multiple GPUs.

Most of the prior work in this area has focused on the empirical analysis of DNN end-to-end training time on specific
GPU devices [5], [17]. By contrast, the cloud-deployed GPU instance cost optimization problem we consider in this paper requires an understanding of the constituent operation-level compute times (that make up the training time) across different commodity GPUs offered by cloud providers. Further, while much of the prior work has focused on speeding up the training time of a specific model under consideration [18], [19], we are more concerned with finding the optimal GPU instance for an arbitrary CNN. While some prior works aim to predict training time for arbitrary CNNs [4], [20], they only focus on layer-level modeling (a layer is a set of operations) and ignore small operations, which, as we discuss in Section IV, significantly hurts prediction accuracy.

In this paper, we perform a detailed empirical study of operation-level compute times and compute costs of several frequently used CNN models on all four publicly available GPU model types in the AWS cloud. Our analysis yields insights on the relationship between specific GPU hardware characteristics and the type of compute operations in the CNN model. For example, while the latest generation of GPU model instances (P3) are better suited, in terms of cost and performance, for memory-intensive operations (e.g., MaxPool-Grad), older generation of GPU instances (e.g., G4) are more cost-efficient for moderately compute-intensive operations. We also make the key finding that the set of unique operations that contribute to much of the training time across CNNs is typically small, and the compute time of these “heavy” operations exhibits low variability.

Based on our empirical analysis, we develop a model-driven approach, Ceer (a seer for CNNs), to accurately predict the training time and training cost of CNNs across GPU instances. The primary component of Ceer is the regression models for heavy operations that relate their compute time to input size for each GPU model; while linear regression works well for most operations, quadratic models are required for a few operations. Combined with our empirical finding that (present-day) CNNs are typically composed of the same set of these heavy operations, our regression models allow Ceer to recommend the optimal GPU instance choice for any CNN.

However, we find that only considering the heavy operations does not provide a good prediction accuracy for training time. While other “light” operations and operations that execute on the CPU often have small compute times, they do exhibit high variability, and so ignoring these operations hurts prediction accuracy by 15–25%. Instead of exhaustively modeling each of these operations for every GPU, Ceer uses a much simpler and practical approach, resulting in accurate training time and training cost predictions.

Finally, and importantly, to predict training time on multi-GPU instances, we develop a CNN-oblivious model that accurately estimates the communication delay between CPU and GPUs in each training iteration. Interestingly, the communication between CPU and GPU must also be taken into account for accurately predicting the training time on single-GPU instances; ignoring this overhead can increase prediction error by 20–30% for certain CNNs.

We evaluate Ceer on AWS cloud and show that Ceer consistently recommends the optimal GPU instance deployment in every scenario we consider and across (previously unseen) CNNs. This is enabled by the accurate training time and training cost models employed by Ceer; our average (test set) prediction error across CNNs and GPU instance types is about 4.2%. Compared to the strategy of picking the cheapest or most expensive (thus, latest) GPU model, Ceer can reduce rental costs by as much as 36% and 44%, respectively; alternatively, for a given cost budget, Ceer can reduce the corresponding training time by 89% and 48%.

The rest of this paper is organized as follows. Section II provides the necessary background on CNN training and describes the commercially available GPU model types on AWS cloud. Section III presents our empirical study of the operation-level compute times and compute costs of various CNN models on all AWS GPU model types. Section IV describes our modeling approach, Ceer, that accurately predicts the training time and cost for an arbitrary CNN. We evaluate the efficacy of Ceer in Section V. Finally, we discuss related work in Section VII and conclude the paper in Section VIII.

II. BACKGROUND AND OVERVIEW

This section provides the necessary background on CNNs and CNN training, and then discusses the various GPU models offered by AWS that we employ in our empirical study.

Convolutional Neural Networks (CNNs). A CNN is a convolutional neural network model with multiple layers that can learn the (possibly non-linear) relationship between the input features and the output variable, often expressed as model parameters or weights, based on training over (typically) labeled data sets. As the name indicates, CNNs employ a mathematical operation called convolution in place of general matrix multiplication in at least one of the layers; convolutions are more memory- and compute-efficient as compared to general matrix multiplication [21]. Further, almost all CNNs employ another mathematical operation called pooling as well; pooling operations enable CNNs to reduce the number of model parameters and computations, while avoiding overfitting [21]. The CNN model consists of sequence of layers of different types, with each layer consisting of several nodes, corresponding to computational operations. In this work, we specifically focus on CNNs given their popularity in practice.

CNN training. Modern CNN training frameworks, such as TensorFlow [6], model CNNs as directed acyclic graphs.
(DAGs) where each graph node is a compute operation (e.g., multiplication, gradient calculation), typically run on a GPU or CPU, and each edge represents the data communication between operations. Figure 1 shows the underlying DAG of the Inception-v3 CNN model [22]. Here, the edges connecting different rectangles denote data flow between them. The colored rectangles in the figure represent a functional compute unit (see legend), which we refer to in this paper as an operation. Note the × multiplier in some of the (dotted boundary) layers; these indicate that the layer repeats several times in sequence.

Training generally consists of multiple iterations of the training data over the same model. For example, if the total training data set size is $D$ samples, and each iteration processes a batch size of $B$ samples, then the training will complete in $D/B$ iterations. Some data is typically transferred between the CPU and GPU at the start and end of each iteration. The entire training may be repeated multiple times in epochs until a convergence criteria is reached [13].

A commonly employed technique to enhance CNN training across GPUs is data parallelism. Under data parallelism, multiple GPUs are employed, each with a complete replica of the CNN model, to process subsets of the input training data in parallel. The learned weight updates from each GPU are periodically aggregated in a synchronization phase and updated for subsequent iterations; the communication overhead for synchronization can be substantial [23].

AWS GPU models available for CNN training. Several commercial cloud service providers, including AWS [8], Google Cloud [9], and Azure [10], now offer GPU instances (as VMs) to customers. In this work, we focus specifically on AWS, the largest commercial cloud resource provider [24], [25]. AWS offers various GPU instance types, each consisting of one of the following GPU models [8]:

- **NVIDIA Tesla V100** (P3 instances) with 5,120 CUDA Cores, 640 Tensor Cores, and (default of) 16GB of GPU memory.
- **NVIDIA K80** (P2 instances) with 2,496 parallel processing cores and 12GB of GPU memory.
- **NVIDIA T4 Tensor Core** (G4 instances) with 2,560 parallel processing cores and (default of) 16GB of memory.
- **NVIDIA Tesla M60** (G3 instances) with 2,048 parallel processing cores and 8 GB of GPU memory.

While each GPU model is offered in different instance sizes, the corresponding basic 1-GPU models we consider for the above four GPU models, along with their hourly (On-Demand Pricing) rental costs [11], are: p3.2xlarge ($3.06/hr), p2.xlarge ($0.90/hr), g4dn.2xlarge ($0.752/hr), and g3s.xlarge ($0.75/hr). We also employ multi-GPU versions of these instances in our experimental evaluation (see Section V). We note that AWS also offers instances with custom-built chips or FPGAs, but we omit these instances in our discussion and evaluation given our focus on GPUs.

III. EMPIRICAL ANALYSIS

This section presents one of our main contributions — an empirical study of compute times of CNN operations on all four GPU model types offered by AWS. We first present our results for operation-level compute times and compute costs, and then discuss how these are impacted by the input size. We then analyze how training time scales with the number of GPUs (under data parallelism).

For our empirical study, we consider the following popularly employed CNN models, which together provide us with 12 distinct CNNs. We obtain empirical results by training these CNNs on TensorFlow [6] on AWS GPU instances.

- **VGG** is a CNN with multiple convolutional, pooling, and fully connected layers, and is often used for image classification [23]. We experiment with three different variants having varying numbers of convolutional layers, i.e., VGG-11 (with 11 layers), VGG-16, and VGG-19.
- **Inception** is a more memory-efficient version of VGG. We experiment with three versions of Inception – v1, v3, and v4, each with a different number and size of convolutions.
- **ResNet** can provide better accuracy in image classification as it employs residual networks and shortcut connections. We experiment with four popular variants of ResNet-v2 – 50-layered, 101-layered, 152-layered and 200-layered.
- **Inception-ResNet-v2** is similar to Inception-v3, but augmented with shortcut connections.
- **AlexNet** mainly consists of convolutions and fully connected layers, and is one of the very first DNNs developed for image classification.

From these 12 CNN models, without loss of generality, we select Inception-v3, AlexNet, ResNet-101, and VGG-19 as our test set, and the remaining 8 CNNs as our training set. All empirical results in this section employ the 8 training set CNNs; we employ the test set CNNs for model validation and evaluation in Sections IV and V respectively.

A. Operation-level compute times

CNN models are composed of numerous operations; however, the number of unique operation types across CNNs is typically small. For example, while the simplified Inception-v3 model, shown in Figure 1 has numerous operations (denoted as
rectangles), the number of unique operations, represented by their color, is fairly small. Figure 2 shows the compute time, on log scale, for different GPU operations types on all four AWS GPU model type instances discussed in Section II. The compute times shown in the figure are averaged over 1,000 iterations of each of the 8 training set CNNs identified above. For ease of presentation, in the rest of this section, we omit operations that have negligible compute times (< 0.5 ms on P2), unless mentioned otherwise. We refer to these operations that have small compute times as light operations; we refer to the other GPU operations, shown in Figure 2 as heavy operations. Together, the light operations contribute to less than 7% of the model training time.

We see that there is an almost consistent relative ranking of compute times across GPU models, with P3 having the lowest compute times and P2 almost always having the highest compute times; for some operations, G3 has higher compute times than P2. Averaging across all (heavy) operations, P3 provides an impressive $10 \times$ lower compute time compared to P2, and an almost $4 \times$ lower compute time compared to G4. While the compute times for P2 and G3 appear to be close in the figure (note the log scale), P2 results in almost 50% higher compute time, on average, compared to G3.

In terms of operations, the pooling operations have high compute times, whereas the simpler Add-type operations have lower compute times. This is because, unlike the simple Add operations, the pooling operations involve a combination of operations such as concatenation, addition, and multiplication, and also involve more reads and writes to GPU memory. We also find that the compute time of operations often scales with their input size. For example, in Figure 2, the AddV2 operation has an average input size of about 85MB whereas the BiasAdd operation has an average input size of about 120MB. While the functionality of these two operations is very similar, BiasAdd has higher compute times because of the larger input size (since one of the inputs is typically a matrix).

Focusing on operation-level compute times has the advantage that by understanding these constituent compute times, we can estimate the training time per iteration for any arbitrary CNN, given that CNNs are typically composed of the same small set of unique operations. For example, the 20 heavy operations shown in Figure 2 contribute to 47%–94% of the training time of our training set CNNs. Of course, for some CNNs, only focusing on heavy operations will not suffice.

**B. Operation-level compute costs**

In addition to compute time, the cost of the GPU instance is also important when determining the choice of GPU instance to employ. Figure 3 shows the rental cost (normalized by the number of $\mu$s in an hour, $3.6 \times 10^9$) incurred when running the GPU operation on a specific GPU model type (assuming the basic, single-GPU instance cost), over the duration of its compute time. The values shown in this figure are obtained by multiplying the average compute times from Figure 2 with the corresponding GPU instance price.

In terms of cost over the duration of compute time, we see that P3 and G4 are typically the best choices, depending on the operation. However, compared to the relative improvements in Figure 2, the cost benefit afforded by P3 is not as pronounced. In fact, while P3 lowers the compute time by about $4 \times$, on average, compared to G4, the average cost (averaged over all operations) over the compute time duration is slightly lower for G4 compared to P3. Likewise, the $10 \times$ compute time improvement afforded by P3 over P2 translates to a much lower $3 \times$ when considering the average cost.

For the 20 operations shown in Figure 3, G4 provides the lowest cost for 16 of these operations while P3 provides the lowest cost for the remaining 4 operations. In particular, for the pooling operations, we find that P3 lowers the cost by about 20%, on average, compared to G4; the peak reduction, for AvgPool, is 31%. For the 16 operations where G4 provides a lower cost, the average cost reduction over P3 is about 16%; the peak reduction, for FusedBatchNormGradV3, is about 29%. The GPU model supported by P3 instances (NVIDIA Tesla V100) has high compute power and memory bandwidth, and is thus well suited for the memory-intensive pooling operations. While G4 is less powerful than P3, it has a much lower cost than P3 instances, and so is more cost-efficient for operations that are not too compute intensive.

**C. Impact of input size on compute times**

Thus far, we have considered average compute times for each operation. However, each operation in a CNN operates over a certain input data, whose data size can dictate the execution time of the operation. The dots in Figure 4 show the compute time of the ReLU operation (that implements the rectified linear activation unit activation function) for different GPU model types. Clearly, the compute time depends on the input data size. The solid lines refer to our modeling results, and will be discussed in the next section.
We also repeated the above input size analysis for other heavy operations and found that, in all cases, the compute time depends significantly on the input sizes. For some operations (e.g., Conv2D, AvgPool, etc.), the compute time also depends on the size of supplemental inputs, such as filters, strides, and padding, in addition to the size of the input images.

While the compute times depend on the input data size, fortunately, for each unique heavy GPU operation and unique input data size, the compute time is largely invariant across runs. Figure 5 shows the CDF of normalized standard deviation (normalized by the mean) of compute times of different heavy GPU operations with unique input data size over their 1,000 iterations, for each GPU model type. We see that the normalized deviation is typically quite low, with 95% of the values being less than 0.1. Note that we are omitting light operations (those that have negligible compute times) and CPU operations; we find that these operations exhibit higher normalized deviation than heavy GPU operations. We discuss the impact of this higher standard deviation of light GPU and CPU operations on the design of Ceer in Section IV-D.

**D. Scaling of model training time with data parallelism**

Thus far, we have only considered the basic AWS GPU instance, with a single GPU, for each GPU model type. In this subsection, we analyze how model training time scales under data parallelism as we employ multiple GPUs. For the empirical analysis in this subsection, we use the following AWS GPU instances, each of which has (at least) 4 GPUs of the same kind: p3.8xlarge ($12.24/hr), p2.8xlarge ($7.20/hr), g4dn.12xlarge ($3.912/hr), and g3.16xlarge ($4.56/hr).

Figure 6 shows the training time as a function of number of GPUs, under data parallelism, for different GPU model types using the Inception-v1 CNN. Here, we use an input data with 6,400 samples of ImageNet [26] for training. As expected, the training time drops as more GPUs are employed. Compared to the training time for 1 GPU, the training time under 2, 3, and 4 GPUs drops by around 35.8%, 46.6%, and 53.6%, respectively, averaged across all GPU types. While the reduction is significant when going from 1 GPU to 2 GPUs (35.8%), the reduction is less pronounced when going from 2 GPUs to 3 GPUs (16.9%) and from 3 GPUs to 4 GPUs (13.1%). The trend is qualitatively similar for other CNNs.

The above results highlight the fact that adding more GPUs does help reduce training time, but this reduction is less pronounced for higher number of GPUs, suggesting diminishing returns. This is because of the synchronization phase [16], wherein each GPU communicates its parameter updates, and the next training iteration can only begin once all parameter updates have been received; as the number of GPUs increases, so does the probability of “stragglers”. We note that other forms of parallelism can also be employed for model training across GPUs, such as model parallelism [27], [28], [29] and pipeline parallelism [30], [31] (see Section VII). However, data parallelism continues to be the default parallelization approach employed when training models across GPUs in frameworks such as TensorFlow [6].

Under data parallelism, the entire CNN model is replicated on each GPU [16]. Thus, the compute times of individual operations of the CNN follow the same trends on each individual GPU as observed for the single GPU instance in Section III-C (but with a possibly different input data size since the data is partitioned across the multiple GPUs under data parallelism, thereby reducing the batch size per GPU). Further, since each GPU deals exclusively with its data partition, summing up the constituent operations’ compute times can provide a lower bound on the per-iteration training time, assuming a uniform partitioning of data over the multiple GPUs. This is only a lower bound since there is additional communication overhead in data parallelism, as we observed in Figure 6.

**IV. Solution Design for Ceer**

The key question we wish to address in this paper is “Given a CNN model, which GPU instance(s) should be employed to optimize the model training time and/or cost?” Towards providing a solution for this problem, our empirical study provides the following crucial insights, which together guide
the design of our model- and data-driven solution, Ceer:

1. CNN models are composed of several operations, with a few unique “heavy” operation types contributing to the majority of the model training time.

2. Different GPU models provide different cost and performance benefits for different operation types, and this tradeoff can be inferred from empirical data.

3. For a given {heavy operation, input data size} pair, the compute times on a given GPU model have low variability, and can thus be accurately estimated based on the input size(s). By contrast, light operations have high variability in compute times.

4. For a single GPU, the training time per iteration of the CNN can be estimated by summing up the compute times of constituent operations.

5. Based on the observed overhead of data parallelism, the training time on multi-GPU instances can be estimated by extrapolating from the single-GPU estimate.

A. Training time and cost estimation with Ceer

For the case of a single GPU instance, based on insight{[4]} we can estimate the per-iteration training time for a given CNN as $\sum_{i=1}^{n} t_{GPU,op}(input_i)$, where $i$ indexes over all $n$ operations in the CNN and $t_{GPU,op}(input_i)$ is the function that estimates the compute time of the operation $op_i$ (based on its operation type) with input size $input_i$ on GPU type $GPU$. Note that $n$ includes all operations in the CNN, including heavy, light, and CPU operations; we discuss the $t_{GPU,op}()$ function modeling for these operations in Section [IV-B].

To obtain the model training time from the per-iteration training time, we need to determine the number of iterations needed to process the total training data. If the total data is $D$ units (samples or bytes), and the batch size per iteration (often a fixed value for a CNN) is $B$ units, then the total number of iterations for training is $D/B$. Thus, the model training time (one epoch), $T$, for a given CNN executed on a GPU model type, $GPU$, can be estimated as:

$$T_{CNN,GPU} = \left( \sum_{i=1}^{n} t_{GPU,op}(input_i) \right) \cdot \frac{D}{B}, \quad (1)$$

Unfortunately, the above training time estimate does not include the communication time between CPU and GPU, which we find is typically incurred at least at the start and end of each iteration. Ignoring this communication time, even for a single-GPU instance, can hurt training time prediction accuracy by 5–20%; for AlexNet, the prediction error when using Eq. (1), and thus ignoring the communication time, is almost 30%. Interestingly, for the case with $k > 1$ GPUs (under data parallelism), we also have to take into account the slowdown incurred in each iteration due to the communication overhead between GPUs. We thus denote the collective communication overhead (including between CPU and GPU, and between GPUs), which can be GPU- and CNN-dependent, by $S_{GPU}(CNN)$; we discuss the $S_{GPU}$ function modeling in Section [IV-C].

The corrected training time, including for multi-GPU instances (under data parallelism), can then be estimated based on insight{[5]} as:

$$T_{CNN,GPU}^k = \left( S_{GPU}(CNN) + \sum_{i=1}^{n} t_{GPU,op}(input_i) \right) \frac{D}{k \cdot B} \quad (2)$$

Note that the overhead is added for each iteration. Also note that we consider here that the batch size is the same for each GPU in the single- and multi-GPU settings, and so the number of iterations needed for training a given input data reduces by a factor $k$ (since $k$ times more data is being processed in each iteration across $k$ GPUs). If batch size for each GPU is different between the single-GPU and multi-GPU setting, then the number of iterations can be modified accordingly.

Finally, the training cost can be estimated as $C_{CNN,GPU}^k = T_{CNN,GPU}^k \times c_{GPU,k}$, where $c_{GPU,k}$ is the cost per unit time of renting the $k$-GPU cloud instance (with $k \geq 1$) supporting GPU type $GPU$. These costs are usually published and easily available via the cloud provider{[11]}.

B. Modeling the compute time

To determine $t_{GPU,op}(input)$, the compute time estimate of operation $op$ on GPU type $GPU$ with input size $input$, we separately model heavy and light operations, given their distinct characteristics. Note that $input$ can be a vector; for example, for the Conv2D (2-D convolution, in TensorFlow) operation, the size of both input images and the size of the filters serve as input to the compute time model, $t_{GPU,op}()$.

Heavy operations. We estimate the compute time of heavy operations by employing a regression model over the training data analyzed in Section [III-A]. Since different operations have different inputs, we build a different model for each heavy operation. We find that linear regression works well for most heavy operations given their observed linear relationship between compute time and input sizes; for example, see the linear regression fit denoted by solid lines in Figure 4. However, for a few operations, e.g., Conv2DBackpropFilter, a quadratic fit is much better suited; this is likely because these operations involve more complex mathematical logic beyond simple add and multiply operations{[32]}.

The $R^2$ values for regression based on the training data (using the 8 training set CNNs) range from 0.84 to 0.98 across operations. When using the 4 test set CNNs for validation, the mean average prediction error across all heavy operation types ranges from 2% to 10%. One of the reasons for this high modeling accuracy is provided by insight{[3]} which states that the variability in compute times of a given {heavy operation type, input data size} pair is low.

Light operations and CPU operations. If we only include heavy operations in our training time model, Eq. (2), we find that the training time prediction error is moderately high (15–25%). While some of this error is to be expected since we are ignoring light operations (that contribute around 5–10% to training time), we find that there is another source of error.
that we are ignoring — compute operations that execute on
the CPU. When executing a CNN on a training framework,
such as TensorFlow, some of the CNN DAG operations, e.g.,
SparseToDense, are executed on the CPU since they lack a
GPU implementation.

The key challenge with extending the input-based regression
model to light and CPU operations is that these operations
have high variability, resulting in a poor regression fit. Since
these operations do not significantly contribute to training
time, we instead opt for a simpler approach to include their
contribution in our training time estimate. Specifically, we
use the sample median compute time of light operations, say
\( \tilde{t}_l \), and the median compute time of CPU operations, say
\( \tilde{t}_c \), computed over all instances of these operations in all
training set CNNs across all GPU types, as an estimate of their
compute time. Note that, for simplicity, these estimates are
GPU-, CNN-, and operation-oblivious. We choose the median
instead of the mean to avoid the unfair impact of possible
outliers on the compute time estimate. Thus, we have:

\[
\begin{align*}
t_{\text{GPU}, \text{op}}(\text{input}) & = \tilde{t}_l, \quad \text{if } \text{op} \text{ is a light operation} \\
t_{\text{GPU}, \text{op}}(\text{input}) & = \tilde{t}_c, \quad \text{if } \text{op} \text{ is a CPU operation}
\end{align*}
\]

In summary, if a CNN has \( n_h, n_l, \) and \( n_c \) heavy, light,
and CPU operations, respectively, with \( n = n_h + n_l + n_c \),
then the light operations contribute \( n_l \times \tilde{t}_l \) and the CPU
operations contribute \( n_c \times \tilde{t}_c \) to the per-iteration training time
estimate. The contribution of each of the \( n_h \) heavy operations
is accounted for by their individual linear regression models.

C. Modeling the communication overhead

Recall from Section III-D that there is a communication
overhead penalty when employing data parallelism, which
results in a sub-linear scaling of training time with the number
of GPUs. The \( S_{\text{GPU}}(\text{CNN}) \) function estimates this additional
delay introduced in each iteration of the CNN model under
the data parallelism approach when using \( k > 1 \) GPUs of
type GPU. Since there is also some communication overhead
between CPU and GPU for a single-GPU instance, we denote
this overhead via the \( S_{\text{GPU}}(\text{CNN}) \) function with \( k = 1 \).
While it is possible to develop per-CNN models of com-
munication overhead, we find that there is a CNN-oblivious
modeling approach that works well in practice and is less
restrictive to apply.

The markers (dots) in Figure 7 show the per-iteration
communication overhead of data parallelism (including any
synchronization delays) when employing 2 GPUs, as a func-
tion of the number of model parameters to be trained in
the CNN; we observe a similar linear trend for 3 and 4
GPUs as well. Each value is empirically obtained for a given
CNN by subtracting the average per-iteration training time
for 1 GPU from the average per-iteration training time for
multiple GPUs; the batch size per-GPU is kept the same in
both configurations. If there was no communication overhead
due to data parallelism, this difference would be zero. For the
case of 1 GPU, we observe a similar trend when plotting the
communication time (between CPU and GPU, obtained from
GPU logs) and the number of model parameters.

Interestingly, when plotted against the number of model pa-
rameters, we find a nearly linear relationship for communi-
caiton overhead, for every GPU model type. Given the observed
linear behavior, we learn this relationship by employing simple
linear regression over the training data. The \( R^2 \) values for
regression for the different GPU models range from 0.88 to
0.98. The learned models for the per-iteration communication
overhead for \( k \geq 1 \) GPUs of a given type refer to the \( S_{\text{GPU}}(\cdot) \)
function, which takes as input the number of model parameters
of the target CNN.

D. Optimal cloud instance recommendation via Ceer

At runtime, given an arbitrary CNN with training data size \( D \)
and batch size (typically a default value) \( B \), Ceer can provide
the optimal recommendation for the cloud instance type that
should be employed for training the given CNN. Let the user-
specified objective function that needs to be minimized be
\( \text{Obj}(T, C) \), where \( T \) and \( C \) are the model training time and
training cost of the CNN; Ceer can be extended to other
related metrics as well, such as training throughput. For each
available cloud GPU instance, Ceer estimates the \( T \) (via
Eq. (3)) and \( C \) values using the trained models described
in the aforementioned subsections, and recommends the GPU
instance that provides the lowest estimated \( \text{Obj}(T, C) \) value.

To obtain the required information that serve as input to our
models, we rely on the training framework, TensorFlow (in our
case). Specifically, when the CNN is deployed on TensorFlow
(using the \text{tf.Session} API), the DAG of the CNN is available,
which provides information on the operations and operation
types involved in the CNN; we thus obtain the \( n \) (number
of operations) and \( o_p \) (operation type for the \( i^{th} \) operation)
values for the CNN. Likewise, the \text{input} features for each
operation and the number of model parameters can be obtained
from TensorFlow. For other frameworks, alternatively, the
target CNN can be executed for a single iteration on any
machine (including a non-GPU machine) to obtain these values
from logs; this approach also works for TensorFlow.

We note that when applying the models for estimating the
compute time of a heavy operation, \( o_p \), of the given CNN,
we are assuming that \( o_p \) has been observed in the training
data with any input data size. While insight[1] provides some
justification for this assumption, it is of course possible that we
encounter a heavy operation that has not been seen in training;
this is especially true as new operations may be developed.
over time by researchers to support new functionalities. In such cases, Ceer will have to be updated with new training data to provide estimates for these new heavy operations. For unseen light GPU or CPU operations, we can continue to use the sample median estimates from existing training data.

V. EVALUATION RESULTS

We now present our evaluation results for Ceer. We consider several scenarios with different optimization objectives to highlight the efficacy of Ceer. We make use of single- and multi-GPU instances from AWS EC2 spanning all four GPU model types. Specifically, we employ the following 8 GPU instances (with hourly [On-Demand Pricing] rental costs in parenthesis, obtained from AWS [11]): p3.2xlarge ($3.06/hr), p2.xlarge ($0.90/hr), g4dn.2xlarge ($0.752/hr), g3s.xlarge ($0.75/hr), p3.8xlarge ($12.24/hr), p2.8xlarge ($7.20/hr), g4dn.12xlarge ($3.912/hr), and g3.16xlarge ($4.56/hr). The first four are single-GPU instances and the last four are multi-GPU instances (with at least four GPUs). Note that the design of Ceer is not specific to these instance types, and so Ceer can be applied to scenarios with different GPU model types and costs, such as other cloud provider instances.

We evaluate Ceer on the 4 test set CNNs — Inception-v3, AlexNet, ResNet-101, and VGG-19. As the input data set for the CNNs, we employ ImageNet [26], which has 1.2 Million samples, with default batch size of 32 per GPU. We use TensorFlow r1.14 as our CNN model training framework.

To estimate training time and training cost of test set CNNs, we employ the models described in Section IV trained on the 8 training set CNNs. Note that, in certain scenarios, we require GPU training time and cost for an instance type that is not available via AWS. For example, a 3-GPU instance of P2 GPU type is not available in AWS as it only supports 1-GPU, 8-GPU, and 16-GPU versions of the P2 GPU instance. As opposed to entirely omitting such cases, for obtaining the training time, we employ the 8-GPU instance but only use 3 of the available GPUs; for cost, we use 3/8th of the rental cost of the 8-GPU instance, as a proxy.

Validation test. We start with a validation test to evaluate the accuracy of our models. The bars in Figure 8 (left y-axis) show the observed and Ceer-predicted training time for our test set CNNs when using the ImageNet [26] data set (1.2 Million samples, with default batch size of 32 per GPU) on all 4 GPU model types; here, we employ 4-GPU instances and use data parallelism to train over all 4 GPUs. We see that the predicted relative ranking of training time for each CNN is in perfect agreement with the observed ranking; note that the test set CNNs were not used for training our Ceer models. Across all experiments in Figure 8, the average training time prediction error is 5.4%. This low error highlights the high accuracy of our compute time models and our data parallelism overhead models. Since the training cost prediction is based off of the training time prediction, our cost prediction error is the same as the training time prediction error in all cases.

We see that the training time for a given 4-GPU instance is lowest for the (latest) P3 GPU model type. Compared to P2, G3, and G4, the P3 GPU model type reduces the training time on average by 72.4%, 62.9%, and 48.0%, respectively. Interestingly, the training cost (dots, right y-axis) is also quite low for P3. However, the lowest training cost is typically incurred by the G4 GPU model type, albeit at the expense of a 128% higher training time compared to P3 (averaged across all 4 test set CNNs). The P2 and G3 model types typically have significantly higher costs and higher training times compared to G4 and P3 models.

Hourly budget constrained scenario. We now consider a scenario where the objective is to minimize the per-iteration training time (or maximize the training throughput) given a limit on the hourly rental expenses. Figure 9 shows the observed and predicted results for per-iteration training time given an hourly budget of $3/hr. Under this hourly budget, and with the AWS pricing model [11], Ceer predicts the following optimal instance sizes for each GPU model: 3-GPU instance for P2, 3-GPU instance for G3, 3-GPU instance for G4, and 1-GPU instance for P3. For the 3-GPU P2 instance (since such an instance is not supported by AWS), we assume the cost is 3/8th the cost of a basic 8-GPU P2 instance (p2.8xlarge, $7.20/hr), similarly for the other 3-GPU instances. (The hourly budget is slightly exceeded for P3, by 6 cents; we choose to allow this trivial violation since otherwise no P3 instance would meet the $3/hr budget. The budget is exceeded for G3 by 42 cents, but the 3-GPU G3 instance still has poor performance. Alternatively, we can consider the budget to be
$3.42/hr to avoid this issue.)

We find that the optimal choice depends on the CNN type. While the P3 instance is optimal for Inception-v3 and VGG-19, the G4 instance is optimal for AlexNet and ResNet-101. This is likely because while Inception-v3 and VGG-19 have several pooling operations, AlexNet and ResNet-101 have only a few pooling operations each; recall that P3 is cost-efficient for pooling operations (see Section III-B). For all 4 CNNs, Ceer rightly predicts the relative ranking of GPU types. Further, the per-iteration training time predictions are accurate in each case, with an average prediction error of 5.6%.

By default, AWS lists the latest P3 instance types for GPU tasks [33]. If we employ this baseline strategy and pick the largest P3 instance that fits in the budget (1-GPU P3 instance), the per-iteration training time for AlexNet and ResNet-101 would increase by 91% and 27%, respectively, compared to employing Ceer (which picks the 4-GPU G4 instance).

**Total budget constrained scenario.** We now consider the scenario where there is a limit on the total budget that can be spent over the training time of the CNN; in this case, we are interested in determining the GPU instance type that provides the minimum training time while not exceeding the budget. Figure 10 shows the observed and predicted results for training time of ImageNet data set under ResNet-101 given a total budget of $10. Under this budget, we find that the 4-GPU instance of P3 and all P2 instances (with 1–4 GPUs) are unable to complete the training within the $10 cost. Fortunately, Ceer accurately predicts this budget violation.

Among the remaining choices, we find that the 3-GPU P3 instance provides the lowest training time. With its high prediction accuracy (5.9% error, on average, for the experiments shown in Figure 10), Ceer rightly predicts the 3-GPU P3 instance to be optimal. Note that picking the cheapest feasible instance (1-GPU G3 instance) and training the data set on this instance would result in a 9.1× higher training time when compared to the training time under the Ceer-predicted instance.

**Budget minimization scenario.** We now consider the interesting scenario where the objective is to minimize the rental cost incurred to complete model training over a given data set without any required performance target. Figure 11 shows the observed and predicted costs for training Inception-v3 using the ImageNet data set. We see that the 1-GPU G4 instance has the lowest training cost. Again, with its high prediction accuracy (2.1% cost prediction error, on average, for the experiments shown in Figure 11), Ceer rightly predicts this instance to be the optimal. Note that picking the cheapest instance (the 1-GPU G3 instance) or the most powerful instance (the 4-GPU P3 instance) would result in 1.6× and 1.8× higher training cost, respectively, when compared to the cost under the Ceer-predicted instance.

**Budget minimization with commodity GPU prices ratio.** For AWS, we believe that the rental cost of some of the older-generation GPU instances are not representative of their market price, likely because they have not been updated given the focus on newer GPUs. For a single GPU, the P3 (NVIDIA Tesla V100), G4 (NVIDIA T4 Tensor Core), G3 (NVIDIA Tesla M60), and P2 (NVIDIA K80) model type GPUs have normalized market price ratios of 1:0.31:0.18:0.05 (based on server costs from amazon.com [34], [35], [36], [37]); the corresponding AWS price ratio is about 1:0.25:0.25:0.29. As a result, the older-generation GPU instances are at a disadvantage in terms of the cost-performance tradeoff under AWS prices. In this scenario, we consider the AWS instances with updated rental prices to reflect their GPU market rates. Using the market price ratio, we consider the hourly rental costs for a single-GPU instance of GPU type P3, G4, G3, and P2 to be $3.06 (actual AWS cost), $0.95, $0.55, and $0.15, respectively. We consider the cost of multi-GPU instances to be linearly scaled up versions of these costs.
Figure 12 shows the observed and predicted costs for training Inception-v3 using the ImageNet data set, but with market prices for the GPU instances. We see a stark contrast between the results of Figure 11 and Figure 12 suggesting that the GPU instance prices significantly impact the training cost. In this case, the lowest training cost is provided by the 1-GPU P2 instance; Ceer again rightly predicts this optimal instance, and has a low cost prediction error of 2.1%, on average, for the experiments shown in Figure 12. If we instead employ the 1-GPU G4 instance (which was optimal for Figure 11), the training cost increases by 2.4×, compared to the cost of the Ceer-predicted optimal instance.

VI. LIMITATIONS

By design, Ceer should be able to accurately predict the training time and cost of an arbitrary CNN on different cloud GPU instance types. However, given the range of experiments conducted in this paper, Ceer does have some limitations. First, as mentioned in Section IV-D, Ceer cannot predict (without retraining) the training time of a CNN that includes a heavy operation that has not been observed during training. Second, all our experiments assume that the multiple GPUs are part of the same host; with GPUs spread across hosts, the communication model of Ceer will have to be retrained. Third, while the simple yet accurate additive model of Ceer (see Section IV) works well for single GPU execution or data-parallel execution of CNNs, it may not be accurate for model-parallel training because of the overlap of compute and communication operations. Fourth, all the experiments in this paper only consider CNNs. It will be interesting to see how Ceer performs on other types of DNNs, such as Recurrent Neural Nets (RNNs) or Transformer models for Natural Language Processing. Finally, Ceer is currently designed to work with TensorFlow and may not provide accurate estimations for other machine learning frameworks, such as PyTorch [38].

VII. PRIOR WORK

Empirical studies on DNN performance. Ren et al. [39] analyze the performance of different DNNs across platforms, including cloud instances. However, the authors only focus on profiling the communication overhead involved when parallelizing the model training. Mojumder et al. [40] analyze the overhead associated with different synchronization strategies for data parallel training. Zhu et al. [41] present a DNN benchmark and performance analysis tool for analyzing the performance of a given DNN across multiple devices and multiple parallel settings. While the tool can provide useful insights on performance bottlenecks, it cannot predict the performance of a new CNN.

Approaches for training time prediction. Most of the prior work on predicting the training time of DNNs focuses on higher-level components of the DNN, such as layers (composed of several operations) or the per-iteration training time. Giannini et al. [4] present a simple linear regression based approach for predicting execution times for a CNN on a given underlying GPU device. However, the authors focus on layer-level modeling, and ignore small operations and CPU operations, resulting in prediction errors as high as 22%. As we discuss in Section V, ignoring light operations or CPU operations can significantly hurt prediction accuracy.

Cai et al. [17] model the per-iteration time based on polynomial regression of popular layers. Justus et al. [20] model the training time based on a deep learning model of individual layers. Neurosurgeon [42] leverages regression modeling to predict the execution time of popular layers. Cai et al. and Justus et al. focus on a single-GPU instance and do not account for communications costs; as discussed in Section IV-A, ignoring the communication overhead for a single GPU instance can result in high prediction error. Neurosurgeon does account for some communication overhead, but not between GPUs, and so their model does not extend to multi-GPU instances.

PALEO [43] predicts per-iteration time based on a linear model of the number of floating-point operations in each iteration; however, this model does not capture the impact of communication overhead or input data sizes on per-iteration training time. FastDeepIoT [19] profiles different DNN operations on mobile devices to build a tree-structured-linear regression model for execution time of different DNNs on that device. Lu et al. [5] propose a solution for predicting the memory and compute efficiency of different CNNs on different mobile devices. The models developed by FastDeepIoT and Lu et al. [5] are specific to mobile devices and do not extend to cloud GPU instances or to multi-GPU devices.

The FlexFlow [18] work develops a simulator to predict the execution times of a DNN model under different parallelization strategies. The simulator typically works by running the DNN for a few iterations to collect data on the DNN, and then simulating different strategies. In doing so, the simulator relies on having prior observations for an operation for every input data size encountered, thus making it difficult to employ the simulator to predict training time for a new CNN.

Finally, prior work has shown that, for specific CNNs, a few compute operations make up a large percentage of the training time [44, 18]; for example, Liu et al. [52] find that operations like conv2DBackpropFilter and Conv2DBackpropInputs contribute to 40% of the training time for VGG-19 and AlexNet. However, only considering a subset of the operations can result in high prediction error, as discussed in Section IV-B.

Other parallelization approaches for CNN training. While Ceer focuses on data parallelism for scaling CNN training across GPUs, there are other parallelization techniques that can be employed. Model parallelism partitions the CNN graph into subgraphs, with each subgraph being placed on a different GPU [45, 46, 40]. Prior work has also explored pipeline parallelism [50, 51] to better overlap communication with computation when employing model parallelism. Finally, recent work [18] has proposed operation-level parallelism to reduce the compute times of individual operations by leveraging multiple GPUs. For these parallelization techniques, the training time per iteration cannot be easily obtained from the per-GPU compute times because of the dependencies between
tasks across GPUs; we will investigate training time modeling under these techniques as part of future work.

VIII. CONCLUSION

With the proliferation of AI and ML in almost all fields of science and technology, GPU-equipped machines are in very high demand for training neural networks for inference and other learning tasks. Given the high cost of GPUs, practitioners are increasingly turning to cloud-offered GPU resources to train their models. However, the range of GPU model types offered by cloud providers, along with their varying price points, makes it difficult for practitioners to determine the best choice of GPU resources to use. Further complicating the decision is the fact that cloud providers offer instances with varying number of GPUs on them, with proportionally higher costs; however, leveraging more GPUs need not result in linearly increased performance.

This paper presents Ceer, a data- and model-driven approach to estimate the model training time and training cost of arbitrary CNNs across different GPU instance types. Ceer accurately estimates the relative ranking of training time and cost on different GPU models by relying on the key insights that a small number of unique operation types contribute to most of the CNN training time and that the compute time of these operations, for a given input size, has very low variability. To increase prediction accuracy, Ceer employs the sample median estimate for light GPU operations and CPU operations, resulting in a training time (and cost) prediction accuracy of more than 94%. Ceer is also able to accurately predict how the training time scales with the number of GPUs by leveraging the nearly linear relationship between communication overhead under data parallelism and the number of model parameters. Evaluation results on AWS EC2 across various CNN scenarios show that Ceer can accurately predict the optimal GPU configuration that minimizes a user-specified objective function of training time and training cost.
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