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ABSTRACT
To represent the entire carbon footprint of computing de-
vices, carbon metrics often include both an embodied cost
(i.e., carbon cost to produce the device) and an operational
cost (i.e., carbon cost to run the device). The embodied
carbon cost is typically high, but it is amortized over the
lifetime of the device. In this vision statement, we argue
that for carbon metrics to be useful, we need (i) accurate
metrics for lifetime, which are challenging for SSDs, and (ii)
correct reasoning about carbon costs when using such met-
rics.

1. INTRODUCTION
Sustainable computing requires considering the environ-

mental impact of the whole lifecycle of computing equip-
ment. Research has shown that the amount of carbon gen-
erated to produce computers (embodied carbon) can be high
compared to the operational carbon costs from running the
computer during its lifetime, depending on how long it is
used [6, 7, 9]. As we move to renewable energy, operational
carbon costs will continue to shrink, so it becomes increas-
ingly important to optimize for these embodied carbon costs.

Prior research has shown the importance of carefully con-
sidering the specific carbon metric and usage of the metric—
e.g., for scheduling purposes, embodied carbon is a sunk cost
that should not functionally impact scheduling decisions,
but for procurement decisions, embodied carbon remains an
important factor [1]. Typically, these carbon metrics take
the form embodied carbon

expected lifetime
+operational carbon, which incor-

porates how embodied carbon is amortized by the lifetime of
the device [5, 4]. We argue that for any such carbon metric
to be useful, we need to (i) have accurate metrics for lifetime,
and (ii) exercise caution when applying such metrics.

Context: In this work, we focus our attention to life-
time/aging characteristics of SSDs, which are designed to
wear out from usage; every write-erase cycle will damage
the NAND flash cells, lowering their ability to retain data.
As reported by Microsoft, Facebook, and Alibaba, a sub-
stantial percentage of SSDs (as much as 34%) fail in data-
centers, thereby contributing to a significant percentage of
server failures (about 5.6%) [13, 12, 16]. Coupled with the
especially high embodied carbon costs of SSDs [15], there
is a significant impact on carbon metrics and sustainability.
Accurately tracking the impact in a SSD carbon metric de-
pends on how we measure and account for their lifetime and
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Switch after 2 years Switch after 7 years
X + Z 35 + 2× 7 + 35 + 7× 7 +
total cost 27 + 7× 4 = 104 27 + 7× 4 = 139
Y + Z 29 + 2× 8 + 29 + 7× 8 +
total cost 27 + 7× 4 = 100 27 + 7× 4 = 140
X+Z
years

104
9

≈ 11.56 139
14

≈ 9.93
Y +Z
years

100
9

≈ 11.11 140
14

= 10

Table 1: Motivating example: to switch or not to
switch.

age. Lifetimes are impacted by a variety of factors such as
workload intensity, SSD technology (e.g., SLC, MLC, TLC,
QLC, PLC), and wear-leveling algorithms, so it is critical to
develop appropriate SSD lifetime metrics that can be incor-
porated into a carbon metric.

Motivating example: Consider an SSD X with an em-
bodied carbon cost of 35 and an operational carbon cost
of 7/year, and an SSD Y with an embodied carbon cost of
29 and an operational carbon cost of 8/year; we omit units
here for simplicity. If we have an expected lifetime of 5
years for both SSDs, then X has a combined carbon cost of
14/year whereas Y has a combined carbon cost of 13.8/year.
Now suppose we were too conservative, and the actual life-
time is 7 years for both SSDs. Then X has a combined
carbon cost of 12/year, whereas Y has a combined carbon
cost of 12.14/year. The most carbon-efficient SSD to pro-
cure clearly depends on the value of the lifetime metric.

Suppose after 2 years, a new SSD Z is available on the
market with an embodied carbon cost of 27 and an opera-
tional carbon cost of 4/year. If Z has the same lifetime of
7 years, then its combined carbon cost of 7.86/year is much
better than X and Y. In this case, a question now arises
whether we should switch all our existing X and Y SSDs
with Z. Table 1 shows the total carbon cost if switching im-
mediately (once it is available after 2 years) or if switching
after using X and Y over their lifetime (of 7 years). One
might be tempted to normalize by the number of years and
compare, which would indicate to continue using X and Y
for their full lifespan. However, this is an incorrect analysis
arising from a sunk cost fallacy [1]. The right way to reason
about this metric is to consider the embodied carbon and
the 2-year operational carbon of X and Y as sunk costs. We
just consider their operational carbon and compare that to
Z. But since Z has not been procured, the embodied carbon
of Z is not a sunk cost and we need to factor it in along with
its expected lifetime. Z’s combined carbon cost of 7.86/year
is better than Y’s operational carbon of 8/year, so it makes



Power On Hours
Manufacturing Date
Percentage Used
Data Units Written (Total number of bytes written)
Host Write Commands (Total number of write operations)
Available Spare
Critical Warning
Media and Data Integrity Errors

Table 2: SSD age metrics.

sense to replace Y; but Z’s combined cost is not better than
X’s operational carbon of 7/year, so it makes sense to con-
tinue using X. Thus, we argue that it is important to accu-
rately account for lifetime both from the perspective of the
carbon metric and the SSD characteristics.

Challenges: Defining an SSD lifetime/age metric is chal-
lenging because there is no single factor for SSD age. There
are several metrics that represent the physical passing of
time (e.g., power-on hours, manufacturing date), but they
do not account for the workload. Product specifications of-
ten indicate a total write endurance (i.e., limit on total num-
ber of bytes written), but it is unclear whether many small
random writes can cause as much damage as large sequen-
tial writes. A metric from SSD SMART data that seems
most relevant is the “Percentage Used” metric [3], but our
preliminary results show how this metric may not behave as
expected.

Another challenge in defining an SSD lifetime/age metric
is accounting for any end-of-life performance degradation.
A common assumption in carbon metrics is that the perfor-
mance of a device is constant over its lifetime, and if per-
formance starts to degrade, it is unclear whether it makes
sense to continue using the device. Thus, it is important
to appropriately account for any age-related performance
degradation in carbon metrics to ensure optimal decisions
are made for deprecating hardware. For SSDs, prior work
has suggested that SSDs that have experienced a lot of I/O
activity are known to have worse performance compared to
a pristine SSD [10]. We have not seen this effect in our
preliminary results yet, so further research is warranted to
understand if and why these behaviors occur. We propose to
further study the impacts of various aging metrics on SSD
lifetimes and performance.

2. PRELIMINARY RESULTS
To better understand factors that influence SSD lifetimes,

our preliminary results study the effects of workloads on SSD
aging. Unfortunately, prior work has not settled on a single
metric for SSD age. Some works consider the number of
months of operation [14, 11]. On the other hand, device
manufacturer’s often quote lifetime guarantees in terms of
total bytes written [2]. To accurately represent SSD age, we
propose that a multi-dimensional metric be used.

Table 2 shows the metrics we have identified that are most
relevant to the age of SSDs. Most of these metrics are eas-
ily accessible via SMART data [3]. While these metrics are
correlated with each other, our preliminary results indicate
that their relationship is not linear, and they change in unex-
pected ways based on the SSD workload and usage patterns.

In our preliminary results, we run a variety of workloads
on a NVMe SSD (Crucial T705 1TB) and record age and
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Figure 1: Number of bytes written to change the
Percentage Used metric varies based on workload
type.
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Figure 2: Write latency performance is similar when
the Total Bytes Written metric is less than the Ex-
pected Endurance (600 TB) and more than 24 times
the Expected Endurance.

performance metrics over time. Figure 1 shows the growth
of the “Percentage Used” metric relative to the change in
“Data Units Written” for a random write workload vs. a se-
quential write workload. We also include a workload where
we periodically run a sanitize operation to wipe all the SSD
contents. We see that, surprisingly, using the sanitize op-
eration causes the “Percentage Used” metric to drastically
increase. Even though the sanitize operation is quick (i.e.,
a few seconds), it supposedly wears out the device as fast as
hours of continual sequential writes. It is unclear whether
the rapid change in the Performance Used metric is an in-
accuracy in how the SSD is internally tracking wear-out,
or if the sanitize operation is actually degrading the SSD.
Further research is necessary to understand the effects and
implications of this behavior.

We also see that the growth rate of the “Percentage Used”
metric depends on the workload. The random write work-
load increases this metric with fewer bytes written. Our
results demonstrate that the type of workload has an im-
pact on the various SSD aging metrics, suggesting that a
single metric may not be sufficient to represent the SSD ag-
ing process.

Figure 2 shows the SSD performance when the “Total
Bytes Written” metric is at 266 TB and 14.5 PB. Although



the manufacturer specifies an expected endurance of 600 TB
Total Bytes Written, we see negligible difference between
SSD’s performance when it is within the expected endurance
and after it has far exceeded the endurance. This indicates
either “Total Bytes Written“ is not the right metric to re-
flect the age of an SSD or SSDs may last much longer than
expected. We also see that the “Available Spare” metric is
100% in both cases and the “Critical Warning” and “Media
and Data Integrity Errors” metrics are both 0, indicating no
signs of reliability degradation either. This motivates poten-
tially utilizing SSDs for longer lifespans than according to
spec sheets, which would significantly impact any associated
carbon metric.

3. NEXT STEPS AND CONCLUSION
Based on our preliminary results, there are 3 immediate

directions we plan to pursue as next steps.

1. We plan to perform a longitudinal study of SSD ag-
ing to study the effects of various workloads on SSD
lifetimes. Specifically, we are interested in any per-
formance degradation that may occur as SSDs start
to wear out. Although our preliminary results do not
show any performance degradation yet, we anticipate
effects to appear with further device aging.

2. We plan to study how a multi-dimensional age met-
ric could enable companies to utilize SSDs for longer
times beyond what some metrics may indicate for an
expected lifetime. Longer lifetimes will amortize the
high embodied cost in carbon metrics, thereby poten-
tially changing procurement decisions.

3. We plan to develop a framework for reasoning about
lifetimes and carbon metrics. Given how SSD age/life-
times are dependent on many factors such as workload,
SSD technology, wear leveling algorithms, etc., we will
show how expected lifetime should not be a constant
number, but rather a function based on these factors.
Furthermore, carbon metrics often incorporate a per-
formance metric to represent the speed of the device.
We believe that future work is needed to transform the
performance metric from a constant number to a func-
tion based on age. Based on existing work on carbon
depreciation models [8], we plan to develop a com-
prehensive carbon metric that accurately accounts for
the age and lifetime characteristics of devices such as
SSDs, which will help optimize sustainability decisions.
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