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Abstract—In this paper, we propose two novel methods for face recognition under arbitrary unknown lighting by using spherical

harmonics illumination representation, which require only one training image per subject and no 3D shape information. Our methods

are based on the recent result which demonstrated that the set of images of a convex Lambertian object obtained under a wide variety

of lighting conditions can be approximated accurately by a low-dimensional linear subspace. We provide two methods to estimate the

spherical harmonic basis images spanning this space from just one image. Our first method builds the statistical model based on a

collection of 2D basis images. We demonstrate that, by using the learned statistics, we can estimate the spherical harmonic basis

images from just one image taken under arbitrary illumination conditions if there is no pose variation. Compared to the first method, the

second method builds the statistical models directly in 3D spaces by combining the spherical harmonic illumination representation and

a 3D morphable model of human faces to recover basis images from images across both poses and illuminations. After estimating the

basis images, we use the same recognition scheme for both methods: we recognize the face for which there exists a weighted

combination of basis images that is the closest to the test face image. We provide a series of experiments that achieve high recognition

rates, under a wide range of illumination conditions, including multiple sources of illumination. Our methods achieve comparable levels

of accuracy with methods that have much more onerous training data requirements. Comparison of the two methods is also provided.

Index Terms—Face recognition, spherical harmonics illumination representation, 3D face morphable models, illumination invariance.

�

1 INTRODUCTION

FACE recognition has recently received extensive attention
as one of the most significant applications of image

understanding [1], [2], [3]. Although rapid progress has been
made in this area during the last few years, the general task of
recognition remains unsolved. In general, face appearance
does not depend solely on identity. It is also influenced by
illumination and viewpoint. Changes in pose and illumina-
tion will cause large changes in the appearance of a face. In
this paper, we propose two novel methods for face recogni-
tion under arbitrary unknown illumination by using sphe-
rical harmonics illumination representation.

In the past few years, there have been attempts to address
image variation produced by changing in illumination and
pose [1], [3], [4], [5]. In general, appearance-based methods
like Eigenfaces [6] and SLAM [7] need a number of training
images for each subject, in order to cope with pose and
illumination variabilities. Georghiades et al. [8] presented a
method which exploited the fact that the set of images of an
object in fixed pose, is a convex cone in the space of images. By
usingasmallnumberof trainingimagespersubject takenwith
different lighting directions, the generative model of the face
can be reconstructed. For each pose, the corresponding
illumination cone was approximated by a low-dimensional
linear subspace and the basis vectors can be estimated using

the reconstructed model. This method required a set of
training images for each subject to construct the illumination
cone. Zhou et al. [9], [10] extended photometric stereo
algorithms to handle the appearances of the class of human
faces and proposed a method of recovering albedos and
surface normals from one images under unknown illumina-
tion conditions. Both their methods and ours use a bootstrap
step to encapsulate texture and shape information of the class
of human faces. The major difference is that, methods in [9],
[10] assume that the human face is lit by a distant illumination,
thus, are bound to images taken under single directional
illuminant while in our methods, the spherical harmonic
illumination representation removes this limitation.

Blanz and Vetter proposed a 3D face Morphable Model in
[11] where each face can be represented by linear combina-
tions of a set 3D of face exemplars. By fitting the Morphable
model to the input image, the shape and texture parameters of
a 3D Morphable Model can be recovered in an analysis-by-
synthesis fashion. With the recovered shape and texture
parameters, a face recognition scheme with high recognition
rates was proposed in [12] and impressive face synthesis
results were reported in [11], [13]. In our second method, we
integrate a more general illumination representation into the
Morphable Model approach. The method in [14], [12] applies
Phong illumination model, thus is bound to images taken
under directional illuminations and requires the knowledge
of number of lights for images taken under multiple
illuminants, which is difficult to know in most cases. In our
method, the illumination variations are captured by the
spherical harmonic basis, thus there is no illumination
limitation on the input images.

Previous research has suggested that illumination varia-
bility in face images is low-dimensional, e.g., [15], [16], [17],
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[18], [19], [20], [5], [21]. Using spherical harmonics and signal-
processing techniques, Basri and Jacobs [15] and Rama-
moorthi [16] have independently shown that the set of images
of a convex Lambertian object obtained under a wide variety
of lighting conditions can be approximated accurately by a
nine-dimensional linear subspace. Furthermore, a simple
scheme for face recognition with excellent results was
described in [15]. However, to use this recognition scheme,
the basis images spanning the illumination space for each face
are required. These images can be rendered from a 3D scan of
the face or can be estimated by applying PCA to a number of
images of the same subject under different illuminations [16].
Lee et al. proposed an effective approximation of this basis by
nine single light source images of a face and Wang et al. [22]
proposed a illumination modeling and normalization meth-
od for face recognition. All the above mentioned methods
need a number of training images and/or 3D scans of the
subjects in the database, requiring specialized equipment and
procedures for the capture of the training set, thus limiting
their applicability. A promising earlier attempt by Zhao and
Chellappa [23] used symmetric shape from shading but
suffered from the drawbacks of SFS.

In this paper, we introduce and compare two methods [24],
[25] which perform face recognition for images under
arbitrary illumination conditions. Our methods require only
one training image for each subject without any illumination
limitations. Our methods are based on the recent result [15],
[16] which demonstrated that the set of images of a convex
Lambertian object obtained under a wide variety of lighting
conditions can be approximated accurately by a low-dimen-
sional linear subspace. In our first method, we show that we
can recover the basis images spanning this space from just one
image taken under arbitrary illumination conditions when
the pose is fixed. This method consists of three steps:
statistical model computation (bootstrap), training, and
testing. Initially, we use a bootstrap set consisting of 3D face
models. We compute a statistical model for each of the
spherical harmonics. Our statistical models aim to learn the
probability density function (pdf) for the basis images. The
heaviest data capture requirements for our method are placed
in the construction of the bootstrap set. This set and the
resulting pdfs for the basis images need be constructed only
once. No further modifications are necessary when new
subjects are added to the database, allowing for increased
scalability of the recognition system. During the second step,
training, when presented with an image of a novel face, we use
the statistical model learned during the bootstrap phase to
recover the corresponding basis images. Given a face, we first
estimate the weight coefficients for the basis images. Then, we
recover the basis images by computing the maximum a
posteriori (MAP) estimate. We show that the set of images
we recover is the set of basis images with maximum a
posterior probability. For each subject in the training set, we
recover the basis images that span the illumination space for
this subject. The faces in the training set need not belong to the
bootstrap set. The only requirement is that the bootstrap data
capture the statistical characteristics of the training set.
Finally, during the testing step, we use the recognition scheme
proposed in [15]. We return the face from the training set for
which there exists a weighted combination of basis images
that is the closest to the test face image.

In the first method, the statistical model is based on a
collection of 2D basis images which implicitly include the

3D information. Thus, for images taken across both
illumination and pose variations, we need to build a
statistical model for each sample pose, which is inefficient.
Hence, we propose the second method which combines a
3D morphable model and spherical harmonic illumination
representation to perform face recognition for both pose and
illumination variations. This method also consists of three
steps: construction of the 3D morphable model (bootstrap),
face reconstruction and basis image rendering (training), and
recognition (testing). Initially, we use a bootstrap set consist-
ing of 3D face models. We construct a 3D face morphable
model similar to [12]. During the second step, training, when
presented with an image of a novel face, we compute the
shape parameters of a morphable model from a shape error
estimated by the displacements of a set of feature points and
estimate the illumination coefficients and texture informa-
tion using the spherical harmonics illumination representa-
tion. The reconstructed face models then serve as generative
models that can be used to synthesize sets of basis images
under novel poses and spanning the illumination field. The
recognition (testing) step is similar to that of the first method:
We return the face from the training set for which there exists
a weighted combination of basis images that is the closest to
the test face image.

For our methods, we use a collection of 3D face scans
supplied by USF [11] as the bootstrap set and we use the
Yale Face Database B [26] and the CMU-PIE database [28]
for training and testing. We provide a series of experiments
which demonstrate that our method has high recognition
accuracy even though none of the subjects in the training set
belongs to the bootstrap set. Our methods achieve compar-
able levels of accuracy with methods that have much more
onerous training data requirements. In our experiments, as
predicted by the theory, the basis images recovered during
training are noticeably insensitive to the particular illumi-
nation of the training image, which indicates that our
method should perform well on larger databases.

This paper is organized as follows: In Section 2, we
explain the Spherical Harmonics and how to acquire basis
images from 3D face models. In Section 3, the basis image
recovery of the first method is introduced and in Section 4,
the basis image recovery of the second method is
introduced. In Section 5, we explain the recognition process
based on the recovered basis images. In Section 6, we
describe our experiments and their results and the final
Section presents the conclusions and future work directions.

2 SPHERICAL HARMONICS ILLUMINATION

REPRESENTATION

In this section, we will briefly explain the spherical harmonic
illumination representation and how we render basis images
from 3D face models using the results of [15]. LetLdenote the
distant lighting distribution. By neglecting the cast shadows
and near-field illumination, the irradianceE is then a function
of thesurfacenormalnonlyandisgivenbyanintegraloverthe
upper hemisphere �n [16]: EðnÞ ¼

R
Lð!Þðn � !Þd!. We then

scale E by the surface albedo � to find the radiosity I, which
corresponds to the image intensity directly:

Iðp; nÞ ¼ �ðpÞEðnÞ: ð1Þ

352 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 28, NO. 3, MARCH 2006



The spherical harmonics are a set of functions that form an
orthonormal basis for the set of all square-integrable
functions defined on the unit sphere. They are analogue
on the sphere to the Fourier basis on the line or circles. Basri
and Jacobs [15] and Ramamoorthi [16] have independently
shown that E can be approximated by the combination of
the first nine spherical harmonics Hðx; y; zÞ for Lambertian
surfaces:
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where the superscripts e and o denote the even and the odd
components of the harmonics, respectively, and x; y; zdenote
the Cartesian components. Then, the image intensity of a
point pwith surface normal n ¼ ðnx; ny; nzÞ, and albedo � can
be computed according to (1) by replacing x; y; z with
nx; ny; nz, as shown in (3), where we use nx2 to denote a
vector such that nx2;i ¼ nx;inx;i for the ith voxel and define
ny2 ; nz2 ; nxz; nyz; nxy similarly. We use �: � v to denote the
component-wise product of � with any vector v. Fig. 1 gives
an example of a face model under a spherical harmonics
representation.
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3 RECOVERY OF BASIS IMAGES FROM

2D STATISTICS FOR FIXED POSE

In this section, we will explain the basis image recovery of our
first method by using statistics inference in 2D image space.
We will show that we can recover basis images spanning the
illumination space from just one image taken under arbitrary
unknown illumination conditions. First, using a bootstrap set
consisting of 3D face models, we compute a statistical model
for each basis image. During training, given a novel face
image under arbitrary illumination, we recover a set of
images for this face. We prove that these images are the set of
basis images with maximum probability.

3.1 Statistical Models of Basis Images

The key equation of this method is:

iðxÞ ¼ bðxÞT�þ eðx; �Þ; ð4Þ

which states that at pixel position x, the pixel intensity iðxÞ, is
the weighted combination of the basis images bðxÞ plus an
error term eðxÞ. � is the set of illumination coefficients. More
precisely, let I be a d-dimensional image (in our experiments,
d ¼ 75; 972) and let B be the 9 � d matrix of basis images, the
columns of which are the vectors fbðxÞgdx¼1. Also, let � be a
nine-dimensional vector denoting the coefficients of bðxÞ and
letE be a d-dimensional vector denoting the error term. Thus,
we get: I ¼ BT�þ E. Similar to [27], our statistical models
aim to learn the probability density function (pdf) forBandE.
For B, we assume that the pdfs are Gaussian distributions of
unknown means and covariances which we can estimate from
the basis images rendered by 3D scans. In our experiments,
we had 50 3D face scans with texture information in our
bootstrap set. We render nine basis images per face model
using equation set (3). From these basis images, we compute
the sample mean vectors �bðxÞ and the sample covariance
matrixes CbðxÞ. For the ith (i ¼ 1::9) basis, the component of
the covariance matrixCi

m;n ¼ covðbim; binÞwith bij representing
the jth (j ¼ 1::d) pixel vector consisting of the jth pixels of the
50 bootstrap faces. Fig. 2 displays the mean of the statistical
models of the basis images computed from our bootstrap set.
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Fig. 1. The first image is the face model and the following nine images are the basis images under various view-points, represented by spherical

harmonics. Lighter gray represents positive values and darker gray represents negative values.



To estimate the statistics of the error term E, we need real
images with known harmonic coefficients. Unfortunately, in
our current implementation, we do not have both 3D scans
and real images for the subjects in our data set. Instead, we
synthesized images and estimated their coefficients. Since we
have 3D scans with texture information, we illuminated
synthetically each 3D model, obtaining face images under a
wide variety of illumination conditions. Then, we applied a
least-squares method to estimate the coefficients �. Hence,
we can compute the sample mean �eðx; �Þ and sample
variance �2

eðx; �Þ of the error term byE ¼ I �BT�. This error
term models the deviations from Lambertian reflectance and
the errors of the low-dimensional approximation which cause
the estimates of the coefficients to diverge from the true
values. Since the sample mean and variance are functions of
�, it is impossible to learn the statistics of error term for each
possible � from a finite number of samples. Given a new
image with illumination �tra, the mean and variance of the
error term at �tra need to be interpolated using kernel
regression as described in Section 3.2.1.

Our statistical models are learned for every pixel and we
assume the spherical harmonics at different pixels are
independent of one other, or more precisely, we recover the
spherical harmonics at each pixel as if it is independent of
those at other pixels. This is clearly not ideal, but it greatly
makes the problem tractable.

3.2 Recovering the Basis Images

Given a training image of a novel face (possibly a different
subject from those in the bootstrap) under arbitrary illumina-
tion, first we need to estimate the coefficients � in (4) and to
update the error term according to the coefficients. Then, we

recover bðxÞ, the corresponding basis images, at each x by
computing the maximum a posteriori (MAP) estimate,

bMAP ðxÞ ¼ argmaxbðxÞðP ðbðxÞjiðxÞÞÞ:

This is explained in detail in the following section.

3.2.1 Estimating � and the Error Term

To estimate the unknown spherical harmonic coefficients �

for the given novel face image, we use kernel regression.

Notice that since in the bootstrap set we have images with

known coefficients, we can regard coefficient estimation as a

continuous-valued classification problem. The approach is

similar to the recovery of unknown illumination which is a

well-studied problem [29], [27]. We first store all the

K bootstrap images, fJkgKk¼1 along with their spherical

harmonic coefficients f�kgKk¼1. Similar to [27], given a new

image, itra, we can estimate the coefficients �tra as follows:

�tra ¼
PK

k¼1 wk�kPK
k¼1 wk

� � ; ð5Þ

where wk ¼ exp ½� 1
2 ðDði; JkÞ=�kÞ

2� and Dði; JkÞ ¼ ki� Jkk2

theL2 norm, �k is the width of the kth Gaussian kernel which
controls the influence of Jk on the estimation of coefficient
�tra. We can precompute all f�kgKk¼1 in a way such that
10 percent of the bootstrap images are within 1� �k at each�k.

We described how we learn the statistics of the error termE
in Section 3.1. However, as we described in Section 3.1, both
the sample mean�eðx; �Þand the sample variance�2

eðx; �Þ are
functions of �. It is impossible to learn the statistics for every
possible�beforehand using a finite number of samples. Thus,
again, given a new image, itra, we estimate the statistics of the
error term Eð�Þ using kernel regression. The mean and the
variance of the error estimation etraðx; �traÞ at �tra will be
interpolated from the known mean and variance of the error
term at coefficients f�kgKk¼1 which have been calculated. The
equation used here is similar to that in (5).

To check the accuracy of our estimation of the coeffi-
cients, we synthesized 200 images using the basis images
with various sets of coefficients f�jg200

j¼1. From the synthe-
sized images, we estimated coefficients f�0jg

200
j¼1 using (5).

Ideally, the two sets of �j and �
0
j should be identical. We

measure each estimation error by: �j ¼ Dð�i
0
j � �ijÞ=j�ijj,

where Dðx; yÞ ¼ kx� yk2 the L2 norm. The mean of the
estimation error is 0:0734, which shows that the estimated
values are very close to the actual values.

3.2.2 Computing the Basis Images

After estimating the coefficients �, we can recover the basis
images for a novel face image. As we have shown already:
bMAP ðxÞ ¼ argmaxbðxÞðP ðbðxÞjiðxÞÞÞ. It is hard to calculate
argmaxbðxÞP ðbðxÞjiðxÞÞ directly. Using Bayes’ rule:

P ðbðxÞjiðxÞÞP ðiðxÞÞ ¼ P ðiðxÞjbðxÞÞP ðbðxÞÞ: ð6Þ

Since we have already estimated the spherical harmonic
coefficients �, according to (4), we know that given an
image iðxÞ and known coefficients �, P ðiðxÞÞ is a constant.
Thus,

bMAP ðxÞ ¼ argmaxPbðxÞððiðxÞjbðxÞÞP ðbðxÞÞÞ: ð7Þ
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In this term, P ðbðxÞÞ is the Gaussian probability density
function we have learned previously and P ðiðxÞjbðxÞÞ can be
computed from (4). Thus, iðxÞ is a random variable with
Gaussian pdf of mean bðxÞT�þ �eðx; �Þand variance�2

eðx; �Þ.
Thus,

bMAP ðxÞ ¼ argmaxbðxÞðGaussðbðxÞT�þ �e; �2
eÞ

�Gaussð�bðxÞ; CbðxÞÞ:
ð8Þ

Using log probability, and ignoring constant terms, (8)
becomes:

bMAP ðxÞ ¼

argmaxbðxÞ �
1

2

i� bT�� �2
e

�e

� �2

� 1

2
b� �bð ÞTC�1

b b� �bð Þ
 !

:

ð9Þ

Then, we set the derivatives of the right side of (9) (with
regards to bðxÞ) to 0 in order to get the maximum
probability, we get:

� 2

�2
e

ði� bT�� �eÞ�þ 2C�1
b ðb� �bÞ ¼ 0: ð10Þ

Rearranging, we can get the following linear equation:

A � bMAP ¼ T; ð11Þ

whereA ¼ 1
�2
e
��T þ C�1

b and T ¼ ði��eÞ
�2
e
�þ C�1

b �b.

Bysolving(11), thenewsetofbasis imagesof thesubjectcan
be recovered. Fig. 3 shows the comparison of the rendered
basis images and the recovered basis images. Again, green
represents positive value and red for negative values. In our
recovery process, we derive the nine basis images without
explicit constraints to enforceconsistency of asingle 3D object.
We will demonstrate in Section 4 that such constraints can be
enforced by using a 3D face morphable model.

The problem of estimating the basis images B and the
illumination coefficients � is a coupled estimation problem
because it is in a bilinear form. In this method, we simplify
the problem by estimating � in a prior step using kernel
regression and using it consistently across all pixels to
recover B. We will show in our second method (Section 4)
that by acquiring the 3D information explicitly, this
estimation problem can be solved iteratively.

3.2.3 Experiments on Basis Image Recovery

Since our recognition method is based on the basis images
recovered during training, it is very important that we have
an accurate method to recover the basis images.

We performed our experiments on Yale Database B.
Following [8], we group our data set into four subsets
(Table 1). Each subset contains images illuminated from a
specific range of directions. Subset 4 contains the extreme
illumination conditions. Please refer to [8] for more informa-
tion about this grouping. Fig. 4 shows the basis images
recovered from various face images under different illumina-
tions for one subject belonging to the training set (but not the
bootstrap). We found that, except for the basis images
recovered from images under extreme illumination (i.e.,
images in Subset 4), the resulting basis images recovered from
images under different illumination are very close. For each
subject in thetrainingset,we calculatedthe basis imagesusing
20 images under different illumination (five of them belong-
ing to Subset 4). The comparison of the intensity variances is
reported in Table 2 where the per person mean variance of the
20 resulting sets of basis images, was 14.66 intensity levels per
pixel for the full set of images and 5.34 for the images
belonging to Subsets 1-3. The per person variance of the
original training set images was 31.13 (24.77 for Subsets 1-3)
while the cross-person mean variance of the 200 total image
basis sets for all subjects was 31.47 for the full set (16.33 for
Subsets 1-3). We see that the basis images, we recover exhibit
much greater invariance to illumination effects.

It is interesting to study the performance of our method on
images taken under multiple directional illumination
sources. For comparison between the performance on images
taken under a single directional illumination source and that
on images taken under multiple directional illumination
sources, we synthesized images by combining face images of
the same subject in our data set. We randomly selected
2-4 images of the same subject from the training data set and
combined them together with random weights to simulate
face images under multiple directional illumination sources
(12 synthetic images per person). Fig. 5 shows the recovered
results of basis images from the synthesized images com-
pared to the recovered results from a real image under a
single illuminant.

3.2.4 Pose Variance

So far, we have provided experiments on the images with
frontal view images. We applied our method to two sets of
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Fig. 3. The recovered basis images (bottom) compared to the rendered ones (top) for an individual subject in the bootstrap set.

TABLE 1
The Separation of the Yale Database



images with poses -12 degrees and 24 degrees azimuth from
the frontal view. We rotated the 3D scans in the bootstrap set
by -12 degrees and 24 degrees, respectively, and rendered
basis images in the same way described previously. For
training and testing, from the Yale Face Database B we
selected two sets of face images which are taken approxi-
mately -12 degrees and 24 degrees (8 images per person per
angle) from the frontal view, respectively, and repeated the
same steps described previously. Experimental results are
similar to the experimental results of our method for frontal
views. Our experiments imply a solution for face recognition
in the presence of both illumination and pose variance. The
basic idea would be to combine face pose estimation with our
method; however, we need to calculate the statistics of the
basis images for each pose in order to recover the new set of
basis images, which is not efficient. Moreover, for each subject
in the training, we need one training image per pose to
recover the basis images for each pose, which is difficult. In
the following section, we will show that, the combination of a
morphable model and spherical harmonic illumination
representation facilitates recognition for images with varia-
tions of both pose and illumination.

4 RECOVERY OF BASIS IMAGES BY USING A

MORPHABLE MODEL AND SPHERICAL

HARMONICS

In this section, we will explain how we recover the shape
and texture information of a training subject by combining a
morphable model and spherical harmonics illumination
representation.

4.1 Morphable Model

The 3D Morphable Face Model [11], [12] is a 3D model of faces
with separate shape and texture models that are learned from
a set of exemplar faces. Morphing between faces requires
complete sets of correspondences between all of the faces.
When building a 3D morphable model, we transform the
shapeandtexturespaces intovectorspaces, sothatanyconvex
combination of exemplar shapes and textures represents a
realistic human face. We present the geometry of a face with a
shape-vector S ¼ ðX1; Y1; Z1; X2; :::::; Yn; ZnÞT 2 <3n, which
contains the X;Y ; Z-coordinates of its n vertices. Similarly,
the texture of a face can be represented by a texture-
vector T ¼ ðR1; G1; B1; R2; :::::; Gn;BnÞT 2 <3n, where the
R;G;B texture values are sampled at the same n points. A
morphable model can be constructed using a data set of
m exemplar faces: exemplar i is represented by the shape-
vector Si and texture-vector Ti. New shapes s and
textures t can be generated by convex combinations of the
shapes and textures of the m exemplar faces: s ¼

Pm
i¼1

aiSi; t ¼
Pm

i¼1 biTi;
Pm

i¼1 ai ¼
Pm

i¼1 bi ¼ 1. To reduce the di-
mensionality of the shape and texture spaces, Principal
Component Analysis (PCA) is applied separately on the
shape and texture spaces:

s ¼ sþ
Xm�1

i¼1

ai�s;isi; t ¼ tþ
Xm�1

i¼1

bi�t;iti: ð12Þ

By setting the smallest eigenvalues to zero, (12) is
reformulated as:

s ¼ sþ Sa; t ¼ tþ Tb: ð13Þ

In (13), the columns of S and T are the most significant
eigenvectors si and ti rescaled by their standard deviation
and the coefficients a and b constitute a pose and
illumination invariant low-dimensional coding of a face
[14]. PCA also provides an estimate of the probability
densities of the shapes and textures, under a Gaussian
assumption: pðsÞ � e�1

2kak
2

; pðtÞ�e�1
2kbk

2

:

4.2 Forward and Inverse Face Rendering

We can generate photo-realistic face images by using the
morphable model, we described in Section 4.1. Here, we
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Fig. 4. The basis images recovered from images of the same subject under various single directional illuminants. The first column is the images we

used for the recovery followed by the set of basis images. The resulting basis images recovered from images under different illumination are very close.

TABLE 2
The Comparison of the Intensity Variances of the Original

Images and Basis Images on the Yale Database

The first row shows the per person mean variance of the original images
and the second row shows the per person mean variance of the resulting
sets of basis images. We see that the basis images we recover exhibit
much greater invariance to illumination effects.



describe how we synthesize a new face image from the face
shape and texture vectors s and t, thus the inversion process
of the synthesis is how we recover shape and texture
information from the image.

Shape: Similar to [14], a realistic face shape can be
generated by:

s2d ¼ fPRð�ssþ Saþ t3dÞ þ t2d; ð14Þ

where f is a scale parameter, P an orthographic projection
matrix and R a rotation matrix with �, 	, and 
 the three
rotation angles for the three axes. t3d and t2d are translation
vectors in 3D and 2D, respectively. Equation (14) relates the
vector of 2D image coordinates s2d and the shape parameters
a. For rendering, a visibility test must still be performed by
using a z-buffer method [30].

For a training image, inverting the rendering process, the
shape parameters can be recovered from the shape error: If
f , �, 	, and 
 are kept constant, the relation between the
shape s2d and a is linear according to Equation (14):

@s2d

@a
¼ fPRS: ð15Þ

Thus, updating a from a shape error �s2d requires only the
solution of a linear system of equations. In our method, the
shape error is estimated by the displacements of a set of
manually picked feature points sf [31] corresponding to
image coordinates simgf . The shape reconstruction goes
through the following steps.

Model Initialization: All the parameters are initialized in
this step. Shape parameter a is set to 0 and pose parameters
f , �, 	, 
, and t2d are initialized manually. We do not need to
know the illumination conditions of the training image,
unlike [14].

Feature Correspondence: For the set of prepicked
feature points in the morphable model, we find the
correspondence simgf in the training image semiautoma-
tically. The set of feature points contains major and
secondary features, see Fig. 6. After the correspondences of
major features are manually set, the secondary features are
updated automatically.

Rotation, Translation, and Scale Parameters Update: The
parameters f , �, 	, and 
 can be recovered by using a
Levenberg-Marquardt optimization [32] to minimize the
error between simgf and the model feature points [33]:

argminf;�;	;
;t2dks
img
f

� ðfPRð�ssf þ Sfaþ t3dÞ þ t2dÞk2 ¼ ð~ff; ~��; ~		; ~

; ~t2dt2dÞ;
ð16Þ

where �ssf and Sf are the corresponding shape information of
the feature points in the morphable model in (13).

Shape Parameter Update: The shape error of the feature
points, �s2d

f , is defined as the difference between simgf and the
new shape information of feature points in the model that was
rendered by recovered parameters ~ff , ~��, ~		, ~

, and ~tt2d. Thus, the
vector of shape parameters a can be updated by solving a
linear system of equations with constraint

Pm
i¼1 ai ¼ 1:

�s2d
f ¼ fPRSf�a: ð17Þ

Texture: For texture information recovery, most of the
previous methods [27], [8], [14] are applicable to images taken
under single light source, which limits their applicability.
Here, we propose a method which performs texture fitting to
a training image and has no limitation in the image
illumination conditions.

According to (1) and (2), the texture of a face can be
generated by:

t ¼ B � �; B ¼ Hðnx; ny; nzÞ � �; ð18Þ

where H is the spherical harmonics representation of the
reflectance function (2) and � is the vector of illumination
coefficients. Hence, if we know the illumination coefficients,
the texture information is only dependent on image intensity t
and surface normal n, which can be computed from the
3D shape we recovered during the shape fitting step. Thus, the
estimation of illumination coefficients is crucial. Given input
image ttra, we compute the texture and illumination coeffi-
cients iteratively as following:

1. Step 0: Initialize the texture parameter b0 as 0 and
define the initial albedo �0 ¼ �ttþ Tb0 ¼ �tt. With the
recovered shape information, we first compute the
surface normal n for each vertex. Then, the first nine
basis images B and spherical harmonics HðnÞ for
reflectance function can be computed according to (18)
and (2), respectively. Set step index i=1 and set � ¼ 0:5.

2. For each Step i, estimate the set of illumination
coefficients by solving a linear equation:

ttra ¼ Bcur�i: ð19Þ

3. As described above, the new albedo �i can be directly
computed by solving: ttra ¼ Hðnx; ny; nzÞ�i � �i. How-
ever, the illumination coefficients are computed
using the mean texture, thus not accurate. Since the
texture is dependent on both current texture and
illumination coefficients, we compute the new texture
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Fig. 5. The basis images recovered from an image taken under multiple illuminants (bottom) compared to those recovered from an image under
single illumination (top). The first column shows the input images. We see that our method performs well on images under multiple illuminants.



parameters bi by solving �0i ¼ tþ Tbi with constraintPm
i¼1 bi ¼ 1, where �0i ¼ ð1� �Þ�i�1 þ �ðttra=ðHðnx;

ny; nzÞ�iÞÞ. Then, we update the albedo �i ¼ �ttþ Tbi.
4. Perform Steps 2 and 3 iteratively until convergency

for the current �.
5. Increase � by 0:1, set b0 ¼ bi, i ¼ 0, and �0 ¼ �ttþ Tb0

and perform steps 2) to 4) iteratively until � reaches
1. The final albedo is then directly computed using
the estimated �: � ¼ ðttra=ðHðnx; ny; nzÞ�ÞÞ.

In the above algorithm, the weight � is used to trade off
the prior probability and the fitting quality. Instead of using
texture parameters [14], we estimate the albedo value for
each vertex, which will be used for basis image rendering
and recognition. For occluded vertices, texture information
is estimated through facial symmetry. Fig. 6 shows the
results of our method.

4.3 Basis Images Rendering

For each training subject, we recover a 3D face model
using the algorithm described in the previous section. The
recovered face models serve as generative models to

render basis images. In this section, for each subject, a set
of basis images across poses are generated, to be used
during recognition. We sample the pose variance for each
5 degrees in both azimuth and altitude axes. In our
experiments, the range of azimuth is [-70, 70] and the
range of altitude is [-10, 10]. Fig. 7 shows a subset of the
basis images for one subject.

4.4 Experiments on Basis Image Recovery

Similar to our first method, we perform experiments to
evaluate the illumination invariance of the basis image
recovery. Fig. 8 shows four sets of rendered basis images
recovered from various face images under different
illuminations and poses for one subject. The resulting basis
images rendered from images under different illumination
are very close. For each subject, we calculated 10 sets of
basis using 10 training images under different illumination.
The per person mean variance of the 10 resulting sets of
basis images was 3.32. For comparison, per person variance
of the original training images was 20.25. That means the
rendered basis images have much greater invariance to
illumination effects than original images.
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Fig. 6. Recovery Results: Images in the first row are the input training images, those in the second row are the initial ttings, the third row shows
images of the recovered 3D face model and the last row gives the illuminated rotated face models. In the first column, the black points are prepicked
major features, the white points are the corresponding features and the points lying in the white line are secondary features.



5 RECOGNITION EXPERIMENTS AND RESULTS

We perform recognition based on [15]. During testing, we
recognize the face for which there exists a weighted
combination of basis images that is the closest to the test face
image. Here,B is the set of basis images with size r � d, d is the
number of points in the image, and r the number of basis
images used (nine is a natural choice as discussed in [15]).
Every row of B contains one spherical harmonic image and
the rows of B form a basis for the linear subspace. We can
simply apply QR decomposition to B to obtain an orthonor-
mal basis. Thus, we compute the distance from the test
image I and the space spanned by B as kQQTI � Ik.

We performed our experiments on Yale Face Database B
[26] and CMU-PIE database [28]. The Yale Database contains
images of 10 people at nine poses and 64 illuminations per
pose. We used 45*10 face images for 10 subjects in a single
pose with each subject having 45 face images taken under
different directional light sources. The CMU-PIE database

contains 68 individuals. We performed experiments on a set
of 4,488 images which contains 68 subjects, three poses for
each subject, and 22 different illuminations for each pose.
None of Yale Database B and CMU-PIE databse is also in the
USF set used to compute the statistical model and the
morphable model.

5.1 Experiments on Frontal Images

For training and testing, we first used the Yale Face
Database B which contains faces that do not belong to our
bootstrap set. Despite its relatively small size, this database
provides images that sample sufficiently the whole illumi-
nation space and has therefore become a testing standard
for variable illumination recognition methods.

For the first method, we report two sets of experimental
results in Table 3. For the first set, we use the basis images
recovered from randomly selected training images, exclud-
ing extreme illumination conditions. For the second set, we
perform recognition using the basis images recovered from

ZHANG AND SAMARAS: FACE RECOGNITION FROM A SINGLE TRAINING IMAGE UNDER ARBITRARY UNKNOWN LIGHTING USING... 359

Fig. 7. A subset of the rendered basis images across poses.



the training images captured only under extreme illumina-
tion. We tested 400 face images and the error rates are
shown in Table 3.

For the first method, we also performed recognition
experiments based on the basis images we recovered from
training images under multiple illuminants. Error rates were
very close to the single illuminant training set, e.g., 0.3 for test
images under multiple illumination, 3.3 for test images from
Subset 4.

The comparison between our methods and other
methods [34] on Yale Database B is shown in Table 4. In
order to compare with other methods, we randomly select
face images to recover the corresponding spherical harmo-
nic images and perform recognition on 400 images. We
repeated the process 10 times and calculated the average
recognition rates. All the methods in Table 4 which have an
offline training process require all the images of Subset 1
and 2 for training, while we require only one image per
subject for training. The method of Nine Points of Light
(9PL) [34] does not have offline training, but still needs nine
images per subject for training. With our methods, training
on one image randomly selected from Subsets 1 and 2 and
testing on images from Subsets 1-3, we obtain perfect results
and even when we test on images from Subset 4, we still
achieve high accuracy. As can be seen from Table 4, the
results from our methods are comparable with methods
that require extensive training data per subject even though
our method requires only one training image.

5.2 Experiments on Images of Arbitrary Pose and
Illumination

In our experiments, we used the CMU-PIE database which
provides images of both pose and illumination variation. We
used only one image per subject to recover the 3D face model.
We used the front and side galleries for training and all three
pose galleries for testing. Notice that training images can have
very different illumination conditions (unlike [14]). We
performed recognition by using both all the nine basis images
and the first four basis images. We report our experimental
results and comparison to LiST [14] in Table 5. From the
experimental results, we find that our method gives good
recognition rates. When the poses of training and testing
images are very different, our method is not as good as [14]
because we only used a set of feature points to recover the
shape information, which is rather rough and can be
improved using flow computations.

We also performed our first method on a subset of CMU-
PIE database. We used a subset of 1,496 images which
contains 68 subjects and 22 different illuminations for each
pose. The results and the comparison of two methods are also
reported in Table 5. We can see that for images taken under
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Fig. 8. Rendered basis images (wrapped to frontal view) from training images taken under different illumination conditions and poses. The first
column shows the training images. We see that the basis images we recover exhibit much greater invariance to illumination effects.

TABLE 3
The First Row of “Non-Ext” Is the Error Rates Achieved by Using
the Set of Basis Images Recovered from Randomly Selected
Training Images (Eight per Person) from Subsets 1, 2, and 3,
and the Second Row (“Extreme”) Is the Error Rates by Using
Basis Images Recovered from Randomly Selected Training

Images (Six per Person) from Subset 4

The columns denote the testing sets.

TABLE 4
Error Rates of Recognition Using

Various Previous Methods and Our Method

Except for our method and the method of Gradient Angle, the data were
taken from [34]. The result of Gradient Angle method was taken from [35]
where only images under frontal illumination was used as a training image.



fixed pose, our two methods both perform well and the first
method is simpler and more automatic. However, the first
method cannot perform recognition for images of arbitrary
pose and illumination given one single training image per
subject. For Yale database, the performances of both our
methods are similar and for PIE database, the second method
performs slightly better than the first method because that the
frontal images in the PIE database are not well-aligned and
our first method requires accurate alignments while the
second method estimates the parameters related to pose.

Again, we study the performance of our method on images
taken under multiple directional illumination sources to test
our method under arbitrary illuminations. We synthesized
images by combining face images in our data set and
performed experiments on front and side galleries. For each
subject, we randomly selected 2-6 images from the training
data set and combined them together with random weights to
simulate face images under multiple directional illumination
sources (16 images per subject). We did experiments on the

synthesized images both during training step and testing
step. Table 6 shows the experimental results and we can see
that our method also performed equally well under multiple
sources of arbitrary direction.

6 CONCLUSIONS AND FUTURE WORK

In this paper, we propose two novel methods for face
recognition under arbitrary illumination conditions. We have
demonstrated that by using statistical models, we can recover
spherical harmonic basis images spanning the illumination
space from a single image taken under arbitrary unknown
illumination conditions. Experimental results indicated that
our methods’ recognition rates were comparable to other
methods for images under single illumination; moreover, our
methods performed as well with multiple illuminants, which
was not handled by most previous methods. During the
training phase, we need only one image per subject taken
under general illumination to recover the basis images. Thus,
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TABLE 5
Recognition Results and Comparison: The First Column Lists the Light Numbers and the

Following Two Columns List the Recognition Rate for Each Pose

The recognition rates of the LiST algorithm are taken from [14].

TABLE 6
Experimental Results of Images under Multiple Directional Illumination and We Can See

Our Method Also Perform Well under Multiple Sources of Arbitrary Direction

“s” denotes images under single directional lighting and “m” denotes synthesized images under multiple illumination. “F” denotes the front gallery and
“D” denotes the side gallery.



the training set can be expanded easily with new subjects.

Such scalability is desirable in Face Recognition Systems. In

our experiments, as predicted by the theory, the basis images

recovered during training are noticeably insensitive to the

particular illumination of the training image, which indicates

that our methods should perform well on much larger

databases, than the ones available to us now.
In our first method, we compute the statistics of spherical

images in 2D space and in the second method, the statistics of

the spherical images is computed from the statistics of the face

structures in 3D. From the results we have, for face

recognition of images under certain fixed pose, both methods

have similar performance while the second method requires

more human interactivity and computation time. For the

recognition task of images across both pose and illumination

variations, the first method requires a large set of training

images across different poses for each subject, while our

second method performs well requiring only one single

training images per subject.
In our experiments, we tested both images under single

and multiple-directional illuminations. At this time, there

exist relatively few publicly available sets of images of faces

under arbitrary illumination conditions, so we plan to

continue validation of our method with a database with more

types of lightsources, e.g.,areasources. In oursecondmethod,

there is human interactivity in the initialization of the model

and the feature correspondences. We plan to integrate head

pose estimation methods [36], [37], [38] for model initializa-

tion and optical flow algorithms for shape error estimation

[39]. In the facerecognition phasewhereour methodcurrently

needs to search the whole pose space, we expect great speed-

up with a prefiltering process (again, using face pose

estimation algorithms) to narrow the search space.

ACKNOWLEDGMENTS

The authors would like to thank Sudeep Sarkar and Simon

Baker for providing databases and Thomas Vetter and Sami

Romdhani for helpful discussions. This research was

supported by grants from the US Department of Justice

(2004-DD-BX-1224) and the US National Science Foundation

(ACI-0313184).

REFERENCES

[1] R. Chellappa, C.L. Wilson, and S. Sirohey, “Human and Machine
Recognition of Faces: A Survey,” Proc. IEEE, vol. 83, no. 5, pp. 705-
740, 1995.

[2] A.P. Pentland, “Looking at People: Sensing for Ubiquitous and
Wearable Computing,” IEEE Trans. Pattern Analysis and Machine
Intelligence, vol. 22, no. 1, pp. 107-119, Jan. 2000.

[3] W. Zhao, R. Chellappa, A. Rosenfeld, and P.J. Phillips, “Face
Recognition: A Literature Survey,” Technical Report CAR-TR-948,
Univ. of Maryland, CfAR, 2000.

[4] R. Gross, S. Baker, I. Matthews, and T. Kanade, “Face Recognition
across Pose and Illumination,” Handbook of Face Recognition,
Springer-Verlag, 2004.

[5] A. Shashua and R.T. Riklin, “The Quotient Image: Class Based Re-
Rendering and Recognition with Varying Illuminations,” IEEE
Trans. Pattern Analysis and Machine Intelligence, vol. 23, no. 2,
pp. 129-139, Feb. 2001.

[6] M. Turk and A.P. Pentland, “Eigenfaces for Recognition,”
J. Cognitive Neuroscience, vol. 3, no. 1, pp. 71-96, 1991.

[7] H. Murase and S.K. Nayar, “Visual Learning and Recognition of
3-D Objects from Appearance,” Int’l J. Computer Vision, vol. 14,
no. 1, pp. 5-24, 1995.

[8] A.S. Georghiades and P.N. Belhumeur, and D.J. Kriegman, “From
Few to Many: Illumination Cone Models for Face Recognition
under Variable Lighting and Pose,” IEEE Trans. Pattern Analysis
and Machine Intelligence, vol. 23, no. 6, pp. 643-660, June 2001.

[9] S.K. Zhou, R. Chellappa, and D.W. Jacobs, “Characterization of
Human Faces under Illumination Variations Using Rank, Integr-
ability, and Symmetry Constraints,” Proc. European Conf. Computer
Vision, 2004.

[10] S. Zhou and R. Chellappa, “Illuminating Light Field: Image-Based
Face Recognition across Illuminations and Poses,” Proc. Sixth IEEE
Int’l Conf. Automatic Face and Gesture Recognition, 2004.

[11] V. Blanz and T. Vetter, “A Morphable Model for the Synthesis of
3D-Faces,” Proc. SIGGRAPH, 1999.

[12] V. Blanz and T. Vetter, “Face Recognition Based on Fitting a 3D
Morphable Model,” IEEE Trans. Pattern Analysis and Machine
Intelligence, vol. 25, no. 9, pp. 1063-1074, Sept. 2003.

[13] V. Blanz, K. Scherbaum, T. Vetter, and H. Seidel, “Exchanging
Faces in Images,” Proc. EuroGraphics, 2004.

[14] S. Romdhani, V. Blanz, and T. Vetter, “Face Identification by
Fitting a 3D Morphable Model Using Linear Shape and Texture
Error Functions,” Proc. European Conf. Computer Vision, 2002.

[15] R. Basri and D.W. Jacobs, “Lambertian Reflectance and Linear
Subspaces,” IEEE Trans. Pattern Analysis and Machine Intelligence,
vol. 25, no. 2, pp. 218-233, Feb. 2003.

[16] R. Ramamoorthi, “Analytic PCA Construction for Theoretical
Analysis of Lighting Variability in Images of a Lambertian
Object,” IEEE Trans. Pattern Analysis and Machine Intelligence,
vol. 24, no. 10, Oct. 2002.

[17] P.W. Hallinan, “A Low-Dimensional Representation of Human
Faces for Arbitrary Lighting Conditions,” Proc. Computer Vision
and Pattern Recognition, pp. 995-999, 1994.

[18] P.N. Belhumeur and D.J. Kriegman, “What Is the Set of Images of
an Object under All Possible Illumination Conditions,” Int’l J.
Computer Vision, vol. 28, no. 3, pp. 245-260, 1998.

[19] Y. Adini, Y. Moses, and S. Ullman, “Face Recognition: The
Problem of Compensating for Changes in Illumination Direction,”
IEEE Trans. Pattern Analysis and Machine Intelligence, vol. 19, no. 7,
pp. 721-732, July 1997.

[20] A. Shashua, “Illumination and View Position in 3D Visual
Recognition,” Proc. Advances in Neural Information Processing
Systems 4, 1991.

[21] S.Z. Li, J. Yan, X. Hou, Z. Li, and H. Zhang, “Learning Low
Dimensional Invariant Signature of 3-D Object under Varying
View and Illumination from 2-D Appearances,” Proc. Int’l Conf.
Computer Vision, pp. 635-640, 2001.

[22] H. Wang, S.Z. Li, Y. Wang, and W. Zhang, “Illumination
Modeling and Normalization for Face Recognition,” Proc. ICCV
Workshop on Analysis and Modeling of Faces and Gestures, 2003.

[23] W.Y. Zhao and R. Chellappa, “Illumination-Insensitive Face
Recognition Using Symmetric Shape-from-Shading,” Proc. Com-
puter Vision and Pattern Recognition, vol. 1, pp. 286-293, 2000.

[24] L. Zhang and D. Samaras, “Face Recognition under Variable
Lighting Using Harmonic Image Exemplars,” Proc. Computer
Vision and Pattern Recognition, vol. 1, pp. 19-25, 2003.

[25] L. Zhang and D. Samaras, “Pose Invariant Face Recognition under
Arbitrary Unknown Lighting Using Spherical Harmonics,”
Biometric Authentication, vol. 1, pp. 10-23, 2004.

[26] P.N. Belhumeur, J.P. Hespanha, and D.J. Kriegman, “Eigenfaces
versus Fisherfaces: Recognition Using Class-Specific Linear
Projection,” IEEE Trans. Pattern Analysis and Machine Intelligence,
vol. 19, no. 7, pp. 711-720, July 1997.

[27] T. Sim and T. Kanade, “Combining Models and Exemplars for
Face Recognition: An Illuminating Example,” Proc. CVPR Work-
shop Models versus Exemplars in Computer Vision, 2001.

[28] T. Sim, S. Baker, and M. Bsat, “The CMU Pose, Illumination, and
Expression (PIE) Database of Human Faces,” Proc. IEEE Int’l Conf.
Automatic Face and Gesture Recognition, pp. 46-51, 2002.

[29] R. Zhang, P.S. Tsai, J.E. Cryer, and M. Shah, “Shape from Shading:
A Survey,” IEEE Trans. Pattern Analysis and Machine Intelligence,
vol. 21, no. 8, pp. 690-706, Aug. 1999.

[30] J. Foley and A. van Dam, “Fundamentals of Interactive Computer
Graphics,” The Systems Programming Series, Addison-Wesley,
1984.

362 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 28, NO. 3, MARCH 2006



[31] B.W. Hwang, V. Blanz, T. Vetter, and S.W. Lee, “Face Reconstruc-
tion from a Small Number of Feature Points,” Proc. Int’l Conf.
Pattern Recognition, vol. 2, pp. 842-845, 2000.

[32] W.H. Press, B.P. Flannery, S.A. Teukolsky, and W.T. Vetterling,
Numerical Recipes in C: The Art of Scientific Computing. Cambridge
Univ. Press, 1992.

[33] R. Hartley and A. Zisserman, Multiple View Geometry in Computer
Vision. Cambridge Univ. Press, 2000.

[34] K.C. Lee, J. Ho, and D.J. Kriegman, “Nine Points of Light:
Acquiring Subspaces for Face Recognition under Variable Light-
ing,” Proc. Computer Vision and Pattern Recognition, vol. 1, pp. 519-
526, 2001.

[35] H.F. Chen, P.N. Belhumeur, and D.W. Jacobs, “In Search of
Illumination Invariants,” Proc. Computer Vision and Pattern
Recognition, pp. 1254-1261, 2000.

[36] H. Wu, T. Shimada, Q. Chen, K. Chihara, and T. Shioyama, “A
Robust Algorithm for 3D Head Pose Estimation,” Proc. Int’l Conf.
Pattern Recognition, 1998.

[37] J. Sherrah and S. Gong, “Fusion of 2D Face Alignment and 3D
Head Pose Estimation for Robust and Real-Time Performance,”
Proc. IEEE Int’l Workshop Recognition, Analysis, and Tracking of Faces
and Gestures in Real-Time Systems, 1999.

[38] V. Kruger and G. Sommer, “Gabor Wavelet Networks for Efficient
Head Pose Estimation,” Image and Vision Computing, vol. 20, nos. 9-
10, pp. 665-672, 2002.

[39] J.R. Bergen and R. Hingorani, “Hierarchical Motion-Based Frame
Rate Conversion,” technical report, David Sarnoff Research
Center, Princeton, N.J., 1990.

Lei Zhang received the BSc degree in computer
science from Nanjing University in 1999 and the
MSc degree in computer science from the State
University of New York at Stony Brook in 2003.
Currently, he is a PhD candidate in the Depart-
ment of Computer Science at the State University
of New York at Stony Brook. He specializes in
face synthesis and recognition under both
illumination and pose conditions. He is also
interested in biomedical image analysis. He is a

student member of the IEEE.

Dimitris Samaras received a diploma degree in
computer science and engineering from the
University of Patras in 1992, the MSc degree
in computer science from Northeastern Univer-
sity in 1994, and the PhD degree from the
University of Pennsylvania in 2001. Since
September 2000, he has been an assistant
professor in the Department of Computer
Science at the State University of New York at
Stony Brook. He specializes in deformable

model techniques for 3D shape estimation and motion analysis,
illumination modeling and estimation for recognition and graphics, and
biomedical image analysis. He is a member of the ACM and IEEE.

. For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.

ZHANG AND SAMARAS: FACE RECOGNITION FROM A SINGLE TRAINING IMAGE UNDER ARBITRARY UNKNOWN LIGHTING USING... 363



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 36
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 36
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 36
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU (Use these settings with Distiller 7.0 or equivalent to create PDF documents suitable for IEEE Xplore. Created 29 November 2005. ****Preliminary version. NOT FOR GENERAL RELEASE***)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


