Chapter 3

Cache-oblivious Buffer Heap and its Applications

The distance is nothing; it is only the first step that is difficult.
(Marie Anne du Deffand)

In this chapter we present the buffer heap, a cache-oblivious priority queue that supports Delete, Delete-Min, and Decrease-Key operations in $O\left( \frac{1}{M} \log_2 \frac{N}{M} \right)$ amortized block transfers from main memory, where $M$ and $B$ are the (unknown) cache size and block-size, respectively, and $N$ is the number of elements in the queue. We assume that the Decrease-Key operation only verifies that the element does not exist in the priority queue with a smaller key value, and hence it also supports the Insert operation in the same amortized bound. The amortized time bound for each operation is $O(\log N)$.

Using the buffer heap we present cache-oblivious algorithms for undirected and directed single-source shortest path (SSSP) problems for graphs with non-negative real edge-weights. On a graph with $n$ vertices and $m$ edges, our algorithm for the undirected case performs $O\left( n + \frac{m}{B} \log_2 \frac{n}{B} \right)$ block transfers and for the directed case performs $O\left( (n + \frac{m}{B}) \cdot \log_2 \frac{n}{B} \right)$ block transfers. Running time of both algorithms is $O((m+n) \cdot \log n)$.

For both priority queues with Decrease-Key operation, and for SSSP problems on general graphs, our results give the first non-trivial cache-oblivious bounds. Our results, though not known to be optimal, provide substantial improvements over known trivial bounds.

We also introduce the notion of a slim data structure which captures the situation when only a limited portion of the cache which we call a slim cache, is available to the data structure to retain data between data structural operations. We show that a buffer heap automatically adapts to such an environment and supports all operations in $O\left( \frac{1}{\lambda} + \frac{1}{B} \log_2 \frac{N}{\lambda} \right)$ amortized block transfers each when the size of the slim cache is $\lambda$. We use buffer heaps in this setting to improve the cache complexity of the cache-aware all-pairs shortest path (APSP) problem on weighted undirected graphs.
3.1 Introduction

The single-source shortest path (SSSP) and the all-pairs shortest path (APSP) problems are among the most important combinatorial optimization problems with numerous practical applications (see Chapter 1 for definitions). Under the traditional von Neumann Model of computation which assumes a single layer of memory with uniform access cost, the SSSP problem on a directed graph can be solved efficiently in $O(m + n \log n)$ time by Dijkstra’s algorithm [43] implemented using a Fibonacci heap [51]. For undirected graphs the problem can also be solved in $O(m \alpha(m, n) + n \min(\log n, \log \log \rho))$ time [99], where $\rho$ is the ratio of the maximum and the minimum edge-weights in $G$, and $\alpha(m, n)$ is a certain natural inverse of Ackermann’s function that evaluates to a small constant for all practical values of $m$ and $n$. Faster algorithms exist for special classes of graphs and graphs with restricted edge-weights. Efficient APSP algorithms have also been developed for this model [136].

As explained in Chapter 1, modern computers with deep memory hierarchies differ significantly from the original von Neumann architecture, and demand cache-efficient algorithms.

3.1.1 Cache-aware Shortest Path Algorithms

In recent years there has been considerable research on developing cache-efficient graph algorithms (see [127, 77] for recent surveys). Several cache-efficient SSSP algorithms have been developed [31, 83, 77, 89]. As explained in Section 2.1.3 of Chapter 2, in addition to a mechanism to remember visited vertices, cache-efficient implementations of virtually all SSSP algorithms require cache-efficient priority queues supporting Decrease-Key operations.

Major known SSSP results for the two-level I/O model are summarized in Table 3.3 under the caption “Cache-aware Results”. Kumar & Schwabe [83] were the first to develop a cache-efficient version of Dijkstra’s SSSP algorithm for undirected graphs. They use a tournament tree as a priority queue and perform some extra book-keeping using an auxiliary priority queue in order to handle visited vertices. A cache-efficient tournament tree supports a sequence of $k$ Delete, Delete-Min and Decrease-Key operations in $O\left(\frac{k}{B} \log_2 \frac{n}{M}\right)$ block transfers leading to an SSSP algorithm incurring $O\left(n + \frac{m}{\rho} \log_2 \frac{n}{\rho}\right)$ cache-misses. The phase approach used in [31] implements a priority queue with Decrease-Keys indirectly and results in an undirected SSSP algorithm that beats Kumar & Schwabe’s algorithm when $n = O\left(M \log_2 \frac{n}{\rho}\right)$, i.e., the set of vertices is not too large compared to the size of the cache. In [89] Meyer & Zeh developed another undirected SSSP algorithm that works on graphs with real edge-weights, but its performance depends on $\rho$, the ratio of the largest and the smallest edge-weights in the graph. This algorithm outperforms Kumar &
Schwabe’s algorithm for sparse graphs, i.e., when \( m = \mathcal{O} \left( \frac{B}{\log_2 \rho} \cdot n \right) \). This algorithm uses a hierarchical decomposition technique to reduce random accesses to adjacency lists, and a priority queue called the bucket heap that is specifically designed for this purpose. The bucket heap supports a sequence of \( k \) Delete, Delete-Min (Batched-Delete-Min) and Decrease-Key operations in \( \mathcal{O} \left( \text{sort}(k) + \frac{k}{B} \log_2 \rho \right) \) cache-misses.

For directed graphs the survey paper [127] mentions a cache complexity of \( \mathcal{O} \left( (n + \frac{m}{B}) \cdot \log_2 \frac{n}{B} \right) \) for SSSP using a tournament tree. Using the phase approach directed SSSP can be solved in \( \mathcal{O} \left( n + \frac{m}{B^2} \log_2 \frac{n}{B} \right) \) block transfers [31, 77].

A straightforward method of computing APSP is to simply run an SSSP algorithm from each of the \( n \) vertices of the graph. Arge et al. [13] proposed a cache-aware APSP algorithm for undirected graphs with general non-negative edge-weights that performs \( \mathcal{O} \left( n \cdot \left( \sqrt{\frac{m}{B}} \log n + \text{sort}(m) \right) \right) \) block transfers when \( m = \mathcal{O} \left( \frac{B}{\log_2 n} \cdot n \right) \). They use a priority queue structure called the multi-tournament-tree which is created by bundling together a number of cache-efficient tournament trees. The use of this structure reduces unstructured accesses to adjacency lists at the expense of increasing the cost of each priority queue operation.

### 3.1.2 Cache-oblivious Shortest Path Algorithms

The cache-oblivious priority queue introduced by Arge et al. [11] and the funnel heap introduced by Brodal & Fagerberg [22] support Insert and Delete-Min in amortized optimal \( \mathcal{O} \left( \frac{1}{B} \log_2 \frac{M}{B} \log_2 \frac{N}{M} \right) \) cache-misses, where \( N \) is the number of elements in the queue, but they do not support Decrease-Keys. Prior to our work no non-trivial cache-oblivious results were known for priority queues with Decrease-Keys or for SSSP on graphs. Very recently, however, Allulli et al. [7] obtained a cache-oblivious SSSP algorithm for undirected sparse graphs with bounded edge-weights by extending the cache-aware algorithm in [89] which outperforms our algorithm when \( m = \mathcal{O} \left( \frac{B}{\log_2 \rho} \cdot n \right) \) and \( \rho = 2^{o(B)} \), where \( \rho \) is the ratio of the largest and the smallest edge-weights.

<table>
<thead>
<tr>
<th>I/O Model</th>
<th>Priority Queue</th>
<th>Decrease-Key</th>
<th>Delete</th>
<th>Delete-Min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cache-aware</td>
<td>Tournament Tree [83]</td>
<td>( \mathcal{O} \left( \frac{1}{B} \log_2 \frac{n}{B} \right) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cache-oblivious</td>
<td>Buffer Heap (our result)( \text{see also [24]} )</td>
<td>( \mathcal{O} \left( \frac{1}{B} \log_2 \frac{n}{B} \right) )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Amortized cache complexities for priority queues with Decrease-Keys. (\( N = \) number of items in the queue)
<table>
<thead>
<tr>
<th>I/O Model</th>
<th>Slim Priority Queue</th>
<th>Decrease-Key</th>
<th>Delete</th>
<th>Delete-Min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cache-aware</td>
<td>Slim Tournament Tree</td>
<td>(O\left(\frac{1}{\lambda} \log_2 N\right))</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>([1 \leq \lambda \leq \frac{B}{2}]) (component of multi-tournament-tree [13])</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cache-oblivious</td>
<td>Slim Buffer Heap ([1 \leq \lambda \leq M]) (our result)</td>
<td>(O\left(\frac{1}{\lambda} + \frac{1}{B} \log_2 \frac{N}{\lambda}\right))</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Amortized cache complexities for slim priority queues with Decrease-Keys. \((\lambda = \text{slim cache size}, \, N = \# \text{items})\)

### 3.1.3 Our Results

Majority of the results included in this chapter were presented in two conference papers [32, 33].

We introduce the **buffer heap**, the first cache-oblivious priority queue to support Decrease-Key operations. Independently of our work a similar data structure was also presented in [24]. The buffer heap matches the cache complexity of the cache-aware tournament tree (see Table 3.1), and we use it to obtain the first cache-oblivious SSSP algorithms for weighted undirected and directed graphs matching the cache performance of their cache-aware counterparts (see Table 3.3). Our cache-miss bounds for SSSP problems are not very impressive for sparse graphs, but they do provide dramatic improvements for moderately dense graphs. For example, for undirected graphs, if \(m \geq nB\log_2 (\frac{nB}{m})\), our algorithm reduces the number of cache-misses by a factor of \(\frac{B}{\log_2 (\frac{nB}{m})}\) over the naïve method. For directed graphs, we obtain the same improvement if \(m \geq nB\).

We also introduce the notion of a **slim data structure**. This notion captures the scenario where only a limited portion of the cache is available to store data from the data structure; it is assumed, however, that while executing an individual operation of the data structure, the entire cache is available for the computation. We describe and analyze the **slim buffer heap** which is a slim data structure based on the buffer heap (see Table 3.2 for a comparison with the only other similar data structure known), and use it to improve the cache performance of the cache-aware APSP algorithm for undirected graphs with general non-negative edge-weights given in [13] to \(O\left(n \cdot (\sqrt{\frac{mn}{B}} + \text{sort}(m))\right)\) when \(m = O\left(\frac{nB}{\log_2 n}\right)\) (see Table 3.3). Recall that \(\text{sort}(m)\) is the cache complexity of sorting \(m\) data items. For general values of \(m\) our algorithm performs \(O\left(n \cdot (\sqrt{\frac{mn}{B}} + \frac{m}{B} \log_\frac{mB}{n})\right)\) block transfers. We also believe that the notion of a slim data structure is of independent interest.

In this chapter we show that the slim buffer heap can be made oblivious of the slim cache size without sacrificing its performance. In fact, we show that when a regular buffer heap (i.e., a buffer heap which is not restricted to using a slim cache)
is run in an environment that limits the amount $\lambda$ of cache space available to it to store data between data structural operations, it automatically adapts to this new environment and matches the performance bounds of a slim buffer heap with a slim cache of size $\lambda$.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Cache-aware Results</th>
<th>Cache-oblivious Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted Undirected SSSP</td>
<td>$\mathcal{O}(n + \frac{m}{n} \log_2 \frac{n}{\rho})$ [83]</td>
<td>$\mathcal{O}(n + \frac{m}{n} \log_2 \frac{n}{\rho})$ [31, 77] (our result)</td>
</tr>
<tr>
<td></td>
<td>$\mathcal{O}(n + \frac{mn}{m} + \text{sort}(m))$ [31, 77]</td>
<td>(see also [24])</td>
</tr>
<tr>
<td></td>
<td>$\mathcal{O}(\sqrt{\frac{mn}{M}} \log_2 \rho + \text{sort}(m + n) \log_2 \log_2 \frac{nM}{m})$ [89]</td>
<td></td>
</tr>
<tr>
<td>Weighted Directed SSSP</td>
<td>$\mathcal{O}((n + \frac{m}{n}) \cdot \log_2 \frac{n}{\rho})$ [127]</td>
<td>$\mathcal{O}((n + \frac{m}{n}) \cdot \log_2 \frac{n}{\rho})$ [31, 77] (our result)</td>
</tr>
<tr>
<td></td>
<td>$\mathcal{O}(n + \frac{mn}{M} \log_2 \frac{n}{\rho})$ [31, 77]</td>
<td></td>
</tr>
<tr>
<td>Weighted Undirected APSP</td>
<td>$\mathcal{O}(n \cdot \left(\sqrt{\frac{mn}{M}} \log_2 n + \text{sort}(m))\right)$ [13]</td>
<td>$\mathcal{O}(n \cdot \left(\sqrt{\frac{mn}{M}} + \text{sort}(m))\right)$ (derived from our undirected SSSP result above)</td>
</tr>
<tr>
<td></td>
<td>$\mathcal{O}(n \cdot \left(\sqrt{\frac{mn}{M}} + \text{sort}(m))\right)$ (our result)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Cache complexities for SSSP and APSP problems on weighted graphs. ($n = |V|$, $m = |E|$)

### 3.1.4 Organization of the Chapter

In Section 3.2, we define a slim data structure. In Section 3.3, we present the cache-oblivious buffer heap as a slim data structure, prove the correctness of its implementation and analyze its cache and time complexities. In Section 3.4, we discuss three major applications of buffer heap. In Sections 3.4.1 and 3.4.2 we use the buffer heap to obtain cache-oblivious SSSP algorithms for weighted undirected and directed graphs, respectively. In Section 3.4.3 we describe the application of buffer heap in obtaining an improved cache-aware APSP algorithm for weighted undirected graphs. Finally, we present some concluding remarks in Section 3.5.
3.2 Slim Data Structures

A slim data structure is a data structure with a fixed-size footprint in the cache. The area in the cache that holds the footprint is called the slim cache. By $DS(\lambda)$ we denote a data structure $DS$, in which a portion of size $\Theta(\lambda)$ is kept in the slim cache. We continue to assume the behavior of the two-level I/O model, namely (a) the size of the cache is $M$ and (b) data is transferred between the cache and the main memory in blocks of size $B$. Thus $1 \leq \lambda \leq M$; and the data structural operations must assume that the portion of the data structure that is not stored in the slim cache is stored in a main memory divided into blocks of size $B$, and thus accessing anything outside the slim cache may cause cache-misses. While executing a data structural operation the operation can use all free cache space for temporary computation, but after the operation completes only the data in the slim cache is preserved for reuse by the next operation on the data structure.

Some existing data structures can be viewed trivially as slim data structures. For example, Arge et al. [13] analyzed each component tournament tree of the multi-tournament-tree as supporting Decrease-Key, Delete and Delete-Min operations in $O\left(\frac{1}{\lambda} \log N\right)$ amortized cache-misses each for $1 \leq \lambda \leq \frac{B}{2}$; this can be viewed as a slim data structure for this range of values for $\lambda$.

Although our main motivation behind introducing the notion of slim data structures was to obtain the APSP result in Section 3.4.3, we believe that the need for slim data structures could arise in other applications. A typical application would be one in which a number of data structures need to be kept in the cache simultaneously, and thus only a limited portion of the cache can be dedicated to each data structure.

In the next section we present our cache-oblivious buffer heap, and analyze its performance as a slim data structure.

3.3 The Buffer Heap

In this section we present the Buffer Heap, a cache-oblivious priority queue that supports Delete, Delete-Min and Decrease-Key operations in $O\left(\frac{1}{\lambda} \log \frac{N}{\lambda}\right)$ amortized cache-misses each, where $N$ is the number of items in the priority queue. A $Delete(x)$ operation deletes element $x$ from the queue if it exists and a $Delete-Min()$ operation retrieves and deletes an element with the minimum key from the queue. A $Decrease-Key(x, k_x)$ operation inserts the element $x$ with key $k_x$ into the queue if $x$ does not already exist in the queue, otherwise it replaces the smallest key $k'_x$ of $x$ in the queue with $k_x$ provided $k_x < k'_x$, and deletes all remaining keys of $x$ in the queue. For simplicity of exposition, we assume that all keys in the data structure are distinct.

When analyzed as a slim data structure with a slim cache of size $\lambda$, we show that a buffer heap supports each of its three operations in $O\left(\frac{1}{\lambda} + \frac{1}{B} \log_2 \frac{N}{\lambda}\right)$ amor-
tized cache-misses. The buffer heap, however, remains oblivious of the parameter \( \lambda \); the external application using the data structure may choose to maintain a slim cache, i.e., impose a restriction on the value of \( \lambda \). When a buffer heap is restricted to use a slim cache, we call it a **Slim Buffer Heap** and denote it by \( SBH(\lambda) \), otherwise we call it a **Regular Buffer Heap**. Note that since a buffer heap is not aware of the existence of a slim cache, both types of buffer heap (slim and regular) have exactly the same implementation, the only difference is in their analysis. A regular buffer heap can be viewed as a slim buffer heap with a slim cache of size \( \lambda = \Theta(M) = \Omega(B) \).

A regular buffer heap matches the cache complexity of a tournament tree [83], its only cache-aware counterpart that supports the same operations. It has been shown in [13] that a slim version of the tournament tree (a component of the multi-tournament-tree introduced in [13]) supports Delete, Delete-Min and Decrease-Key operations in \( O\left(\frac{1}{\lambda}\log N\right) \) amortized cache-misses each when restricted to use a slim cache of size \( \lambda \in \left[1, \frac{B}{2}\right] \). Hence, a slim buffer heap improves over the cache complexity of a slim tournament tree.

### 3.3.1 Structure

A buffer heap on \( N \) items consists of \( r = 1 + \lceil \log_2 N \rceil \) levels. For \( 0 \leq i \leq r - 1 \), level \( i \) consists of an **element buffer** \( B_i \) and an **update buffer** \( U_i \). Each element in \( B_i \) is of the form \((x, k_x)\), where \( x \) is the element id and \( k_x \) is its key. Each update or operation in \( U_i \) is augmented with a timestamp indicating the time of its insertion into the data structure.

At any time, the following invariants are maintained:

**Invariant 3.3.1.**

- (a) Each \( B_i \) (\( 0 \leq i < r \)) contains at most \( 2^i \) elements.
- (b) Each \( U_i \) (\( 0 \leq i < r \)) contains at most \( 2^i \) updates.

**Invariant 3.3.2.**

- (a) Key of every element in \( B_i \) (\( 0 \leq i < r - 1 \)) is no larger than the key of any element in \( B_{i+1} \).
- (b) All updates applicable to \( B_i \) (\( 0 \leq i < r - 1 \)) that are not yet applied, reside in \( U_0, U_1, \ldots, U_i \).

**Invariant 3.3.3.**

- (a) Elements in each \( B_i \) are kept sorted in ascending order by element id.
- (b) Updates in each \( U_i \) are divided into (a constant number of) segments with updates in each segment sorted in ascending order by element id and timestamp.

All buffers are initially empty.
3.3.2 Layout

The element buffers are stored in a stack $S_B$ with elements of $B_i$ placed above elements of $B_j$ for all $i < j$. Elements of the same $B_i$ occupy contiguous space in the stack with an element $(x_1, k_1)$ stored above another element $(x_2, k_2)$ provided $x_1 < x_2$. Similarly, update buffers are placed in another stack $S_U$ where updates in any $U_i$ are stored above those in all $U_j$ with $j > i$. Updates in a single buffer occupy a contiguous region in the stack. For $0 \leq i \leq r - 1$, the segments of $U_i$ are stored one above another in the stack, and updates in each segment are stored sorted from top to bottom first by element id and then by timestamp. An array $A_s$ of size $r$ stores information on the buffers. For $0 \leq i \leq r - 1$, $A_s[i]$ contains the number of elements in $B_i$, and the number of segments in $U_i$ along with the number of updates in each segment.

The buffer heap uses $O(N)$ space.

3.3.3 Operations

In this section we describe how Delete, Delete-Min and Decrease-Key operations are implemented.

A Decrease-Key operation is performed by the Decrease-Key function (i.e., Function 3.3.1) which inserts it into $U_0$ augmented with the current timestamp. Further processing is deferred to the next Delete-Min operation except that the Fix-U function may be called to restore invariant 3.3.1(b) (i.e., overflowing update buffers) for the structure. A Delete operation is performed by the DELETE function (i.e., Function 3.3.2) in exactly the same way.

The Fix-U function uses a function called APPLY-UPDATES. When called with a parameter $i$, APPLY-UPDATES (i.e., Function 3.3.5) applies the updates in $U_i$ on the elements of $B_i$, and empties $U_i$ by moving the updates from $U_i$ to $U_{i+1}$. It also moves any overflowing elements from $B_i$ to $U_{i+1}$ as Sink operations. A Sink($x, k_x$) operation is used to move an element ($x, k_x$) from $B_i$ to $B_{i+1}$ through $U_{i+1}$.

The Fix-U function (i.e., Function 3.3.6) is called with parameter $i$ when $U_i$ overflows. This function starts at level $i$ and continues calling APPLY-UPDATES on each successive level until it reaches a level $j$ such that $U_{j+1}$ does not overflow when APPLY-UPDATES($j$) completes execution. It collects all elements left in $B_i, B_{i+2}, \ldots, B_j$ in a temporary buffer $B'$ and returns $B'$ leaving these element buffers empty.

Every call to Fix-U is followed by a call to the REDISTRIBUTE function (i.e., Function 3.3.7) which redistributes the elements returned by Fix-U to the shallowest element buffers.

The DELETE-MIN function (i.e., Function 3.3.3) executes a Delete-Min operation by first calling the FIND-MIN function to find an element with the minimum
key in the data structure, and then calling the DELETE function to delete this element.

The FIND-MIN function (i.e., Function 3.3.4) works by finding the shallowest element buffer \( B_k \) that is left non-empty after applying the updates in \( U_k \) (by calling APPLY-UPDATES). The FIX-U function is then called to fix overflowing update buffers, if any. The elements left in \( B_k \) along with the elements returned by FIX-U are distributed to the shallowest element buffers by calling REDISTRIBUTE.

After each operation the RECONSTRUCT function (i.e., Function 3.3.8) is called. This function reconstructs the entire data structure periodically. It remembers the number of elements \( N_e \) in the structure immediately after the last reconstruction, and keeps track of the number of new operations \( N_o \) performed since then. Initially \( N_e \) is set to 0. When \( N_o = \left\lfloor \frac{N_e}{2} \right\rfloor + 1 \), the data structure is rebuilt by calling APPLY-UPDATES for each level, emptying the update buffers and distributing the remaining elements to the shallowest possible levels. The objective of the function is to ensure that the number of levels \( r \) in the structure is always within \( \pm 1 \) of \( \log_2 N \), where \( N \) is the current number of elements in the structure. This invariant is maintained because \( r \) can decrease by at most 1 since the last reconstruction (this happens if all \( \left\lfloor \frac{N_e}{2} \right\rfloor + 1 \) operations are Delete or Delete-Min operations), and can increase by at most 1 (if all those operations are Decrease-Keys).

**Correctness**

We prove the correctness of all buffer heap operations below.

**Lemma 3.3.1.** Buffer heap correctly supports three external-memory priority queue operations, namely, Decrease-Key, Delete and Delete-Min operations, on its elements.

*Proof.* We will prove that the DECREASE-KEY/DELETE function correctly inserts the corresponding Decrease-Key/Delete operation into the buffer heap, and the DELETE-MIN function correctly extracts the element with the minimum key from the buffer heap, while correctly applying all relevant Decrease-Key and Delete operations, and maintaining all invariants.

Before proving the correctness of the three functions mentioned above we must establish the correctness of APPLY-UPDATES and FIX-U which are called as subroutines by all of them. The APPLY-UPDATES function is at the core of all buffer heap functionality.

**APPLY-UPDATES.** When called with parameter \( i \), APPLY-UPDATES applies all updates in \( U_i \) on the elements in \( B_i \) under the assumption that all invariants hold initially except possibly invariant 3.3.1(b) for \( U_i \). All \( U_j \) for \( 0 \leq j < i \) are assumed to be empty.
Function 3.3.1. Decrease-Key($x, k_x$)

[Inserts a Decrease-Key operation into the structure, that decreases the key of element $x$ to $k_x$. If $x$ does not already exist in the structure, this operation results in the insertion of $x$ with key $k_x$.]

1. insert the operation into $U_0$ augmented with current timestamp maintaining inv. 3.3.3(b)
2. $B' \leftarrow \emptyset$, $i \leftarrow 0$
   
   Fix-U($i$, $B'$)  \quad \{ fix U_i (i.e, restore invariant 3.3.1(b)) in case of overflow \}
3. Redistribute($B'$)  \quad \{ redistribute elements in $B'$ to shallowest element buffers \}
4. Reconstruct( )  \quad \{ reconstruct the data structure periodically \}

Decrease-Key Ends

Function 3.3.2. Delete($x$)

[Inserts a Delete operation into the structure, that deletes element $x$ from the structure if exists.]

Same as Function 3.3.1 (Decrease-Key) above

Delete Ends

Function 3.3.3. Delete-Min( )

[Extracts element with the smallest key from the structure.]

1. $(x, k_x) \leftarrow$ Find-Min( )  \quad \{ find the element with the minimum key \}
2. if $k_x \neq +\infty$ then Delete($x$)  \quad \{ delete $x$ from the data structure if nonempty \}
3. return $(x, k_x)$

Delete-Min Ends

Function 3.3.4. Find-Min( )

[Returns the element with the smallest key in the structure.]

1. $i \leftarrow -1$
   
   repeat
   
   (i) $i \leftarrow i + 1$
   
   (ii) Apply-Updates($i$)  \quad \{ apply the updates in $U_i$ on the elements in $B_i$ \}
   
   until ($|B_i| > 0$) $\lor$ ($i = r - 1$)  \quad \{ the data structure has become empty \}
2. if $|B_i| = 0$ then
   
   (i) $(x, k_x) \leftarrow (-\infty, +\infty)$, $r \leftarrow 1$  \quad \{ will return $+\infty$ as the minimum key \}
3. else
   
   (i) $B' \leftarrow B_i$, $i \leftarrow i + 1$
   
   Fix-U($i$, $B'$)  \quad \{ fix U_i (i.e, restore invariant 3.3.1(b)) in case of overflow \}
   
   (ii) Redistribute($B'$)  \quad \{ redistribute elements in $B'$ to shallowest element buffers \}
   
   (iii) $(x, k_x) \leftarrow$ the element in $B_0$  \quad \{ $B_0$ has the element with the minimum key \}
4. return $(x, k_x)$

Find-Min Ends
**Function 3.3.5. Apply-Updates( i )**

[Applies the updates in $U_i$ on the elements in $B_i$, move remaining updates from $U_i$ to $U_{i+1}$ if $i < r - 1$, and after applying the updates moves overflowing elements from $B_i$ to $U_{i+1}$ as Sinks.]

**Preconditions:** All invariants hold except possibly 3.3.1(b) for $U_i$. All $U_j$, $j \in [0, i - 1]$ are empty.

**Postconditions:** All invariants hold except possibly 3.3.1(b) for $U_{i+1}$. All $U_j$, $j \in [0, i]$ are empty.

1. merge the segments of $U_i$
2. if $(|B_i| = 0) \land (i < r - 1)$ then \{if $i$ is not the last level and $B_i$ is empty\}
   (i) empty $U_i$ by moving the contents of $U_i$ as a new segment of $U_{i+1}$
3. else
   (i) if $i = r - 1$ then $k \leftarrow +\infty$ else $k \leftarrow$ largest key in $B_i$
   (ii) scan $B_i$ and $U_i$ simultaneously, and for each $op \in U_i$: \{apply the updates in $U_i$ on $B_i$\}
      (a) if $op = \text{Delete}(x)$ then remove any element $(x, k_x)$ from $B_i$ if exists
      (b) if $op = \text{Decrease-Key}(x, k_x)/\text{Sink}(x, k_x)$ then
         - replace any $(x, k'_x) \in B_i$ with $(x, \min(k_x, k'_x))$
         - copy $(x, k_x)$ to $B_i$ if no $(x, k'_x)$ exists in $B_i$ and $k_x \leq k$
   (iii) if $i < r - 1$ then \{move appropriate updates from $U_i$ to $U_{i+1}$\}
      (a) copy each $\text{Decrease-Key}(x, k_x)$ in $U_i$, not applied in step 3(ii)(b) to $U_{i+1}$
      (b) for each $\text{Delete}(x)$ and each $\text{Decrease-Key}(x, k_x)$ in $U_i$ that was applied in step 3(ii)(b) copy a $\text{Delete}(x)$ to $U_{i+1}$
   (iv) if $|B_i| > 2^i$ then \{restore invariant 3.3.1(a) if violated\}
      (a) if $i = r - 1$ then $r \leftarrow r + 1$
      (b) keep the $2^i$ elements with the smallest $2^i$ keys in $B_i$ and move each remaining element $(x, k_x)$ to $U_{i+1}$ as $\text{Sink}(x, k_x)$
   (v) $U_i \leftarrow \emptyset$

**Apply-Updates Ends**

**Function 3.3.6. Fix-U( i, B' )**

[Fixes all overflowing update buffers in levels i and up. Update buffer $U_i$ overflows if $|U_i| > 2^i$ (see invariant 3.3.1(b)). For each overflowing $U_i$ collects contents of $B_i$ in $B'$ after applying $U_i$ on $B_i$.]

**Preconditions:** All invariants hold except invariant 3.3.1(b) for $U_i$. All $U_j$ for $0 \leq j < i$ are empty.

**Postconditions:** All invariants hold. If $k$ is the largest index for which the while loop in line 1 was executed, then all $U_j$ for $0 \leq j \leq k$ are empty. The contents of all $B_j$ for $i \leq j \leq k$ after applying all applicable updates on them are collected in $B'$ leaving those buffers empty.]

1. while $(i < r) \land (|U_i| > 2^i)$ do \{apply the updates in $U_i$ on the elements in $B_i$\}
   (i) Apply-Updates( i ) \{collect in $B'$ the elements remaining in $B_i$\}
   (ii) empty $B_i$ by merging it with $B'$ \{collect in $B'$ the elements remaining in $B_i$\}
   (iii) $i \leftarrow i + 1$

**Fix-U Ends**
**Function 3.3.7. Redistribute( $B'$ )**

[Distributes the elements in $B'$ to the shallowest element buffers maintaining invariants 3.3.1(a), 3.3.2(a) and 3.3.3(a).]

**Preconditions:** All invariants hold. All $B_i$ and $U_i$ with $0 \leq i \leq k$ are empty, where $k$ is the smallest integer such that $2^{k+1} - 1 \geq |B'|$. No key value in the data structure is smaller than any key value in $B'$.

**Postconditions:** All invariants hold. All update buffers remain unchanged, but $\bigcup_{i=0}^{k} B_i = B'$.

1. $i \leftarrow$ largest integer such that $2^i - 1 < |B'|$
2. **while** $i \geq 0$ **do**
   1. move $|B'| - 2^i + 1$ elements with the largest $|B'| - 2^i + 1$ keys from $B'$ to $B_i$ maintaining invariant 3.3.3(a)
   2. $i \leftarrow i - 1$

Redistribute Ends

**Function 3.3.8. Reconstruct( )**

[Reconstructs the data structure when $N_o = \left\lceil \frac{N_e}{2} \right\rceil + 1$, where $N_e$ is the number of elements in the data structure immediately after the last reconstruction ($N_e = 0$ initially), and $N_o$ is the number of operations since the last reconstruction/initialization of the data structure.]  

1. **if** $N_o = \left\lceil \frac{N_e}{2} \right\rceil + 1$ **then**
   1. $B' \leftarrow \emptyset$
      **for** $i \leftarrow 0$ **to** $r - 1$ **do**
        1. **apply** the updates in $U_i$ on the elements in $B_i$
        2. **collect** in $B'$ the elements remaining in $B_i$
   2. $B_i \leftarrow \emptyset$
   3. **redistribute** elements in $B'$ to shallowest element buffers
   4. $r \leftarrow i$, where $i$ is the largest level such that $|B_i| > 0$

Reconstruct Ends

Observe that since invariant 3.3.2(b) holds initially and for $0 \leq j < i$, $|U_j| = 0$, all updates applicable to $B_i$ must reside in $U_i$. For each element $x$, this function considers all updates in $U_i$ that are applicable to $x$ in increasing order of timestamp, i.e., in the order in which they were inserted into the data structure. For each such $op \in U_i$, taken in order APPLY-UPDATES does the following.

- **op = Delete( $x$ )**: If any $(x,k_x)$ exists in $B_i$ it is deleted. If this element did not exist in $B_i$ initially then it must have been inserted into $B_i$ by a Decrease-Key($x,k_x$)/Sink($x,k_x$) operation in $U_i$ earlier in the order. Irrespective of whether this Delete($x$) operation was able to delete an element from $B_i$ or not, it is moved to $U_{i+1}$ without changing its timestamp which ensures that any remaining occurrence
of $x$ in the data structure inserted by operations with earlier timestamps is deleted.

- $op = \text{Decrease-Key}(x, k_x)$: If some $(x, k_x')$ appears in $B_i$ it is replaced with $(x, \min(k_x, k_x'))$. However, if element $x$ does not appear in $B_i$, $(x, k_x)$ is inserted into $B_i$ provided $k_x \leq k$, where $k$ is the largest key in $B_i$ ($k = +\infty$ if $i$ is the last level). Observe that if $x$ initially existed in $B_i$ but does not exist now, then it must have been deleted by some $\text{Delete}(x)$ operation in $U_i$ earlier in the order. Since each $\text{Decrease-Key}(x, k_x)$ operation that cannot be applied to $B_i$ must have $k_x > k$, it must be applicable to some element buffer in $B_{i+1}, B_{i+2}, \ldots, B_{r-1}$, and so it is moved to $U_{i+1}$ in order to ensure that it is applied to the appropriate element buffer. For each $\text{Decrease-Key}(x, k_x)$ operation that is applied to $B_i$, we copy a $\text{Delete}(x)$ operation with the same timestamp to $U_{i+1}$ so that all occurrences of $x$ in $B_{i+1}, B_{i+2}, \ldots, B_{r-1}$ inserted by $\text{Decrease-Key}(x, k_x)$/$\text{Sink}(x, k_x)$ operations with earlier timestamps are deleted.

- $op = \text{Sink}(x, k_x)$: If some $(x, k_x')$ appears in $B_i$ it is replaced with $(x, \min(k_x, k_x'))$, otherwise $(x, k_x)$ is inserted into $B_i$. Since a $\text{Sink}(x, k_x)$ operation is used to move element $(x, k_x)$ from $B_{i-1}$ to $B_i$, we will always have $k_x \leq k$, where $k$ is the largest key in $B_i$ ($k = +\infty$ if $i$ is the last level), and so these updates are not applicable to element buffers in higher levels, i.e., $\text{APPLY-UPDATES}$ does not need to carry these updates to $U_{i+1}$.

Clearly, $\text{APPLY-UPDATES}$ never violates invariants 3.3.2 and 3.3.3. However, it can violate invariant 3.3.1(a) if $|B_i| > 2^i$ holds after the updates. It fixes this violation by keeping only the $2^i$ elements with the smallest $2^i$ keys in $B_i$ and moving the remaining elements to $U_{i+1}$ as $\text{Sink}$ operations. Each such overflowing item $(x, k_x)$ is moved to $U_{i+1}$ as a $\text{Sink}(x, k_x)$ operation with the current timestamp so that existing operations in the data structure cannot prevent this operation from inserting $(x, k_x)$ into $B_{i+1}$.

Thus after the function terminates all invariants continue to hold except possibly invariant 3.3.1(b) for $U_{i+1}$. Since all updates from $U_i$ are either moved to $U_{i+1}$ or discarded, $|U_j| = 0$ holds for $j \in [0, i]$.

$\text{FIX-U}$. This function is called with parameter $i$ when $U_i$ overflows. It makes the same assumptions as $\text{APPLY-UPDATES}$. Starting from level $i$ it continues to call $\text{APPLY-UPDATES}$ for each level until it reaches a level $j$ such that $U_{j+1}$ does not overflow when $\text{APPLY-UPDATES}(j)$ terminates, i.e., the data structure does not have any overflowing update buffers and thus all invariants hold. For $i \leq k \leq j$, this function collects in a temporary buffer $B'$ the contents of each $B_j$ after applying $U_j$ to it leaving $B_j$ empty, and returns $B'$. The correctness of $\text{FIX-U}$ follows directly from the correctness of $\text{APPLY-UPDATES}$.

$\text{DECREASE-KEY}(x, k_x)$/$\text{DELETE}(x)$. The function inserts the corresponding $\text{Decrease-Key}(x, k_x)$/$\text{Delete}(x)$ operation into $U_0$ augmented with the current timestamp so that it is treated by the data structure as the most recent operation. This
insertion does not violate any invariants except possibly invariant 3.3.1(b) for \( U_0 \), i.e., \( U_0 \) overflows. This violation is fixed by calling Fix-U with parameter \( i = 0 \). Upon return from Fix-U all invariants hold. The set \( B' \) of elements returned by Fix-U does not have any key value larger than any key in the data structure, and Fix-U leaves enough empty element buffers at the shallowest possible levels so that the elements in \( B' \) can be distributed to those buffers without violating any invariant. The REDISTRIBUTE function performs this distribution. The RECONSTRUCT function reconstructs the entire data structure periodically. Thus the correctness of DECREASE-KEY/DELETE follows from the correctness of Fix-U, REDISTRIBUTE and RECONSTRUCT. We have already argued the correctness of Fix-U. The proofs of correctness of REDISTRIBUTE and RECONSTRUCT are straight-forward and hence are omitted.

\textbf{DELETE-MIN( ).} The DELETE-MIN function first calls \textit{Find-Min} in order to find the element with the minimum key in the entire data structure, and then calls \textit{DELETE} in order to delete this element. We have already argued correctness of \textit{DELETE}, and hence we only need to prove \textit{Find-Min} correct.

Observe that if invariant 3.3.2 holds, the smallest level \( k \) such that \( B_k \) is non-empty after applying all updates in \( U_0, U_1, \ldots, U_k \) on \( B_k \) will contain the element with the smallest key in the entire data structure. The \textit{Find-Min} function builds on this observation. Starting from level 0 it calls APPLY UPDATES for each level until it reaches the first level \( k \) with \( |B_k| \neq 0 \) upon return from APPLY UPDATES. At this point all invariants hold except possibly invariant 3.3.1(b) for \( U_{k+1} \). The overflowing \( U_{k+1} \) is fixed by calling Fix-U for level \( k + 1 \). All elements returned by Fix-U along with the contents of \( B_k \) are distributed to the shallowest possible element buffers. At this point all invariants hold, \( B_0 \) contains exactly one element and \( U_0 \) is empty. Therefore, the element in \( B_0 \) which is returned by \textit{Find-Min} is, indeed, the element with the smallest key. \( \blacksquare \)

\textbf{Cache Complexity}

In this section we will view the buffer heap as a slim data structure with a slim cache of size \( \Theta(\lambda) \) and denote it by \( SBH(\lambda) \). The slim cache is assumed to be large enough to store \( B_0, B_1, \ldots, B_t \) and \( U_0, U_1, \ldots, U_{t+1} \), where \( t = \log(\lambda + 1) - 1 \). The remaining buffers reside in external memory.

The following two observations will be useful in our analyses.

**Observation 3.3.1.** For \( i \in [1, r - 1] \),

(a) Each Sink operation in \( U_i \) can be mapped to a unique Decrease-Key/Sink operation that existed in \( U_{i-1} \) but does not exist in \( U_i \); and

(b) \( U_i \) cannot contain more Sink operations than Delete operations.
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It is not difficult to see that Observation 3.3.1(a) is valid since each Sink operation in $U_i$ is generated by an element evicted from $B_{i-1}$ due to overflow, and each eviction from $B_{i-1}$ can be viewed as caused by a unique Decrease-Key/Sink operation in $U_{i-1}$ that inserted an element into $B_{i-1}$. After the insertion the responsible Decrease-Key/Sink operation ceases to exist: if it is a Decrease-Key operation it is converted to a Delete operation, and if it is a Sink operation it is simply discarded. The implication of Observation 3.3.1(a) is that every existing Sink operation in the queue can be traced back to a unique Decrease-Key operation following a chain of Sinks.

We know that the unique Decrease-Key operation responsible for the generation of any given Sink operation in $U_i$ was converted to a Delete at the time it was applied on an element buffer, and it is not difficult to see that this Delete operation must now reside in $U_i$. Thus each Sink operation in $U_i$ maps to a unique Delete operation in $U_i$, and Observation 3.3.1(b) follows.

The following lemma which implies that merging the segments of $U_i$ (in line 1 of APPLY-UPDATES) incurs only $\mathcal{O}\left(\frac{1}{i}\right)$ amortized cache-misses per operation in $U_i$, will be crucial in proving the cache-complexity of buffer heap operations.

**Lemma 3.3.2.** For $1 \leq i \leq r-1$, every empty $U_i$ receives batches of updates at most a constant number of times before $U_i$ is applied on $B_i$ and emptied again.

**Proof.** Since $|U_1| \leq 2$, $U_1$ cannot receive more than two batches of updates before it overflows, and thus the lemma holds for $i = 1$. Hence, for the rest of proof we will assume $i > 1$.

Update buffer $U_i$ receives at most two batches of updates whenever the execution of a DECREASE-KEY/DELETE/DECREASE-MIN function reaches level $i - 1$. If the execution continues and reaches level $i$ then $U_i$ is applied on $B_i$, and thus emptied. If the execution terminates at level $i - 1$ but leaves $B_{i-1}$ empty, the next time an execution reaches level $i - 1$ will continue to level $i$ and empty $U_i$. Therefore, it suffices to consider only executions that terminate at level $i - 1$ and leave $B_{i-1}$ nonempty. Let $E$ be such an execution. We will show that $E$ increases the number of updates in $U_i$ by at least $2^{i-2}$ which implies that executions can terminate at level $i - 1$ at most four times without emptying $B_{i-1}$ before $U_i$ overflows (since $|U_i| \leq 2^i$) and is thus emptied by Fix-U.

For $j \in [0, r-1]$, let $u_j$ and $u'_j$ denote the number of updates in $U_j$ immediately before the start of $E$ and immediately after the termination of $E$, respectively, and let $\delta u_j = u'_j - u_j$. For $j \in [0, i - 1]$, we denote by $u''_j$ the number of updates in $U_j$ immediately before $E$ reaches level $j$ (i.e., $E$ has already pushed all updates and overflowing elements from level $j - 1$ to level $j$ if $j > 0$). Let $b'_j$ ($j \in [0, r-1]$) be the number of elements in $B_j$ immediately after $E$ terminates. We will prove the following.

\[
( i > 1 ) \land ( b'_{i-1} \neq 0 ) \Rightarrow ( \delta u_i \geq 2^{i-2} ) \tag{3.3.1}
\]
Now in order to establish equation 3.3.1 we consider the following two cases.

**Case 1** \((u''_{i-1} < 2^{i-1})\): Let \(E'\) be the last execution before \(E\) that reached level \(i - 1\) (and possibly continued to higher levels). Execution \(E\) has reached level \(i - 1\) because all \(B_j, j \in [0, i - 2]\) have become empty which were left full by \(E'\). Hence, at least \(\sum_{j=0}^{i-2} 2^j = 2^{i-1} - 1\) elements have been deleted from the structure since \(E'\) completed execution, i.e., \(u''_{i-1}\) includes at least \(2^{i-1} - 1 \geq 2^{i-2}\) Delete operations all of which will be moved to \(U_i\) and thus \(\delta u_i \geq 2^{i-2}\).

**Case 2** \((u''_{i-1} \geq 2^{i-1})\): Since an update buffer cannot contain more Sink operations than Delete operations (see Observation 3.3.1(b)), \(u''_{i-1}\) includes at least \(2^{i-1} = 2^{i-2}\) Delete/Decrease-Key operations and thus \(\delta u_i \geq 2^{i-2}\).

Hence, equation 3.3.1 and consequently the lemma follow. ■

The following lemma gives the cache complexity of the operations supported by a slim buffer heap:

**Lemma 3.3.3.** A slim buffer heap with a slim cache of size \(\lambda\) (i.e., \(SBH(\lambda)\)) supports Delete, Delete-Min and Decrease-Key operations in \(O\left(\frac{1}{\lambda} + \frac{1}{B} \log_2 \frac{N}{\lambda}\right)\) amortized cache-misses each, where \(N\) is the number of elements in the structure.

**Proof.** For \(0 \leq i \leq r - 1\), let \(u_i\) be the number of operations in \(U_i\) and let \(d_i\) be the number of Decrease-Key operations among them. By \(\Delta\) we denote the number of Decrease-Key, Delete and Delete-Min operations performed on the data structure since its last construction/reconstruction. If \(H\) is the current state of \(SBH(\lambda)\), we define the potential of \(H\) as follows:

\[
\Phi(H) = \sum_{i=0}^{r-1} \left(\frac{1}{B} \cdot (r - i) + \frac{2}{\lambda} \cdot \frac{1}{2^{\max(i-t,0)}}\right) \cdot (u_i + d_i) + \left(\frac{r}{B} + \frac{1}{\lambda}\right) \cdot \Delta,
\]

where \(t = \log(\lambda + 1) - 1\).

As in the original I/O analysis of Buffer Heap operations in [32], the key observation is that operations in update buffers always move downward and at each level they participate in a constant number of scans. The first term under the summation in \(\Phi(H)\) captures this flow of data. The main reason for adding the second term is to ensure that after every \(\Theta(\lambda)\) new operations enough potential is accumulated to account for the extra cache-miss in accessing data outside the slim cache. Also \(\Phi(H)\) has been designed so that the potential gain due to a new Decrease-Key operation is more than that for a new Delete operation. This uneven distribution of potential is based on the observation that after a Decrease-Key operation has been applied successfully on some \(B_i\) it turns into a Delete operation and possibly
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generates an additional Sink operation in \( U_{i+1} \) (see Observation 3.3.1 and its implications). The last term in \( \Phi(H) \) gathers potentials for the next reconstruction of the data structure.

We compute the amortized cost of each buffer heap operation below.

**Reconstruction.** Let us first consider the amortized cost of reconstruction (i.e., the \textsc{Reconstruct} function). At the time of reconstruction \( \Delta = \left\lceil \frac{N_e}{2} \right\rceil + 1 \), where \( N_e \) is the number of elements in the structure immediately after the last reconstruction. Thus \( \left\lceil \frac{N_e}{2} \right\rceil - 1 \leq \sum_{i=0}^{r-1} |B_i| \leq \left\lceil \frac{3N_e}{2} \right\rceil + 1 \) implying \( \Delta = \Theta \left( \sum_{i=0}^{r-1} |B_i| \right) \). If during the reconstruction operation no buffer outside the slim cache is accessed then no cache-miss occurs. Therefore, we will only consider the case in which some element buffer above level \( t \) is accessed. In that case \( \Delta = \Omega(\lambda) \).

Accessing the first data outside the slim cache incurs \( O(1) \) cache-misses. The actual cache complexity of \textsc{Apply-Updates} when called with a parameter \( i \) in step 1(i)(a) of \textsc{Reconstruct} is \( O \left( \frac{|U_i| + |B_i|}{B} \right) = O \left( \frac{\Delta}{B} \right) \), since the merge operations in step 1 of \textsc{Apply-Updates} can be performed in \( O \left( \frac{|U_i|}{B} \right) \) cache-misses (implied by Lemma 3.3.2); steps 2(i), 3(i), 3(ii) and 3(iii) involve a constant number of scans of \( B_i \) and \( U_i \) incurring \( O \left( \frac{|U_i| + |B_i|}{B} \right) \) cache-misses; and step 3(iv) can be performed in \( O \left( \frac{|B_i|}{B} \right) \) cache-misses using a linear I/O selection algorithm [104]. The buffer \( B_i \) can be merged with \( B' \) in step 1(i)(b) of \textsc{Reconstruct} in \( O \left( \frac{|B_i| + |B'|}{B} \right) = O \left( \frac{\Delta}{B} \right) \) cache-misses. Therefore, the actual cache complexity of step 1(i) of \textsc{Reconstruct} is \( O \left( 1 + \frac{\Delta}{T} \cdot \Delta \right) \). The actual cost of the \textsc{Redistribute} function in step 1(ii) of \textsc{Reconstruct} is \( O \left( \frac{\Gamma}{B} \cdot \Delta \right) \) since the \textsc{while} loop in step 2 of \textsc{Redistribute} iterates \( O(r) \) times and in each iteration scans each element of \( B' \) at most a constant number of times if a linear I/O selection algorithm is used. Thus the actual cache complexity of reconstruction is \( O \left( 1 + \frac{\Gamma}{B} \cdot \Delta \right) \).

Since all update buffers are emptied during reconstruction and \( \Delta = \Omega(\lambda) \), the potential drop is \( \Omega \left( \left( \frac{1}{\lambda} + \frac{\Delta}{B} \right) \cdot \Delta \right) = \Omega \left( 1 + \frac{\Gamma}{B} \cdot \Delta \right) \). Thus the amortized cost of reconstruction is \( O \left( 1 + \frac{\Gamma}{B} \cdot \Delta \right) - \Omega \left( 1 + \frac{\Gamma}{B} \cdot \Delta \right) \leq 0 \).

**Decrease-Key/\textsc{Delete}**. The increase in potential due to the insertion of a \textsc{Decrease-Key} operation into \( U_0 \) is \( \frac{5}{\lambda} + \frac{3}{B} \cdot r \), and due to the insertion of a \textsc{Delete} operation is \( \frac{3}{\lambda} + \frac{2}{B} \cdot r \). If no element buffer of level higher than \( t \) is accessed in step 2 of the \textsc{Decrease-Key/\textsc{Delete}} function then no cache-miss occurs (except in the \textsc{Reconstruct} function in step 4 whose amortized cost has already been shown to be \( \leq 0 \)). So we only need to consider the case when a \( B_i \) with \( i > t \) is accessed.

Let \( j \) be the largest value of \( i \) for which the \textsc{while} loop in step 1 of \textsc{Fix-U} was executed. The actual cost of \textsc{Apply-Updates} when called with a parameter \( i \) in step 1(i) of \textsc{Fix-U} is \( O \left( \frac{|U_i| + |B_i|}{B} \right) = O \left( \frac{2r}{B} \right) \). The buffer \( B_i \) can be merged with \( B' \) in
step 1(ii) of Fix-U in $O\left(\frac{|B_i|+|B'|}{B}\right)$ = $O\left(\frac{2^j}{B}\right)$ cache-misses. Therefore, Fix-U incurs at most $\sum_{i=0}^{j} O\left(\frac{2^i}{B}\right)$ = $O\left(\frac{2^j}{B}\right)$ cache-misses in total. Also $|B'| = O\left(2^j\right)$ when Fix-U returns. Hence, the actual number of cache-misses incurred by REDISTRIBUTE in step 3 of DECREASE-KEY/DELETE for redistributing the elements in $B'$ is at most $O\left(\frac{2^j}{B}\right) + \sum_{i=0}^{j} O\left(\frac{2^i}{B}\right)$ = $O\left(\frac{2^j}{B}\right)$ assuming a linear I/O selection algorithm is used. Therefore, including the $O(1)$ cache-misses incurred for accessing the first data outside the slim cache, the actual cost of steps 1–3 of a DECREASE-KEY/DELETE operation is $O\left(1 + \frac{2^j}{B}\right)$.

Since $U_j$ was full before APPLY-UPDATES was called in step 1(i) of Fix-U, the drop of potential due to the movement of these $|U_j| \geq 2^j$ updates to $U_{j+1}$ is $\Omega\left(2^j \cdot \left(\frac{\lambda}{\lambda + 1} \cdot \frac{1}{2^{j+1} - 1} + \frac{1}{B}\right)\right) = \Omega\left(1 + \frac{2^j}{B}\right)$. Therefore, this potential drop can compensate for the actual cost of executing steps 1–3 of DECREASE-KEY/DELETE.

Thus the amortized cost of a DECREASE-KEY/DELETE operation is $O\left(\frac{1}{\lambda} + \frac{1}{B}\log_2 N\right)$. But since accessing the first $t$ levels incurs no cache-misses, the amortized cost is $O\left(\frac{1}{\lambda} + \frac{1}{B}\{\log_2 N - t}\right) = O\left(\frac{1}{\lambda} + \frac{1}{B}\log_2 \frac{N}{x}\right)$.

**Delete-Min.** The DELETE-MIN function calls the FIND-MIN function followed by a possible call to the DELETE function. We have already shown that the amortized cost of a DELETE operation is $O\left(\frac{1}{\lambda} + \frac{1}{B}\log_2 \frac{N}{x}\right)$. We will show below that the amortized cost of finding the minimum is $\leq 0$.

Let $j$ be the largest value of $i$ for which APPLY-UPDATES$(i)$ was called by FIND-MIN. If $|U_j| \geq 2^j$ immediately before APPLY-UPDATES$(j)$ was called (i.e., called inside Fix-U in step 3(i) of FIND-MIN), then the analysis is similar to that for DECREASE-KEY/DELETE operation. Hence, here we will only consider the case when $|U_j| < 2^j$, i.e., APPLY-UPDATES$(j)$ was called in step 1(ii) of FIND-MIN.

As before, we will assume that $j > t$. In this case, using an analysis similar to that for DECREASE-KEY/DELETE, one can show that the actual cache complexity of FIND-MIN is $O\left(1 + \frac{2^j}{B}\right)$.

Let $b_j$ be the number of elements in $B_j$ before APPLY-UPDATES$(j)$ was called. Then in order to compute the potential drop we need to consider the following two cases.

(i) $b_j > 0$: Observe that in this case the last REDISTRIBUTE function call that distributed elements from level $j$ or higher must have left $B_0, B_1, \ldots, B_{j-1}$ completely full, and hence at least $\sum_{i=0}^{j-1} 2^i = 2^j - 1$ elements have been deleted from the structure since last time $B_j$ was accessed. Therefore, immediately before the current call to APPLY-UPDATES$(j)$, $U_j$ must have included at least $2^j - 1$ Delete operations, all of which were moved to $U_{j+1}$. Hence, the potential drop due to the movement of these operations is $\Omega\left((2^j - 1) \cdot \left(\frac{2}{\lambda} \cdot \frac{1}{2^{j+1} - 1} + \frac{1}{B}\right)\right) = \Omega\left(1 + \frac{2^j}{B}\right)$. 


(ii) \( b_j = 0 \): This can only happen when \( j = r - 1 \). Observe that level \( j \) was created due to an overflow in \( B_{j-1} \) and the overflowing elements from \( B_{j-1} \) was pushed into \( U_j \) as \( \text{Sink} \) operations. Therefore, at least \( 2^{j-1} \) elements have been deleted from the structure since this level was created, and as in case (i) this implies a potential drop of \( \Omega \left( 1 + \frac{2^j}{B} \right) \).

The amortized cost of \( \text{Find-Min} \) is thus \( O \left( 1 + \frac{2^j}{B} \right) - \Omega \left( 1 + \frac{2^j}{B} \right) \leq 0 \).

Therefore, a \( \text{Delete-Min} \) operation incurs \( O \left( \frac{1}{\lambda} + \frac{1}{B} \log_2 \frac{N}{\lambda} \right) \) amortized cache-misses.  

The following corollary follows by replacing \( \lambda \) with \( \Theta (M) = \Omega (B) \) in Lemma 3.3.3.

**Corollary 3.3.1.** A buffer heap supports \( \text{Delete} \), \( \text{Delete-Min} \) and \( \text{Decrease-Key} \) operations in \( O \left( \frac{1}{B} \log_2 \frac{N}{M} \right) \) amortized cache-misses each using \( O(N) \) space, where \( N \) is the current number of elements in the structure.

**Time Complexity**

The internal memory time complexities of slim buffer heap operations turn out to be independent of \( M, B \) and the slim cache size \( \lambda \), and are given by the following lemma.

**Lemma 3.3.4.** A slim buffer heap supports \( \text{Delete} \), \( \text{Delete-Min} \) and \( \text{Decrease-Key} \) operations in \( O \left( \log N \right) \) amortized time each, where \( N \) is the number of elements in the structure.

**Proof.** The proof uses the following potential function:

\[
\Phi'(H) = \sum_{i=0}^{r-1} (r - i) \cdot (u_i + d_i) + r \cdot \Delta,
\]

where \( H \) is the current state of the data structure, and \( u_i, d_i \) and \( \Delta \) are as defined in the proof of Lemma 3.3.3.

The rest of the proof is similar to that of Lemma 3.3.3 but is simpler, and hence is omitted. ■

**Additional Priority Queue Operations**

It is straight-forward to augment a slim buffer heap with the following priority queue operations without changing its performance bounds.
**Change-Key**( $x, k_x$ ). This operation changes the key value of element $x$ to $k_x$, and is implemented by performing a **Delete**( $x$ ) operation immediately followed by a **Decrease-Key**( $x, k_x$ ) operation. If $k_x \leq k'_x$, where $k'_x$ is the old key of $x$, then the **Delete** operation acts simply like the **Delete** operation generated by the **Decrease-Key** operation immediately after its application, and thus works correctly. If $k_x > k'_x$, then the **Delete** operation first deletes $x$, after which the **Decrease-Key** operation reinserts it with the new key value. Since the **Delete** operation has a smaller timestamp than the **Decrease-Key** it cannot delete the new key value inserted by the **Decrease-Key**, and hence works correctly.

**Relative-Increase**( $x, \delta_x$ ). This operation increases the key value of $x$ by $\delta_x$ if it exists in the priority queue. It is implemented in the same way as the **Change-Key** operation above, but the **Decrease-Key** operation does not know the key value $k_x$ initially and instead knows $\delta_x$. However, as soon as the **Delete**( $x$ ) operation preceding the **Decrease-Key** finds the element $x$, $k_x$ is updated to $k'_x + \delta_x$, where $k'_x$ is the old key value of $x$ discovered by the **Delete**. The **Decrease-Key** operation is then applied as usual.

### 3.4 Buffer Heap Applications

In this section we discuss three major applications of buffer heap. In Sections 3.4.1 and 3.4.2 we consider cache-oblivious SSSP algorithms for weighted undirected and directed graphs, respectively. These algorithms use regular buffer heaps, that is they do not impose any restriction on the size of the slim cache (i.e., assume slim cache size, $\lambda = \Theta (M) = \Omega (B)$). In Section 3.4.3 we discuss a cache-aware APSP algorithm for weighted undirected graphs. This algorithm uses a data structure built on slim buffer heaps.

#### 3.4.1 Cache-oblivious Undirected SSSP

The cache-aware undirected SSSP algorithm by Kumar & Schwabe [83] (see [77] for a description and proof of correctness) can be made cache-oblivious by replacing both the primary and the auxiliary cache-aware priority queues used in that algorithm with buffer heaps. The primary priority queue is used to perform the standard operations for shortest path computation, and the auxiliary priority queue is used to correct for spurious updates performed on the primary priority queue. The auxiliary priority queue treats edges, instead of vertices, as its elements, and whenever a vertex with final distance $d[u]$ is settled, for each $(u, v) \in E$, a **Decrease-Key**$(u, v, d[u] + w(u, v))$ operation is performed on the auxiliary priority queue. The resulting cache-oblivious algorithm, i.e., Kumar & Schwabe’s algorithm with buffer heaps, is given in Function 3.4.1 (**UNDIRECTED-SSSP**).
Function 3.4.1. Undirected-SSSP( G, w, s, d )

{Kumar & Schwabe’s algorithm [83] with buffer heap}

[Given an undirected graph G with vertex set V (each vertex is identified with a unique integer in [1,|V|]), edge set E, a weight function w : E → ℜ and a source vertex s ∈ V, this function cache-obliviously computes the shortest distance from s to each vertex v ∈ V and stores it in d[v].]

1. perform the following initializations:
   
   (i) Q ← ∅, Q′ ← ∅ {Q and Q’ are both regular buffer heaps; Q contains items of the form (x, k_x) and Q’ contains items of the form ((x, y), k_{x,y})}
   
   (ii) for each v ∈ V do d[v] ← +∞
   
   (iii) Decrease-Key( Q)( s, 0 ) {insert vertex s with key (i.e., distance) 0 into Q}

2. while Q ̸= ∅ do

   (i) (u, k) ← Find-Min( Q)( ) , (u′, v′, k′) ← Find-Min( Q′)( )
   
   (ii) if k ≤ k′ then {a new shortest distance ( k ) has been found}
       
       (a) Delete( Q)( u ) , d[u] ← k {k is the shortest distance from s to u}
       
       (b) for each (u, v) ∈ E do
           
           Decrease-Key( Q)( v, d[u] + w(u, v) ) {relax edge (u, v)}
           
           Decrease-Key( Q′)( (u, v), d[u] + w(u, v) ) {guard for spurious update on u}
   
   else {k > k′: shortest distance to u’ has already been computed}
       
       (a) Delete( Q)( u′ ) , Delete( Q′)( (u′, v′) ) {remove spurious vertex u’}

Undirected-SSSP Ends

Cache Complexity. The algorithm incurs O(m/B log₂ n/M) cache-misses for the O(m) priority queue operations it performs. In addition to that it incurs O(n + m/B) cache-misses for accessing O(n) adjacency lists. The cache complexity of the algorithm is thus O(n + m/B log₂ n/M).

3.4.2 Cache-oblivious Directed SSSP

In this section we describe a cache-oblivious implementation of Dijkstra’s directed SSSP algorithm [43] with a regular buffer heap used as a priority queue. Additionally, we use a cache-oblivious Buffered Repository Tree (BRT) described in [11], in order to prevent any vertex whose shortest distance from the source vertex has already been determined, from being reinserted into the priority queue. A BRT maintains O(m) elements with keys in the range [1 . . . n] under the operations Insert( v, u ) and Extract( u ). An Insert( v, u ) operation inserts a new element v with key u into the BRT, while an Extract( u ) operation reports and deletes from the data structure

\(^1\)Buffered Repository Trees have been used for breadth-first search and depth-first search in the cache-aware setting in [25] and in the cache-oblivious setting in [11]
settled at this point, and for each edge vertex has not yet been finalized), and in each iteration of the algorithm, all vertices that are not yet through the use of a priority-queue.

The resulting cache-oblivious implementation of Dijkstra’s algorithm is given in Function 3.4.2 (Directed-SSSP).

Function 3.4.2. Directed-SSSP( G, w, s, d)

[Given a directed graph G with vertex set V (each vertex is identified with a unique integer in [1, |V|]), edge set E, a weight function w : E → ℜ and a source vertex s ∈ V, this function cache-obliviously computes the shortest distance from s to each vertex v ∈ V and stores it in d[v].]

1. for each v ∈ V do
   \( L_v \leftarrow \{ u \mid (u, v) \in E \} \) \( L_v \) is the set of vertices from which v has an incoming edge
   \( L'_v \leftarrow \{ (u, w(v, u)) \mid (v, u) \in E \} \) \( L'_v \) is the set of vertices to which v has an outgoing edge
   sort the items in both \( L_v \) and \( L'_v \) by vertex number

2. perform the following initializations:
   (i) \( Q \leftarrow \emptyset, D \leftarrow \emptyset \) \{Q is a regular buffer heap that contains items of the form \((x, k_x)\) and D is a BRT capable of containing key values in the range \([1 \ldots |V|]\}\)
   (ii) for each v ∈ V do \( d[v] \leftarrow +∞ \) \{insert vertex s with key (i.e., distance) 0 into Q\}
   (iii) Decrease-Key(Q)( s, 0 ) \{insert vertex s with key (i.e., distance) 0 into Q\}

3. while \( Q \neq \emptyset \) do
   (i) \((u, k) \leftarrow \text{Delete-Min}(Q)\) , \( d[u] \leftarrow k \) \{k is the shortest distance from s to u\}
   (ii) \( L''_u \leftarrow \text{Extract}(D)(u) \) \{set of settled vertices to which u has an outgoing edge\}
   sort \( L''_u \) by vertex number
   (iii) scan \( L_v \) and \( L''_u \) simultaneously and for each v ∈ \( L'_v \) such that v &lt; \( L''_u \) do
      Decrease-Key(Q)( v, \( k + w(u, v) \) ) \{relax edge \((u, v)\) to the yet-to-settle vertex v\}
   (iv) for each v ∈ \( L_u \) do
      Insert(D)( u, v ) \{mark neighbor u of v as settled\}

Directed-SSSP Ends

Correctness. A standard implementation of Dijkstra’s directed SSSP algorithm is through the use of a priority-queue Q with Decrease-Key. Priority-queue Q stores all vertices that are not yet settled (i.e., vertices whose shortest path length from the source vertex has not yet been finalized), and in each iteration of the algorithm, a vertex u is extracted from Q with a Delete-Min operation. The vertex u is provably settled at this point, and for each edge \((u, v)\) such that v is not settled, i.e., such that \( v \) is on \( Q \), a suitable Decrease-Key operation is performed on \( v \) in \( Q \).

Our implementation of Dijkstra’s algorithm (Directed-SSSP) differs from the standard implementation in two ways, both with an eye to improving cache-
efficiency. Firstly, we use a regular buffer heap instead of a standard priority queue. Secondly, instead of accessing a vertex directly in order to determine whether it is settled or not, we use a BRT to perform these operations cache-efficiently and thus avoid a potential cache-miss during each such operation.

Since we have already proved the correctness of buffer heap (see Lemma 3.3.1), if we simply replace $Q$ with a regular buffer heap in the standard implementation of Dijkstra’s algorithm the implementation will still be correct. For $i \in [1, n]$, let $u'_i$ denote the $i$-th vertex extracted from the priority queue in this implementation, and let $V'_i$ be the set of vertices on which $\text{Decrease-Key}$ operations are performed immediately after this extraction. Let $u_i$ and $V_i$ have similar definitions for Directed-SSSP. Therefore, assuming the correctness of BRT operations (see [11]), correctness of Directed-SSSP will follow if we can prove the following claim.

**Claim 3.4.1.** For $i \in [1, n]$, $u_i = u'_i$ and $V_i = V'_i$.

**Proof.** Let $S_i = \{ u_j \mid 1 \leq j \leq i \}$ for $i \in [0, n]$. Then clearly $V'_i = \{ v \mid (u'_i, v) \in E \land v \notin S_{i-1} \}$.

Since $u_1 = u'_1 = s$ and $D$ is initially empty, the claim trivially holds for $i = 1$. Now suppose it holds up to some value $j \in [0, n-1]$ of $i$. We will show that it holds for $i = j + 1$.

Since the claim holds for all $i \leq j$, immediately before the extraction of the $(j + 1)$-th vertex from the priority queue, the state of the priority queue in both implementations, i.e., the standard implementation with buffer heap and Directed-SSSP, are exactly the same. Hence, $u_{j+1} = u'_{j+1}$.

Let $U_{j+1}$ be the set of vertices extracted from $D$ in iteration $j + 1$ of the **while** loop in Directed-SSSP. Since the claim was true up to iteration $j$, for each $v \in S_j$ with $(u_{j+1}, v) \in E$, an element $u_{j+1}$ with key value $v$ was inserted into $D$ in step 3(iv) at some point during the first $j$ iterations. Hence, $U_{j+1} \supseteq \{ v \mid (u_{j+1}, v) \in E \land v \in S_j \}$. Again since $D$ was initially empty and only settled vertices insert items into it, $U_{j+1} = \{ v \mid (u_{j+1}, v) \in E \land v \in S_j \}$. Therefore, $V_{j+1} = \{ v \mid (u_{j+1}, v) \in E \} \setminus U_{j+1} = V'_{j+1}$.

Hence, the claim holds for all $i \in [1, n]$. ■

Therefore, Directed-SSSP is a correct implementation of Dijkstra’s algorithm.

**Cache Complexity.** The following lemma gives the cache-complexity of Directed-SSSP.

**Lemma 3.4.1.** Single source shortest paths in a directed graph can be computed cache-obliviously in $\mathcal{O} \left( (n + \frac{m}{B}) \cdot \log_2 \frac{m}{B} \right)$ cache-misses using a buffer heap under the tall cache assumption.
Proof. In step 1, all sets $L_v$ and $L'_v$ can be generated with their items in appropriately sorted order after a constant number of sorting and scanning phases incurring $O(n + \frac{m}{B} \log_2 \frac{m}{B})$ cache-misses.

In step 3, the algorithm performs $n$ Delete-Min and $m$ Decrease-Key operations on $Q$, and $n$ Extract and $m$ Insert operations on $D$ incurring $O(n + \frac{m}{B} \log_2 n M)$ and $O(m \log_2 \frac{n}{B} + \frac{m}{B} \log_2 \frac{m}{B})$ cache-misses, respectively. All lists in step 3(ii) can be sorted in $O(n \log_2 \frac{L}{B})$ cache-misses in total, and the total cache-misses incurred by all scans in steps 3(iii) and 3(iv) is $O(n + \frac{m}{B})$.

Therefore, overall cache complexity of DIRECTED-SSSP is $O((n + \frac{m}{B}) \cdot \log_2 \frac{m}{B})$.

\[\square\]

Directed SSSP with Cache-oblivious Tournament Tree. In Appendix A we present the cache-oblivious tournament tree (COTT) which supports the same set of operations (Delete, Delete-Min and Decrease-Key) as the buffer heap. Although COTT has weaker bounds than buffer heap, it is a simpler data structure, and can be used instead of buffer heap in the directed SSSP algorithm to achieve the same level of cache-efficiency as with buffer heap.

3.4.3 Cache-aware Undirected APSP

In this section we introduce a compound priority queue data structure based on slim buffer heap, called the Multi-Buffer-Heap (MBH), and use this structure for cache-efficient computation of APSP on an undirected graph with general non-negative edge-weights.

A multi-buffer-heap is constructed as follows. Let $\lambda < B$ and let $L = \frac{B}{\lambda}$. We pack the slim caches of $\Theta(L)$ slim buffer heaps $SBH(\lambda)$ into a single cache block. We call this block the multi-slim-cache and the resulting structure a multi-buffer-heap. By the analysis in section 3.3.3 this structure supports Delete, Delete-Min and Decrease-Key operations on each of its component slim buffer heaps in $O(L \frac{B}{L} + \frac{1}{B} \log_2 \frac{NL}{B})$ amortized cache-misses each.

For computing APSP we take the approach described in [13]. It solves APSP by working on all $n$ underlying SSSP problems simultaneously, and each individual SSSP problem is solved using Kumar & Schwabe’s algorithm for weighted undirected graphs [83]. For $1 \leq i \leq n$, this approach requires a priority queue pair $(Q_i, Q'_i)$, where the $i$-th pair belongs to the $i$-th SSSP problem. These $n$ priority queue pairs are implemented using $\Theta(L)$ multi-buffer-heaps. The algorithm proceeds in $n$ rounds. In each round it loads the multi-slim-cache of each MBH, and for each MBH extracts a settled vertex with minimum distance from each of the $\Theta(L)$ priority queue pairs it stores. It sorts the extracted vertices by vertex indices. It then scans this sorted vertex list and the sorted sequences of adjacency lists in parallel to retrieve the adjacency lists of the settled vertices of this round. Another sorting phase moves
all adjacency lists to be applied to the same MBH together. Then all necessary 
*Decrease-Key* operations are performed by cycling through the multi-buffer-heaps
once again. At the end of the algorithm the extracted vertices along with their
computed distance values are sorted to produce the final distance matrix.

**Cache Complexity.** In each round the multi-slim-caches of all multi-buffer-heaps
are loaded into the cache in $O\left(\frac{n}{L}\right)$ cache-misses. Accessing all required adjacency
lists over $O(n)$ rounds incurs $O(n \cdot sort(m))$ cache-misses, and a total of $O(mn \cdot \left(\frac{1}{\lambda} + \frac{1}{B} \log_2 \frac{n}{M}\right))$ cache-misses are incurred by all $O(mn)$ priority queue operations
performed by this algorithm. The final distance matrix can be sorted in $O(n \cdot sort(n))$
cache-misses. Thus the total cache complexity of this algorithm is $O(n \cdot \left(\frac{n}{L} + \frac{m}{\lambda} + \frac{mn}{B} \log_2 \frac{n}{M} + sort(m)\right))$. Using $L = \sqrt{\frac{nB}{m}} \geq 1$, we obtain the following:

**Lemma 3.4.2.** Using multi-buffer-heaps, APSP on undirected graphs with non-
negative real edge weights can be solved in $O\left(n \cdot \left(\sqrt{\frac{mn}{B}} + sort(m)\right)\right)$ cache-misses and $O\left(n^2\right)$ space when $m \leq \frac{nB}{(\log n)^2}$.

In conjunction with the cache-efficient APSP algorithm for sufficiently dense
graphs implied by the SSSP results in [83, 32] we obtain the following corollary.

**Corollary 3.4.1.** APSP on an undirected graph with non-negative real edge weights
can be solved in $O\left(n \cdot \left(\sqrt{\frac{mn}{B}} + \frac{m}{\lambda} \log \frac{n}{M}\right)\right)$ cache-misses and $O\left(n^2\right)$ space. The number of cache-misses is reduced to $O\left(\frac{nB}{\lambda} \log \frac{n}{M}\right)$ when $m \geq \frac{nB}{(\log \frac{n}{M})^2}$.

### 3.5 Conclusion

In this chapter we presented the buffer heap, the first cache-oblivious priority queue
that supports *Decrease-Key* operations and used it to obtain the first cache-oblivious
SSSP algorithms for weighted undirected and directed graphs, and an improved
cache-aware APSP algorithm for weighted undirected graphs. All our cache-oblivious
results match the cache complexity of their best cache-aware counterparts. However,
open questions still remain. For example:

1. The only known lower bound on the cache complexity of cache-oblivious prior-
ity queue operations is $\Omega\left(\frac{1}{B} \log \frac{n}{M} \frac{N}{M}\right)$ amortized which is trivially derived
from the sorting lower bound. The buffer heap improves the upper bound
from trivial $O(\log N)$ to $O\left(\frac{1}{B} \log \frac{N}{M}\right)$ amortized. But there is still a gap be-
tween this new upper bound and known lower bound. An open problem is to
eliminate this gap.

2. The known cache-miss lower bound for the SSSP problem is $\Omega\left(\frac{m}{n} \cdot sort(n)\right)$
[92]. Though our SSSP algorithms improve significantly over known upper
bounds, they are not known to be optimal.
- The $n$ term in the cache complexity of our cache-oblivious undirected SSSP algorithm results from unstructured accesses to adjacency lists. Though some progress has been made in reducing this overhead for bounded-weight graphs [7, 89], nothing is known for graphs with general edge-weights.

- The $n \log n$ term in the cache complexity of our cache-oblivious directed SSSP algorithm results from the overhead of remembering visited vertices. Perhaps a completely new technique for handling this problem will be able to reduce this overhead significantly.

3. The $n \sqrt{\frac{mn}{B}}$ term in the cache complexity of the weighted undirected APSP algorithm described in Section 3.4.3 arises from unstructured accesses to adjacency lists. Though we show in Chapter 5 that we can get rid of this term completely for unweighted undirected graphs, achieving the same for weighted graphs still remains an open question.
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