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Abstract
We study the sorting of integer permutations and sequences by length-weighted reversals under a wide class of cost functions, namely $f(t) = t^a$, where $t$ is the length of the reversed subsequence. We present tight or nearly tight upper and lower bounds for all $\alpha \geq 0$ for two important problems: finding a best worst-case behavior algorithm for minimum cost sorting of any sequence, and approximating the optimal reversal for a given sequence. Further, we give polynomial-time algorithms to determine the optimal reversal sequence for a restricted but interesting class of sequences and cost functions. Our results substantially improve and generalize previous bounds, and have direct application in computational biology to the field of comparative genomics.

1 Introduction
We consider the problem of sorting a given permutation $\pi$ of the integers $1, \ldots, n$ by repeated reversals of contiguous subsequences of $\pi$. In our model, the cost of each reversal operation depends on the length of the reversed subsequence i.e., the number of elements in it, and the total cost of the sorting process is the sum of the individual reversal costs.

The problem of sorting by reversals arises in comparative genomics, where the elements of the permutation are genes and reversal (or inversion) mutations occur frequently in the evolution of chromosomes. The minimum-cost reversal distance \(^1\) is a useful measure for reconstructing the evolutionary history of an organism because the most parsimonious series of reversals transforming one sequence to another corresponds to a likely evolutionary path between the two organisms. This analysis has been applied, for example, to drosophila \([9, 20]\), plants \([2, 15]\), viruses \([10]\), and mammals \([8, 17]\).

Traditionally \([3, 13]\), such analysis assumes that each reversal has unit cost independent of the length of the fragment reversed. This assumption, however, is not completely defensible biologically. To the contrary, the mechanics of genome reversal suggest that the probabilities of reversals are dependent on fragment length. Preliminary results on genome rearrangements that assign a length-dependent cost to reversal operations appear in \([6]\), and indicate that length indeed plays an important role in biasing certain rearrangement patterns.

Two problems on reversal distance are of particular interest:

- Existential Distance Determination — here we seek to identify the minimum cost sufficient to sort any permutation of $n$ elements. This goal is equivalent to computing the shortest path from $\pi$ to the identity permutation in the reversal graph, namely the weighted graph where the vertices represent the length-$n$ permutations and there is an edge $(\pi_1, \pi_2)$ of weight $f(t)$ if there exists a single reversal of length $\ell$ transforming sequence $\pi_1$ to sequence $\pi_2$.

- Pairwise Reversal Distance Determination — here we consider the problem of approximating the minimum-cost reversal sequence for a given permutation of $n$ elements. We seek an algorithm guaranteeing that the resulting reversal sequence costs no more than some slowly growing function of $n$ times the cost of the optimal reversal sequence.

Pinter and Skiena \([18]\) were the first to study the length-weighted model and to provide performance guarantees for the above problems for non-constant functions $f(x)$. They considered additive functions,
where a function $f(x)$ is additive if $f(x) + f(y) = f(x + y)$, and proved an $O(n \log^2 n)$ distance bound for such functions and gave a heuristic for approximating reversal distance to an $O(\log n)$ factor.

**Results.** In this paper, we generalize the reversal problems to a wide class of cost functions, namely $f(\ell) = \ell^\alpha$ for any $\alpha \geq 0$. This family models a wide variety of costs that are applicable to the study of genomes; computationally, it is general enough to include unit-weighted reversals ($\alpha = 0$), additive costs ($\alpha = 1$), subadditive costs where $f(x) + f(y) > f(x + y)$ ($\alpha \leq 1$), and superadditive costs where $f(x) + f(y) < f(x + y)$ ($\alpha \geq 1$). We give the first nontrivial lower bounds on the cost of sorting by reversal for any $\alpha \geq 0$.

We present the following results:

- We prove an $\Omega(n \log n)$ lower bound on diameter for additive distance functions. This is the first non-trivial lower bound on the diameter of length-weighted reversals, and holds even in the restricted case of sorting a 0-1 sequence instead of permutations. This analysis, inspired by Knuth’s “0-1 principle” [16], leads us to other interesting results.

- We prove tight or near-tight bounds on diameter for all $\alpha \geq 0$, as summarized in Table 1. These require the development of a new and interesting class of potential function arguments.

- We give heuristics yielding improved and non-trivial approximation ratios for all $\alpha \geq 0$, also summarized in Table 1. We note that different heuristics are needed to achieve performance bounds for each of the additive, sub-additive, and super-additive cases. Having a complete suite of provably good heuristics is particularly important for biological sequence analysis, as it permits experimentation to determine which cost function best matches the observed evolutionary data. We have implemented our heuristics, and are beginning a project to do such an experimental analysis.

- We give a polynomial-time algorithm for determining the exact cost of sorting a 0-1 sequence under an additive cost measure. This result is quite surprising, given the hardness of related problems, and opens interesting questions on the complexity of sorting 0-1 sequences under more general cost models as well as sorting permutations under additive distance measures. Further, we use this result to give an $O((\log n)^{1.5})$ approximation algorithm for linear cost functions, improving the $O((\log n)^2)$ result from [18].

<table>
<thead>
<tr>
<th>$\alpha$ Value</th>
<th>Lower Bound</th>
<th>Upper Bounds</th>
<th>Approx. Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 \leq \alpha &lt; 1$</td>
<td>$\Omega(n)$</td>
<td>$O(n \log n)$</td>
<td>$\Theta(n)$</td>
</tr>
<tr>
<td>$\alpha = 1$</td>
<td>$\Omega(n)$</td>
<td>$O(n \log^2 n)$</td>
<td>$\Theta(n \log n)$</td>
</tr>
<tr>
<td>$1 &lt; \alpha &lt; 2$</td>
<td>$\Omega(n^\alpha)$</td>
<td>$\Theta(n^{\alpha^2})$</td>
<td>$\Theta(n^\alpha)$</td>
</tr>
<tr>
<td>$\alpha \geq 2$</td>
<td>$\Omega(n^\alpha)$</td>
<td>$\Theta(n^\alpha)$</td>
<td>$\Theta(n^\alpha)$</td>
</tr>
</tbody>
</table>

Table 1: Sorting Bounds (Lower and Upper) and Approximation Ratios for 0-1 sequences and integer permutations.

**Previous Work.** The problem of computing the reversal distance between two permutations and its applications to comparative genomics have received extensive attention over the last decade. There are two variants of the problem: the unsigned case, in which we disregard the orientation of the elements throughout the reversal process, and the signed case, where the directions of the elements do matter. Both measures have merit in terms of the underlying biology; in this paper we focus on the unsigned case since low-cost single element reversals suffice to give an unsigned solution the proper signs.

For the case of unit-cost, unsigned reversals, the problem of computing the reversal distance has been shown to be NP-complete by Caprara [7]; our problem, in which the cost depends on the length of the subsequence being reversed, inherits hardness for $\alpha = 0$ from this result. Kececallı and Sankoff [13] give approximation algorithms on reversal distance that guarantee a ratio at most 2 times optimal, which Bafna and Pevzner [3] improved to a factor of 7/4 approximation; recently, Berman et al. [5] reduced this factor even further, to 1.375. Kececallı and Sankoff [14] report on the success of heuristics and search in determining the reversal distance for chromosomes.

In a celebrated result, Hannenhalli and Pevzner [11] gave a polynomial-time algorithm for the case of unit-cost, signed reversals. An elementary exposition of the Hannenhalli-Pevzner theory appears in [4]. Recently, Siepel [19] gave an efficient algorithm for constructing/enumerating all minimum-length reversal sequences. The huge number of such sequences implies that other criteria must be employed to have hope of reconstructing the true evolutionary history. Ajana et al. [1] developed algorithms for users of a (signed) reversal algorithm to choose one or several possible solutions based on different criteria, including additive reversal costs; this flexibility was shown to be useful for testing certain reversal hypotheses.

Minimum-cost unsigned reversal sorting has also been studied from the other end of the cost spectrum, under models where the cost increases so dramatically
with length that only length-2 reversals can be afforded. Thus each reversal simply transposes adjacent elements. Bubble sort and insertion sort [16] both sort any permutation \(\pi\) using exactly one transposition for each inversion in \(\pi\), thus minimizing the number of reversals.

**Outline.** The rest of the paper is organized as follows. Section 2 presents upper and lower bounds for the problem of sorting any permutation and any sequence of 0’s and 1’s. Section 3 provides algorithms for sorting a specific permutation achieving the above mentioned approximation ratios. In Section 4 we show how to optimally sort a given 0-1 sequence when \(\alpha = 1\) and also for \(\alpha \geq 2\). We conclude in Section 5 with a summary and open problems. Omitted proofs will appear in the full version of the paper.

2 Existential Diameter Bounds

2.1 Upper Bounds on Diameter

Pinter and Skiena [18] proved an \(O(n \log^2 n)\) upper bound on diameter for linear cost reversals, based on a \(O(n \log n)\) upper bound for sorting 0’s and 1’s. To sort a sequence of 0’s and 1’s, recursively sort the left and right halves, and then perform one more reversal across the median for a sorting cost of

\[
T(n) \leq 2T(n/2) + O(n) = O(n \log n).
\]

To sort a permutation \(\pi\), divide the sequence around the median and recursively sorts both halves, as before. In order to divide around the median, treat the elements less than the median as 0’s and the elements greater than the median as 1’s and then sort. Thus, the cost to divide the elements around the median is \(O(n \log n)\), yielding a sorting cost of

\[
T(n) \leq 2T(n/2) + O(n \log n) = O(n \log^2 n).
\]

We will show that this algorithm is in fact also optimal or almost optimal for all \(\alpha \geq 0\), although different proofs are needed for large and small values of \(\alpha\).

First, we consider the case of \(0 \leq \alpha < 1\). Consider the divide-and-conquer sorting algorithm given above. The recursion relation for sorting 0’s and 1’s becomes \(B(n) \leq 2B(n/2) + n^\alpha \leq O(n)\) when \(\alpha < 1\). For arbitrary numbers the recursion for the sorting costs becomes \(A(n) \leq 2A(n/2) + B(n) \leq O(n \log n)\) when \(\alpha < 1\). Thus,

**Theorem 2.1.** When the cost function of reversals is \(f(x) = x^\alpha\), for \(0 \leq \alpha < 1\), 0’s and 1’s can be sorted with cost \(O(n)\), and arbitrary numbers can be sorted with cost \(O(n \log n)\).

Now consider the case of \(1 < \alpha \leq 2\). The recursion relation for sorting 0’s and 1’s (bits) becomes \(B(n) \leq 2B(n/2) + n^\alpha \leq O(n^\alpha)\) when \(\alpha > 1\). For sorting arbitrary numbers the recursion for the sorting costs becomes \(A(n) \leq 2A(n/2) + B(n) \leq O(n^\alpha)\) when \(\alpha > 1\). Thus,

**Theorem 2.2.** When the cost function of reversals is \(f(x) = x^\alpha\), for \(1 < \alpha \leq 2\), 0’s and 1’s and arbitrary numbers can both be sorted with cost \(O(n^\alpha)\).

2.2 Lower Bounds on Diameter

**Lower Bound for Linear Costs.** We first give a lower bound on the cost of sorting by reversals with a linear cost function \((\alpha = 1)\). This was an open problem in [18].

**Theorem 2.3.** The cost to sort \(n\) elements by reversals with a linear cost function is \(\Omega(n \log n)\), even when all elements are 0’s and 1’s.

Thus, our results are tight for sorting 0-1 sequences, but an \(O(n \log n)\) multiplicative gap exists for sorting permutations.

In the rest of the section, we prove Theorem 2.3. Our approach is to exhibit a difficult sorting instance. Specifically, we prove a lower bound of \(\Omega(n \log n)\) on the cost to sort the length-\(n\) sequence \(010101\ldots 01\) by reversals. The proof follows a potential-function argument. Before the sorting begins, we match the \(i\)-th 0 with the \(i\)-th 1. Throughout the algorithm we keep this matching, and we let \(d_i(t)\) be the current distance between the \(i\)-th 0 and \(i\)-th 1 after the \(t\)-th reversal. The potential function is

\[
P(t) = \sum_i \log d_i(t).
\]

When there is no ambiguity, we abbreviate \(d_i(t)\) by \(d_i\).

**Lemma 2.1.** The initial value of the potential function is 0, and the final value is \(\Omega(n \log n)\).

We now show how a reversal affects the value of \(d_i\) in the potential function by considering the \(i\)-th (0, 1) pair.

**Observation 2.1.** The distance \(d_i\) only changes when one element of the \(i\)-th 0-1 pair is inside the reversal and the other is outside. If the 0-1 pair is entirely inside or both outside, then \(d_i\) does not change.

**Lemma 2.2.** A reversal of length \(k\) increases the potential \(P(t)\) by at most \(4k\).

**Proof.** Suppose that for a reversal of length \(k\), one of the elements is inside the reversal and the other one
is outside, so that $d_0$ is affected by the reversal. The new distance between those two elements can increase at most $d_0 + k$ because each element in the reversal is moved at most the distance $k$.

Assume by symmetry that the 0 is outside the reversed sequence and the 1 is inside. Suppose that the distance from the 0 to the beginning of the reversed sequence is $\ell$; see Figure 1. Then the distance $d_0$ for this pair is increased by at most $\log(k + d_0) - \log d_0 = \log(1 + k/d_0) \leq \log(1 + k/\ell)$. The distance $\ell$ must be a natural number, and the same value of $\ell$ occurs at most twice in one reversal (the left and right sides of the reversed sequence).

Note that there are at most $k$ such pairs whose distances change the value of potential function. Furthermore, a property of logarithms is that if $x \geq 1$, we have $\log(1 + x) - \log x = \log(1 + 1/x) \leq 1$, so $\log(1 + x) \leq 1 + \log x$.

Therefore, the value of the potential function increases by at most

$$2 \sum_{j=1}^{k/2} \log(1 + k/j) \leq 2 \sum_{j=1}^{k/2} (1 + \log(k/j)) \leq k + 2 \sum_{j=1}^{k/2} \log(k/j) = k + 2 \log(k^k/k!).$$

Because for all $n \geq 1$, $(1 + 1/n)^n \leq e$, and

$$\frac{(n+1)^{(n+1)}/n!}{n^n/n!} = (1 + 1/n)^n.$$ We have $n^n/n! \leq e^n$ for all $n \geq 1$. So $\log(k^k/k!) \leq k \log e \leq \frac{1}{2} k$. Thus, the right-hand side of the inequality is less than or equal to $k + 3k = 4k$.

By combining Lemma 2.1, Lemma 2.2, we prove Theorem 2.3.

**Lower Bound for $1 < \alpha < 2$**

**THEOREM 2.4.** There is a lower bound of $\Omega(n^\alpha)$ on the cost of sorting by reversals for cost function $f(x) = x^\alpha$, for $1 < \alpha \leq 2$, even when all the elements are 0's and 1's.

We now prove Theorem 2.4. The same difficult sorting instance suffices. Specifically, we show that sorting the sequence 01010101 ... 01 of length $n$ requires cost $\Omega(n^\alpha)$.

The proof follows a potential-function argument in the same spirit as that of Theorem 2.3. Before the sorting begins, we match the $i$-th 0 with the $i$-th 1. Throughout the algorithm we keep this matching and we let $d_i(t)$ be the current distance between the $i$-th 0 and $i$-th 1 after the $t$-th reversal. We define the potential function at time $t$ to be

$$P(t) = \sum \frac{d_i^\alpha - 1}{\alpha}.$$

When there is no ambiguity, we abbreviate $d_i(t)$ by $d_i$.

**LEMMA 2.3.** The initial value of the potential function is $\Theta(n)$. The final value of the potential function is $\Omega(n^\alpha)$.

We now show how a reversal affects the value of the $d_i$'s in the potential function.

**LEMMA 2.4.** A reversal of length $k$ increases the potential function by at most $2k^\alpha$.

**Proof.** Suppose that $d_i$ is affected by a given reversal of length $k$. Then one element of the $i$-th pairs is inside the reversal and the other one is outside. The new distance between those two elements can be increased to at most $d_i + k$ because the element in the reversed sequence can be moved at most a distance $k$.

Assume by symmetry that the 0 is outside the reversed sequence and the 1 is inside the reversed sequence. Suppose that the distance from the 0 to the beginning of the reversed sequence is $\ell$. Then the contribution of the $i$-th pairs $d_i^\alpha - 1$ to the potential function is increased by at most $(k + \ell)^\alpha - \ell^\alpha - 1$.

Note that the function $x^\alpha - 2$ is a decreasing function if $\alpha < 2$. By the Intermediate-Value Theorem, we obtain $(k + \ell)^\alpha - \ell^\alpha - 1 = (\alpha - 1)k(\ell + \xi k)^{\alpha - 1} \leq (\alpha - 1)k\ell^{\alpha - 2}$, where $\xi$ is a real number ranging from 0 to 1.

This distance $\ell$ must be a positive integer, and the same value of $\ell$ can occur at most twice, once for the left side and once for the right side of the reversed sequence. Note that there are at most $k$ such pairs whose distances change. Furthermore, for $\alpha < 2$, $x^\alpha - 2$ is a decreasing function about $x$.

Therefore the value of the potential function increases by at most $2 \sum \frac{k^\alpha}{\alpha}$. We now bound
the sum by an integral and evaluate the integral:

\[
2 \sum_{i=1}^{k/2} (\alpha - 1)k^{\alpha-2} \leq \int_{x=0}^{k/2} (\alpha - 1)x^{\alpha-2} dx = 2k(k/2)^{\alpha-1} = 2^{2-\alpha}k^\alpha \leq 2k^\alpha.
\]

We obtain the following corollary directly by noting that the cost to reverse a sequence of length \( k \) is \( k^\alpha \).

**Corollary 2.1.** If a given reversal increases the potential function by \( \Delta \), then the cost of the reversal is at least \( \Delta/2 \).

Theorem 2.4 follows directly from Corollary 2.1.

**Lower Bound for \( 0 < \alpha < 1 \)** Our results are tight for 0’s and 1’s, but there is a logarithmic gap for permutations:

**Theorem 2.5.** There is a lower bound of \( \Omega(n) \) on the cost of sorting by reversals for cost function \( f(x) = x^\alpha \), for \( 0 \leq \alpha < 1 \), even when all the elements are 0’s and 1’s.

**Lower Bound for \( \alpha \geq 2 \)** Sorting by reversals is straightforward when \( \alpha \geq 2 \), because the problem can be solved asymptotically optimally using bubble sort; it is never worth reversing sequences of any length other than 2.

We have the following theorem in the case of \( \alpha \geq 2 \):

**Theorem 2.6.** Sorting by reversals with the cost function \( f(x) = x^\alpha \), \( \alpha \geq 2 \), has a tight cost bound of \( \Theta(n^2) \).

Bubble-Sort or Insert-Sort immediately gives an \( O(n^2) \) upper bound on the sorting cost and the \( \Omega(n^2) \) lower bound follows from a potential-function argument. The concrete proof appears in the full version of the paper.

In fact, we show in Section 3.3 that bubble sort is a 2-approximation to the optimal cost to sort an arbitrary sequence for \( \alpha \geq 2 \) and in Section 4 that bubble sort is optimal when \( \alpha \geq 3 \).

### 3 Approximating the Sorting Cost

We now consider the biologically important problem of approximating the optimal cost to sort a given sequence. That is, we study the pairwise reversal distance between two particular sequences, in contrast to the existential diameter. To achieve good approximation bounds, we need different algorithms for the different ranges of \( \alpha \). This is in contrast to the approach in Section 2, where one divide-and-conquer algorithm achieves optimal or nearly optimal sorting bounds for all \( 0 < \alpha < 2 \). However, the previous sorting bounds give little indication of the optimal cost to sort a given sequence.

#### 3.1 Approximation Algorithms for \( 1 < \alpha < 2 \)

We cannot use the sorting algorithm from Section 2.1 for \( 1 < \alpha < 2 \) because it does not deliver a good approximation ratio. To see why, consider the permutation \( n, 1, 2, 3, \ldots, n - 1 \). The optimal solution (\( n - 1 \) reversals of length 2) has cost \( \Theta(n) \), whereas the sorting algorithm gives cost \( \Theta(n^3) \). The moral is that an approximation for \( \alpha > 1 \) is totally different than for \( \alpha = 1 \), where sorting all out-of-order regions yields an \( O(\log^2 n) \) approximation [18].

We begin by enumerating properties of the cost function \( f(x) = x^\alpha \) when \( 1 < \alpha < 2 \).

**Theorem 3.1.** Let \( S_1 \) and \( S_2 \) be disjoint subsequences of sequence \( S \) (i.e., the subsequences could interleave but have no common elements). Then for any reversal \( R \) in \( S \), the cost of the reversal \( R \) is at least the sum of the cost of restricted reversals with cost function \( f(x) = x^\alpha \) (\( 1 < \alpha < 2 \)), that is,

\[
C(R) \geq C(R|S_1) + C(R|S_2).
\]

**Corollary 3.1.** Let \( S_1 \) and \( S_2 \) be disjoint subsets of sequence \( S \). Then the optimal cost to sort \( S \) is at least the sum of the optimal cost to sort \( S_1 \) and \( S_2 \) for cost function \( f(x) = x^\alpha \) (\( 1 < \alpha < 2 \)).

#### 3.1.1 Approximation Algorithm for 0-1 Sequences When \( 1 < \alpha < 2 \)

We now give a divide-and-conquer approximation algorithm for sorting 0-1 sequences, which we will later use as a subroutine for more general sequences.

- Suppose the sequence has \( k \) 0’s, and therefore \( n-k \) 1’s. Split the sequence at position \( k \). This means that the sequence has \( k \) elements to its left and \( n-k \) elements to its right. Sort both left and right subsequences recursively.
- Now the sequence is \( 0 \ldots 01110001 \ldots 1 \), where there are two blocks of 0’s and two blocks of 1’s. See Figure 2. Perform a reversal to switch the first block of 1’s and second block of 0’s, and the sequence is sorted.

This algorithm has the following performance:

**Theorem 3.2.** The approximation algorithm gives an \( O(1) \)-approximation for sorting 0-1 sequences with reversals when \( 1 < \alpha < 2 \).

To prove Theorem 3.2, we first give a lower bound using a potential-function argument. Then, we prove that the sorting cost for this algorithm is within a constant factor of the value of initial potential.

We now define a potential function \( W(S) \) for any 0-1 sequence \( S \).
Figure 2: The sequence before and after one reversal.

**Definition 3.1.** For a 0-1 sequence $S$ of length $n$, and any integer $1 \leq i \leq n$, define the number of wrong-
side elements $w(i, S)$ according to position $i$ to be the
number of extra 1's in the first $i$ elements in $S$ plus the
number of extra 0's in the last $n - i$ elements in $S$ when
compared with the sorted sequence.

We define the potential function $W(S)$ as follows:

$$W(S) = \sum_{i=1}^{n} w(i, S)^{\alpha - 1}.$$ 

Let $R(S)$ represent the sequence $R(S)$ after per-
forming the reversal $R$.

**Lemma 3.1.** A reversal $R$ of length $r$ on sequence $S$
increases the value of the potential function $W(S)$ by at
most $r^\alpha$, that is, $W(R(S)) - W(S) \leq r^\alpha$.

Because the cost for a reversal of length $r$ is $r^\alpha$ and
the value of $W(S)$ is 0 for the sorted sequence, we get
the following corollary from the lemma above.

**Corollary 3.2.** The potential $W(S)$ is a lower bound
on the cost to sort the sequence $S$ by reversals when
$1 < \alpha < 2$.

Now we prove that the algorithm sorts using cost
$W(S)$, which yields an $O(1)$-approximation. We first
prove a lemma about the number $w(i, S)$ of wrong-side
elements.

**Lemma 3.2.** If $S$ is a sequence of length $n$ and $i$ is
an integer $1 \leq i \leq n$, and we add a 0 or 1 to right
(respectively, left) end of sequence $S$ to create a new
sequence $S'$, the value of $w(i, S)$ can only increase, i. e.,
$w(i, S') \geq w(i, S)$.

**Corollary 3.3.** If $S$ is a sequence, $S_L$ is the sub-
sequence of the left $k$ elements, and $S_R$ is the sub-
sequence of the right $n-k$ elements, then for any $1 \leq i \leq n$,

$$w(i, S) \geq \begin{cases} w(i, S_L), & 1 \leq i \leq k, \\ w(i-k, S_R), & k < i \leq n. \end{cases}$$

**Theorem 3.3.** For any sequence $S$, the cost of the
algorithm to sort the $S$ is $O(W(S))$.

**Proof.** Recall that there are $k$ 0's, so that we split
the sequence $S$ so that the lengths of $S_L$ and $S_R$ are $k$ and
$n - k$, respectively. Define cost $C(S)$ to be the cost of
this algorithm to sort sequence $S$.

Notice that in Step 2 we reverse $w(k, S)$ wrong-
sided elements with respect to position $k$ for a cost of
$w(k, S)^\alpha$. Thus, we have the following recurrence for
$C(S)$:

$$C(S) = C(S_L) + C(S_R) + w(k, S)^\alpha,$$

Now we want to prove that

$$W(S) - W(S_L) - W(S_R) \geq cw(k, S)^\alpha,$$

for some constant $c$. To do so, we define

$$\Delta(i) = \left\{ \begin{array}{ll}
[w(i, S)]^{\alpha - 1} - [w(i, S)]^{\alpha - 1}, & i \leq k, \\
[w(i, S)]^{\alpha - 1} - [w(i-k, S_R)]^{\alpha - 1}, & i > k.
\end{array} \right.$$ 

From Corollary 3.3, we know that $\Delta(i) \geq 0$. Therefore,

$$W(S) - W(S_L) - W(S_R) = \sum_{i=1}^{n} \Delta(i) \geq \sum_{i=k}^{n} \Delta(i).$$

Because shifting the position $i$ in the sequence to the
left or right by 1 can change the number of wrong-
sided elements by at most 2, for any $1 \leq j \leq w(k, S)/4$, $w(k-j, S) \geq w(k, S) - 2j$ and $w(k+j, S) \geq w(k, S) - 2j$.

Notice $w(k, S_L) = 0$ and $w(0, S_R) = 0$. For the
same reason as above we know that for any $1 \leq j \leq
w(k, S)/4$, $w(k-j, S_L) \leq w(k, S_L) + 2j = 2j$ and
$w(j, S_R) \leq w(0, S_R) + 2j = 2j$.

Thus, we have

$$W(S) - W(S_L) - W(S_R) \geq \sum_{i=k}^{n} \Delta(i)$$

$$\geq \sum_{j=0}^{w(k, S)/4} \left\{ [w(k, S) - 2j]^{\alpha - 1} - (2j)^{\alpha - 1} \right\}$$

$$\geq \frac{w(k, S)}{8} \left[ [(3/4)^{\alpha - 1} - (1/4)^{\alpha - 1}] \cdot w(k, S)^{\alpha - 1} \right]$$

$$= \frac{1}{8} \left[ [(3/4)^{\alpha - 1} - (1/4)^{\alpha - 1}] \cdot w(k, S)^{\alpha} \right].$$

We do induction on the length of sequence $S$ and
the conjecture is $W(S) \geq cC(S)$, where

$$c = \min \left\{ \frac{1}{8} \left[ [(3/4)^{\alpha - 1} - (1/4)^{\alpha - 1}] \cdot \frac{1}{2} \right] \right\}.$$ 

The base case is a sequence of length 2, in which
case $W(S) = 2^{\alpha - 1}$ and $C(S) = 2^{\alpha}$. If $W(S') \geq cC(S')$
for all $S'$ of length at most $k$, then for a sequence $S$
of length $k + 1$, we know that $S_L$ and $S_R$ are of length
at most $k$. So

$$W(S) \geq W(S_L) + W(S_R) + cuw(k, S)^{\alpha - 1} \geq$$

$$c[C(S_L) + C(S_R) + w(k, S)^{\alpha - 1}] = cC(S).$$

Thus, for all sequence $S$, $W(S) \geq cC(S)$.

Thus, we establish Theorem 3.2.
3.1.2 Approximation Algorithm for Arbitrary Sequences When \( 1 < \alpha < 2 \) We give the following approximation algorithm for sorting an arbitrary sequence \( S \), which is a surprising enhancement of the sorting algorithm from Section 2.1. We add one intermediate step: after we divide the sequence \( S \) into two halves about the median, we recursively sort each half to return the elements to the same order as an \( S \). Only then do we recursively sort each half. At first glance, this modification seems to increase the complexity, but, in fact the complexity is reduced enough to approximate the optimal sorting cost to within a logarithmic factor.

1. Treat the elements less than the median as 0 and those greater than the median as 1, and sort them as 0-1 sequence using the algorithm from Section 3.1.1.

2. Return the elements in each half to the original order. To do this, reverse the restricted permutation of Step 1 on both subsequences. From Theorem 3.1, this step is at most double the cost of Step 1.

3. Now there is a new left side sequence \( S_L' \) and new right side sequence \( S_R' \), which are disjoint subsequences of the original sequence \( S \). Sort \( S_L' \) and \( S_R' \) recursively.

This algorithm has the following performance:

**Theorem 3.4.** The algorithm for sorting arbitrary sequences is an \( O(\log n) \) approximation algorithm when \( 1 < \alpha < 2 \).

**Proof.** Let \( \text{opt}(S) \) be the optimal cost to sort sequence \( S \). The cost for Step 1 is at most \( O(\text{opt}(S)) \) by Theorem 3.3. The cost for Step 2 is at most the cost of Step 1, and hence is at most \( O(\text{opt}(S)) \). This follows from Theorem 3.1, and because the inverse of a reversal is itself, and we are just doing the inverse restricted permutation on left and right subsequences. We also know from Theorem 3.1 that \( \text{opt}(S_L') + \text{opt}(S_R') \leq \text{opt}(S) \) because \( S_L' \) and \( S_R' \) are disjoint subsequences of the original sequence \( S \). Thus, the cost of Step 3 is

\[
C(S) = C(S_L') + C(S_R') + \text{cost for Steps 1 and 2},
\]

and with a simple induction we establish the \( O(\log n) \) approximation.

3.1.3 Approximation Algorithm for Arbitrary Sequences When \( \alpha = 1 \)

**Algorithm 3.1.** BetterRatioReversalSort\( (a, b, \pi) \)

- \( \text{zerOneSort}(a, b, \pi) \)

- \( \text{reorder}(a, \left\lfloor \frac{b-a}{2} \right\rfloor, \pi) \)

- \( \text{reorder}(\left\lfloor \frac{b-a}{2} \right\rfloor, b, \pi) \)

- BetterRatioReversalSort\( (a, \left\lfloor \frac{b-a}{2} \right\rfloor, \pi) \)

- BetterRatioReversalSort\( (\left\lfloor \frac{b-a}{2} \right\rfloor, b, \pi) \)

**Lemma 3.3.** Algorithm 3.1 has an approximation ratio in \( O(\log n) \)

**Proof.** In each recursive round, \( \text{zerOneSort} \) (Algorithm 4.1) costs less than the optimal permutation sort, since sorting the permutation implies sorting the induced 0-1 series. The result follows because we perform \( \Theta(\log n) \) rounds of \( \text{zerOneSort} \).

3.2 Approximation Algorithm for \( 0 \leq \alpha \leq 1 \)

We first give an \( O(\log n) \)-approximation algorithm for sorting sequences of 0’s and 1’s. A sequence composed of 0’s and 1’s can be viewed as composed of zero blocks (0’s) and one blocks (1’s). Without loss of generality, suppose the sequence is in this form: \( z_1 w_2 z_2 \ldots w_m z_m \), where \( w_i \) and \( z_i \) represent the \( i \)-th one and zero block, respectively. By symmetry, all other cases can be reduced to this case. We have the following lower bound:

**Lemma 3.4.** A lower bound on \( \text{opt}(S) \) to sort a sequence \( S = w_1 z_1 w_2 z_2 \ldots w_m z_m \) by reversals when \( 0 \leq \alpha \leq 1 \) is

\[
V(S) = \frac{1}{2} \sum_{i=1}^{m} (w_i^\alpha + z_i^\alpha).
\]

Now we give the approximation algorithm for 0-1 sequence based on divide-and-conquer:

1. Map each block of 0’s or 1’s to a single element 0 or 1 in a new sequence \( S' \), ignoring the block of 0’s at the leftmost position and the block of 1’s at the rightmost position if they exist.

2. Use the divide-and-conquer algorithm from Section 2 to determine the reversals to sort sequence \( S' \).

3. Map back each elements in \( S' \) onto a block in \( S \) map each reversal back according to the same mapping.

Thus, we are just performing the standard divide-and-conquer algorithm from Section 2, but on the the blocks of 0’s and 1’s. The performance guarantees are based on the following structural lemma:

**Lemma 3.5.** In the above divide-and-conquer algorithm on the blocks, each element appears in at most \( \log n \) reversals.

**Theorem 3.5.** The divide-and-conquer algorithm on the 0-1 blocks is an \( O(\log n) \)-approximation when \( 0 < \alpha < 1 \).
3.2.1 O(1) Approximation Algorithm for 0-1 Sequences When $0 \leq \alpha < 1$ We obtain an $O(1)$-approximation for the same problem by improving the splitting. The algorithm is as follows:

- If there are any 0-1 blocks of size at least $n/3$, perform a reversal of length at most $n$ to move this block to the edge of the sequence (a 0 block moves to the front, a 1 block moves to the back). Then remove this block from the sequence $S$ and sort the rest of sequence $S'$ recursively.
- If there are no blocks of 0's or 1's of size at least $n/3$, then there exits a block edge at a distance at least $n/3$ from both ends. Split the whole sequence $S$ at this edge to form left and right subsequences $S_L$ and $S_R$. Sort $S_L$ and $S_R$ recursively, then perform a reversal of length at most $n = S_L + S_R$, and the sequence $S$ is sorted.

This algorithm sorts any 0-1 sequence $S$ with cost at most $\mathcal{O}(S)$.

**Theorem 3.6.** For a 0-1 sequence $S$ of length $n$, if it is formed by blocks of 0's and 1's $b_1, b_2, \ldots, b_m$ of size $b_1 b_2 \ldots b_m$, then this algorithm will sort this sequence $S$ with cost at most $\mathcal{O}(S)$.

3.3 Approximation Algorithm for $\alpha \geq 2$ As described in Section 4, bubble sort is optimal for sorting 0-1 sequences when $\alpha \geq 2$, a 2-approximation for sorting arbitrary sequences when $2 \leq \alpha < 3$, and optimal (see Section 4) when $\alpha \geq 3$.

4 Polynomial-Time Algorithms for 0-1 Sorting

In this section, we provide polynomial-time algorithms for sorting 0-1 sequences when $\alpha = 1$, $\alpha \geq 2$ and for sorting permutations when $\alpha \geq 3$. The main idea in all these cases is to give a sufficiently constrained property of an optimal solution, enabling it to be found in polynomial-time.

Given a reversal, consider the first and last blocks that it affects. If the values of these blocks are identical, that is both equal 0 or 1, we call the reversal useless. If one of those two blocks is contained in a bigger block, we call the reversal a cutting reversal. If the reversal affects more than two blocks, we call the reversal complex. We call a reversal that is not complex simple.

A reversal sequence $\rho_1, \ldots, \rho_n$ separates a 0-1 series $S$, if performing the reversals on the series joins all 0's and all 1's of $S$ in two blocks. If the the separation is such that the 0's appear before the 1's, it will be called positive separation orientation. Otherwise it will be called negative separation orientation. Notice that positive separation is equivalent to sorting.

Given a reversal sequence $\rho_1, \ldots, \rho_n$ acting on a 0-1 series $S = s_1, s_2, \ldots, s_m$ where $s_i \in \{0, 1\}$ denote the number of reversals in which element $s_i$ takes part by $n(s_i)$. This will be called the reversal count of $s_i$.

If a subseries $s_i, \ldots, s_j$ of $S$ is never cut by a reversal sequence $\rho_1, \ldots, \rho_n$, one can define the reversal count of the subseries, denoting it by $n(s_i, \ldots, s_j)$, as the number of reversals in which the subseries takes part.

4.1 Sorting 0-1 series when $\alpha = 1$ We will show that for linear cost functions $f(x) = ax$, $a > 0$ an optimal reversal sequence contains neither useless nor cutting reversals, and that an optimal reversal sequence containing no complex reversals exists. The following equation relating the reversal counts to the reversal sequence cost will be useful for the proofs.

$$\sum_{i=1}^{n} f(|\rho_i|) = \sum_{j=1}^{m} f(n(s_j))$$

**Lemma 4.1.** A reversal sequence containing a useless reversal cannot be optimal.

**Proof.** Consider a useless reversal affecting elements $0^i 1^j 2^k \ldots 0^l$ of a 0-1 series. Assume that $i_1 \geq i_k$. Consider a modified reversal affecting the elements $0^i 1^j 2^k \ldots i^{l-1}$. The modified reversal has a lower cost, where the 0-1 series that it produces is identical to the 0-1 series that the original useless reversal produced. Therefore, the original reversal sequence cannot be optimal. The case $i_1 < i_k$ or if the affected elements start and end with a 1-block is handled similarly.

**Lemma 4.2.** A reversal sequence containing a cutting reversal cannot be optimal.

**Proof.** WLOG, assume a sorting reversal sequence $\rho_1, \ldots, \rho_n$ contains no useless reversals. Consider the last cutting reversal $\rho_j$. Let $0^i$ be a block that the reversal cut, such that it affects $x 0^i$ of the block, $0 < x < i$. Notice that $n(0^i), n(0^{i-x})$ are well defined since $\rho_j$ is the last cutting reversal in the reversal sequence.

If $n(0^{i-x}) \leq n(0^i)$, then excluding $0^x$ from the cutting reversal, and including it in all reversals in which $0^{i-x}$ takes part, i.e., moving the block $0^i$ as a unit through the reversals affecting $0^{i-x}$, yields a reversal sequence having a cost less than or equal to the original reversal sequence- by Equation 4.2. However, the modified reversal, that is the cutting reversal after excluding $0^x$ from it, is a useless reversal. Therefore by Lemma 4.1 the modified sequence, and hence the original sequence, cannot be optimal. The case $n(0^{i-x}) > n(0^i)$, or if the reversal cuts a 1-block, is handled similarly.
Proving that an optimal reversal sequence exists that contains no complex reversals requires substantial case analysis. We sketch the proof below.

**Lemma 4.3.** There exists an optimal reversal sequence containing no complex reversals.

**Proof.** By induction on \( n \), the number of 0-1 blocks in a 0-1 series.

The claim is obvious for \( n = 2 \). Suppose it is true for \( n \). We need to prove it for \( n + 2 \). Consider an optimal reversal sequence. By Lemmas 4.1 and 4.2, the sequence contains neither useless nor cutting reversals. Since the first reversal, denote it \( \rho_1 \), is neither useless nor cutting, the 0-1 series after performing \( \rho_1 \) contains \( n \) blocks. According to the induction assumption, we can assume that all other reversals are simple.

If \( \rho_1 \) is simple, we are done. Otherwise, \( \rho_1 \) is complex. One can prove the following.

**Observation 4.1.** WLOG, \( \rho_1, i > 1 \) are not commutative\(^2\) to \( \rho_1 \).

Assuming that \( \rho_1 \) is complex and is not commutative to any other reversal, denote the subseries that \( \rho_1 \) affects with \( s_2 \), denote the subseries to its left with \( s_1 \) and the one to its right with \( s_3 \). Denote the last reversal in the sequence with \( \rho_i \).\(^4\) Consider the following modifications in the reversal sequence: perform the reversals \( \rho_2, \ldots, \rho_i \) restricted to \( s_2 \). Notice that this will cause \( s_2 \) to be negatively separated. Perform the reversals \( \rho_2, \ldots, \rho_{i-1} \) restricted to \( s_1, s_3 \). This separates \( s_1, s_3 \) as well, since \( \rho_1, \rho_i \) do not affect the separation state of \( s_1, s_3 \). Considering the separation’s orientation of \( s_1, s_3 \) one can prove the following.

**Observation 4.2.** The separation orientation of \( s_1, s_3 \) is opposed to that of \( s_2 \), or the separation orientation of one of \( s_1, s_3 \) is opposed to \( s_2 \) while the orientation of the other is identical to \( s_2 \).

We will present the prove of the first case. The prove of the second uses similar ideas.

**Observation 4.3.** If the separation orientation of \( s_1, s_3 \) is opposed to that of \( s_2 \), the 0-1 series has a pattern of the form 01· · · 10· · · 01 after performing the restricted reversals.

From a counting point of view the following holds.

**Observation 4.4.** If the separation orientation of \( s_1, s_3 \) is opposed to that of \( s_2 \), the reversal counts of the elements of \( s_2 \), the 0’s of \( s_3 \) and the 1’s of \( s_1 \) after performing the restricted reversals are smaller than the reversal counts of the same elements in the original reversal sequence.

Performing a last reversal on the blocks 1· · · 10· · · 0 will separate the series. Observation 4.3. The cost of the modified reversal sequence, that is complex free, is not greater than the original one, by Observation 4.4.

A reversal sequence having no useless, cutting or complex reversals, will be called a good sequence. Given a good sequence, we want to characterize the counting pattern of the affected 0-1 series. This characterization enables us to find an optimal reversal sequence using dynamic programming.

We represent a 0-1 series \( 1^{w_1}, 0^{w_2}, \ldots, 0^{w_{2l}} \) by the lengths of each block, that is we let \( w_1, w_2, \ldots, w_{2l} \) denote a 0-1 series. Given a good reversal sequence sorting \( w_1, w_2, \ldots, w_{2l} \), let \( c_i \) denote the number of reversals in which \( w_i \) takes part.

**Lemma 4.4.** Given a 0-1 series \( w = w_1, w_2, \ldots, w_{2l} \), and a good reversal sorting sequence, there exist \( i, j \) such that \( w_i \) corresponds to a 1-block, \( w_j \) corresponds to a 0-block, \( c_i = c_j = 1 \) and \( j > i \).

Lemma 4.4 enables us to search for an optimum efficiently.

**Algorithm 4.1.** zerOneSort

Given a 0-1 series \( w_1, w_2, \ldots, w_{2l} \), for each \( i, j \) such that \( j > i \), \( w_j \) corresponds to a 0-block and \( i \) corresponds to a 1-block, calculate the following, and take the minimum over all results.

- Separate positively and optimally segments \( w_1, \ldots, w_{i-1} \) and \( w_{j+1}, \ldots, w_{2l} \).
- Separate negatively and optimally segment \( w_i, \ldots, w_j \).
- Perform a last sorting reversal.
- The sum of all the above costs will give the minimum cost of sorting \( w \) under the condition \( c_i = c_j = 1 \).

**Lemma 4.5.** The time complexity of zerOneSort is in \( O(n^3) \). The space complexity of zerOneSort is in \( O(n^2) \).

**Theorem 4.1.** Algorithm zerOneSort sorts a 0-1 series optimally, given that the cost function is linear.
5 Conclusions

We have presented a comprehensive analysis of the problem of sorting sequences with reversals for a wide class of cost functions relevant to comparative genomics. Many interesting open problems remain beyond the relatively minor gaps left between our upper and lower bounds. It would be interesting to develop algorithms for even more general cost functions, particularly cost functions defined by a small number of size classes, e.g. one price for ‘short’ reversals and another price for ‘long’ reversals. These are of interest both combinatorially and biologically. Another interesting open question is whether 0-1 sequences can be sorted in polynomial time for all values of α.
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