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ABSTRACT 
 
Motivation: Several kernel-based methods have been recently introduced for 
the classification of small molecules. Most available kernels on molecules 
are based on 2D representations obtained from chemical structures, but far 
less work has focused so far on the definition of effective kernels that can 
also exploit 3D information.  
 
Results: We introduce new ideas for building kernels on small molecules 
that can effectively use and combine 2D and 3D information. We tested 
these kernels in conjunction with support vector machines for binary 
classification on the 60 NCI cancer screening datasets as well as on the NCI 
HIV data set. Our results show that 3D information leveraged by these 
kernels can consistently improve prediction accuracy in all datasets.  
 
Availability: An implementation of the small molecule classifier is available 
from http://www.dsi.unifi.it/neural/src/3DDK 



METHODS: 
BACKGROUND ON KERNEL METHODS FOR STRUCTURED DATA 

Base Learner: SVM 

classification function f(x) is obtained from data 

Kernels on structured data 

A major challenge is to define an effective quantitative measure of similarity 



A WEIGHTED DECOMPOSITION KERNEL (WDK) FOR 2D 
CHEMICAL STRUCTURES 

characterized by a decomposition R(s,z,x) where s is a subgraph of x called the 
selector and z is a subgraph of x called the context of occurrence of s in x 
(generally a subgraph containing s).  
 

where,  𝛿 is the exact matching kernel applied to selectors and 𝜅 is a kernel on 
contexts. 

The basic idea behind WDK is that each substructure in which a graph is 
decomposed is enriched with its graphical context. 

This setting results in the following general form of the kernel: 



selector  

context  



WDK PARAMETER USED IN THE ARTICLE 

• Selectors are always single atoms and the match  
• 𝛿 𝑠, 𝑠′  is defined by the coincidence between the type of 𝑠 and 𝑠′.  
• The context kernel 𝜅  is based on soft match between substructures, defined by 

the distributions of label contents after discarding topology. 

1. Let L denote the total number of attributes labeling vertices and edges and for 
𝑙 = 1, . . . , 𝐿   

2. Let 𝑝𝑙(𝑗) be the observed frequency of value j for the 𝑙 − 𝑡𝑡 attribute in a 
substructure 𝑧. 

3. Then compare substructures by means of a histogram intersection kernel 
 

IDEA 

SPECIFICS 

Where 𝑚𝑙  is the number of possible values of attribute 𝑙.  
shall use 𝐿 =  3: 1) atom type, 2) atom charge and 3) bond type, while atom 
coordinates are discarded for computing the WDK. 



CONTEXTS ARE FORMED AS FOLLOWS 

Given a vertex 𝑣 ∈  𝑉 and an integer 𝑟 ≥ 0,  
• Let 𝑥(𝑣, 𝑟) : substructure of x obtained by retaining all the vertices that are 

reachable from v by a path of length at most r, and all the edges that touch at 
least one of these vertices.  

 
The decomposition relation 𝑅𝑟, dependent on the context radius r, is then 
defined as  
 
 
where s is the selector and z is the context for vertex v.  
 

Weighted Decomposition Kernel (WDK) 



THREE-DIMENSIONAL DECOMPOSITION KERNELS 

A 3D molecular structure is interpreted here as a special kind of relational data 
object where atoms are related by chemical bonds but also by their spatial 
distances 

The molecule is first decomposed into a set of overlapping 3D substructures of 
varied geometry, called shapes. 

Given a molecule 𝑥 = (𝑉,𝐸), a shape  of order n is a set 
of n distinct vertices 

 𝜎 = 𝑢1,𝑢2, . . . ,𝑢𝑖 ,  𝑢𝑖  ∈  𝑉, for 𝑖 = 1, . . .𝑛. 

kernel between two molecules  

kernels between all pairs of shapes 



KERNELS BETWEEN ALL PAIRS OF SHAPES 

Given a shape  of order n and two vertices 𝑢, 𝑣 ∈ 𝜎,  
•  let 𝑒 = (𝑡[𝑢], 𝑡[𝑣], 𝑏[𝑢, 𝑣]) denote a labeled edge of the shape,  formed by 

considering the two atom types t[u] and t[v] and the bond type b[u,v].  

Then, let  < 𝑒1, . . . , 𝑒𝑛(𝑛−1)/2 > denote the lexicographically ordered sequence 
of all labeled edges in .  

For example, the shape (C1,C2,C3,O1) 

for the molecule NSC_1027 yields 

lexicographically ordered sequence of all 

labeled edges (C.2,C.3,1) (C.2,C.3,1) 

(C.2,O.2,2) (C.3,C.3,0) (C.3,O.2,0) 

(C.3,O.2,0). 

(C.2,C.3,1)  
(C.2,C.3,1)  

(C.2,O.2,2)  

(C.3,C.3,0)  

(C.3,O.2,0)  (C.3,O.2,0). 

Presenter
Presentation Notes
* Since atom and bond types both take values on a finite alphabet, labeled edges can be sorted lexicographically



KERNELS BETWEEN A PAIR OF SHAPES 

The kernel between two shapes 𝝈 and 𝝈 ′ of equal order n is defined as: 

Where 𝛾 is a kernel hyperparameter 
and 𝑑𝑖 = | 𝜁 𝑢𝑖 − 𝜁 𝑣𝑖 | is the 
length of edge 𝑒𝑖, i.e. the Euclidean 
distance between atoms ui and vi. 
* The kernel between two shapes of 
different order is null. 

  𝜎:  < 𝑒1, . . . , 𝑒𝑛(𝑛−1)/2 >  

𝜎′:  < 𝑒′1, . . . , 𝑒′𝑛(𝑛−1)/2 >  



KERNELS BETWEEN ALL PAIRS OF SHAPES CONT.  

Select just the adjacent list of vertices that are within distance r from x. 

Given a vertex 𝑣 ∈ 𝑉 and an integer r, a 

2D-supported shape anchored in v is a 

set of vertices σ = {𝑣,𝑤}  ∪  adj[𝑤] such 

that 𝑤 ∈ 𝑥(𝑣, 𝑟) and adj[w] is the 

adjacency list of w. Let 𝑆𝑟 𝑥  denote 

shape set of radius r of x. 

3D decomposition kernels (3DDK) 



DATA SET: & 

National Cancer Institute public dataset of screening results for the ability of more 
than 70,000 compounds to suppress or inhibit the growth of a panel of 60 human 
tumor cell lines. 

Subset of NCI dataset corresponding to the parameter GI50, the concentration 
that causes 50% growth inhibition is used.  

Binary classification: cancer-inhibiting (1) or not (-1). 

NCI cancer dataset  

NCI HIV dataset 

Contains 42,687 compounds evaluated for evidence of anti HIV activity from 
the DTP AIDS antiviral screen program of the National Cancer Institute.  

Compounds are divided in three classes: 1) 422 compounds are confirmed active 
(CA), 2) 1081 are moderately active (CM) and 3)  41 184 are confirmed inactive (CI). 



THREE CLASS CLASSIFICATION WITH SVM  

Three classification problems are formulated on this dataset:  
 
1. (CA verses CM): positive examples are confirmed active compounds, 

while moderately active compounds forms the negative class; 
2. (CA+CM verses CI): the positive class is formed by the combination of 

moderately active and confirmed active compounds and in  
3. (CA verses CI): the positive examples are confirmed active compounds 

and the negative class is formed by confirmed inactive compounds. 



COMBINING KERNELS– WDK & 3DDK 

The WDK and 3DDK used in this experiment had both the radius r = 3 and no 
graph complement was used for the WDK. 𝛾 parameter in pair-wise shape kernel 
was set to 2.5.  

For the WDK, graph complement and context radius r = 4 is used.  
For the 3DDK, the radius to r = 3 is used. 𝛾 parameter in pair-wise shape kernel was 
set to 2.5.  
 

NCI cancer dataset  

NCI HIV dataset 

AUC performance was estimated by a 5-folds cross-validation 

These measures were estimated by a 10-folds cross-validation 



MULTIPLE KERNEL 
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Kernel-based methods 
 

Combine multiple canonical kernels to generate one “multiple kernel” to 
solve one classification problem.   

P: # features 
representations 

Dm: Dim. of feature 
repre. m 

Multi-kernel 
function 

Data 1 Data 2 Data m-1 Data m  

… 
Canonical kernel 
functions 

Combination 
parameters  

Combination 
function 

Gonen, M., & Alpaydın, E. (2011). Multiple kernel learning algorithms. Journal of Machine Learning Research, 12, 2211–2268.  



MULTIPLE KERNEL CONT. 
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Kernel-based methods 
 

1. Learn each kernel para. -> learn combination para.  

2. Learn each kernel para. & combination para at all at once  

Two type of kernel combination parameter learning strategies: 

Part of 
combination 

process 

Part of each 
canonical 
kernels 

Two usage of multiple kernels: 
1. Using multiple kernels to evaluate data from one source 

• Type of kernel functions and parameters are important but non-trivial to 
select 

2. Using multiple kernels to combine data from multiple sources and types    



 The Combination parameter learning method 
 Fixed rules 
 Heuristic 
 Optimization  
 Bayesian inference  
 Iteratively adding in new kernels 

 The kernel combination functional form 
 Linear 
 Nonlinear 
 Data-dependent – different weights for different data 

 The base learner 
 Support vector machines(SVM) 
 support vector regression (SVR) 
 Kernel Fisher discriminant analysis (KFDA) 
 Regularized kernel discriminant analysis (RKDA),  
 kernel ridge regression (KRR)  
 Multinomial probit and  
 Gaussian process (GP) 

KEY PROPERTIES OF MULTIPLE KERNEL LEARNING 

5/22/2013 2012 Fall Big Data Seminar 21 



MULTIPLE KERNEL LEARNING ALGORITHMS 
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Fixed Rules: functions without any parameters and do not need any training. 

A valid kernel can be formed by taking the summation or multiplication of two valid 
kernels.  

Pairwise kernels are proposed to express the similarity between pairs in terms of 
similarities between individual objects.  

Ex> genomic kernel 

Ex> (weighted) sum of different pairwise kernels 



MULTIPLE KERNEL LEARNING ALGORITHMS 
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Heuristic Approaches: parameterized combination function and find the 
parameters of this function generally by heuristic measures on individual 
kernels. 

Ex> weighted linear combination 

𝜋𝑚 is the accuracy obtained using only 𝑲𝑚, and 𝛿 is the threshold that should be 
less than or equal to the minimum of the accuracies obtained from single-kernel 
learners 

Various Heuristic weight 
functions are possible 



MULTIPLE KERNEL LEARNING ALGORITHMS 
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Optimization approaches: use a parameterized combination function and 
learn the parameters by solving an optimization problem. 

EX> Lanckriet et al. (2004a) propose to optimize the kernel alignment as 
follows 

ideal kernel: similarity between two kernels. 



MULTIPLE KERNEL LEARNING ALGORITHMS 
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Bayesian approaches: interpret the kernel combination parameters as 
random variables, put priors on these parameters, and perform inference 
for learning them and the base learner parameters. 

Ex>  



MULTIPLE KERNEL LEARNING ALGORITHMS 
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Boosting approaches: iteratively add a new kernel until the performance 
stops improving 

Ex> Bennett et al. (2002) 

KRR: kernel ridge regression 
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MULTIPLE KERNEL: EXAMPLES 
Kernel-Based methods 
 

Lanckriet, G. R. G., De Bie, T., Cristianini, N., Jordan, M. I., & Noble, W. S. (2004). A statistical framework for genomic data 
fusion. Bioinformatics, 20(16), 2626–35.  

Computational framework for integrating and drawing inferences from a 
collection of genome-wide measurements 

Each dataset is represented via a kernel function, which defines generalized 
similarity relationships between pairs of entities, such as genes or proteins.  

GOAL: Classify a protein as a membrane protein or not 

yeast genome wide datasets 

amino acid 
sequences 

hydrophobicity 
profile 

mRNA 
expression 

protein–protein 
interactions 

similarity 
relationships 
between pairs of 
entities 

partial descriptions of the data 

linear combination 

Parameter selected by convex optimization  



ROC VS PRECISION RECALL 

Slide from The UT Austin, CS 395T, Spring 2008, Prof. William H. Press 

precision recall curve 

ROC (AUC)  







RESULTS: NCI CANCER SCREENING DATASET. 

prediction accuracy 



RESULTS: NCI CANCER SCREENING DATASET. 

ROC AUC values 



RESULTS: NCI CANCER SCREENING DATASET. 

precision/recall curve values 



RESULT: NCI ANTI-HIV SCREENING DATASET 
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