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Abstract In this paper, we present
a new surface content completion
system that can effectively repair
both shape and appearance from
scanned, incomplete point set inputs.
First, geometric holes can be robustly
identified from noisy and defective
data sets without the need for any nor-
mal or orientation information. The
geometry and texture information
of the holes can then be determined
either automatically from the models’
context, or interactively from users’
selection. We use local parameteri-
zations to align patches in order to
extract their curvature-driven digital
signature. After identifying the patch
that most resembles each hole region,
the geometry and texture information
can be completed by warping the
candidate region and gluing it onto
the hole area. The displacement
vector field for the exact alignment
process is computed by solving

a Poisson equation with boundary
conditions. Our experiments show
that the unified framework, founded
upon the techniques of deformable
models, local parameterization, and
PDE modeling, can provide a robust
and elegant solution for content
completion of defective, complex
point surfaces.

Keywords Hole filling · Active
contour method · Poisson equation

1 Introduction

The ever-increasing popularity of data acquisition devices
has made surface completion a critical step in the entire re-
verse engineering pipeline. Considering the different digi-
tizing techniques that are currently available, many optical
devices often produce defective data samples that are sub-
ject to a local absence of data. This incompleteness of
scanned data inputs is mainly due to occlusions, low re-
flectance, or scanner placement constraints, etc. In certain
digital information restoration applications (especially in

archeology), the scanned object (e.g., antiques) itself may
be incomplete and defective because some missing parts
have been ruined during the long historic time span. In
addition, some local surface editing processes may cause
big holes unintentionally. In these cases, both shape and
appearance (texture) information needs to be repaired in
order to facilitate the downstream processing of the digital
content. The surface completion task is a nontrivial pro-
cess, which may often produce unsatisfactory results, and
may require tedious human effort as well. In particular,
if the hole is relatively bigger than a neighboring feature
size, or there is a large missing part in the real object (e.g.,
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ruined sculptures), surface completion would be difficult
to achieve using only the boundary information of the
holes.

Ideally, a set of desirable properties for a general-
purpose surface content completion technique would in-
clude:

– Ability to deal with raw scanned point sets, without
certain specific information (such as surface normals)
or requirements (e.g., data accuracy or density).

– Robustness for defective and incomplete point sets.
– Automatic hole detection under the assumption that

the surface is a closed manifold. If the surface is not
a closed manifold, however, the hole-finding process
should be semi-automatic under user guidance.

– Automatic repair for both the shape and appearance of
the defective point sets.

– The holes should be filled in a way that is minimally
distinguishable from their surrounding regions, both
in shape geometry and appearance modeling. If the
scanned model has enough context information, it
should be automatically filled in the way that conforms
with the natural properties of the model [24]. Other-
wise it should be guided by the user.

In this paper, we present an automatic and interac-
tive system which can repair both shape and appear-
ance of defective point sets. The main idea of this sys-
tem, inspired by [24], is to directly use the context infor-
mation of the model itself, or other models’ geometric
and texture information to complete the defective point
surfaces, via automatic cut-and-paste. We take as input
a set of point samples (possibly noisy) that is assumed
to be a closed manifold without any normal or orienta-
tion information. The point cloud is first pre-processed
by a deformable-model-based region partition approach to
determine the orientations of all the point samples, re-
move outliers and noise, and infer the in-and-out relation-
ship, all in the same stage [31]. Towards this goal, we
use an octree discretization of the original point cloud
data to build its distance field. The holes in the original
point set can be robustly detected using the method of ac-
tive deformable models by seeking all the saddle points
of the unsigned distance field, which will uniquely iden-
tify all the missing parts of the scanned data inputs. The
automatic hole detection algorithm is more robust than
the previous methods that were based on analyzing the
point distribution in each octree cell. Then, we extend the
key idea of context-based surface completion [24] (when
the scanned model contains enough context information)
to conduct model repair for both geometry and appear-
ance.

Rather than analyzing the shape similarities based on
the signed distance fields through volumetric embedding
in [24], we propose to analyze both shape and appearance
similarities solely based on the curvature and color in-

formation of the surface patches. Specifically, we devise
a curvature-centered “digital signature” extracted from the
surface geometry, and use it to identify one patch in the
context of the scanned model that is most similar to the
hole region. The curvature-driven shape signature is an in-
trinsic surface geometric quantity, and it can provide better
performance for geometric shape comparison. Finally, we
solve surface partial differential equations (Poisson equa-
tions) to acquire the “warped” shape and appearance of the
hole region. In contrast to other volumetric PDE-based ap-
proaches, our surface PDE method is much more efficient
and robust.

To the best of our knowledge, our work is the first
attempt to repair both geometry and texture informa-
tion in a single unified framework. This can be only
achieved by using local parameterization, which can fa-
cilitate patch similarity comparison, patch alignment, and
patch warping via a 2D Poisson solver. We perform local
parameterization over the surface patches in each oc-
tree cell up to a certain layer under the condition that
each octree cell contains at most one surface patch that
is homeomorphic to a topological disc. After local pa-
rameterization, the patches can be brought into corres-
pondence, which makes similarity comparison easier, and
geometric and textural information can be warped by solv-
ing the Poisson equations over the surface patches. For
complicated surface patches (or even higher genus local
patches), however, local parameterization becomes infea-
sible. For some special cases where the repaired model
does not have enough context information, or the auto-
matic patch selection can not give a globally meaningful
solution (such as the missing hand of the Santa Claus
model in Fig. 1), our surface completion system allows
user interaction in the whole surface completion pro-
cess.

Fig. 1a,b. Shape and appearance repair of the Santa Claus model
under user manipulation: a automatic hole detection from the de-
fective input point set; b both shape and appearance of the holes are
filled in a way that is minimally distinguishable from the model’s
context
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2 Related work

Surface completion of the scanned point sets needs to
be naturally integrated into a surface reconstruction al-
gorithm. The original point samples can be interpolated
using alpha shapes [2, 9], crusts [1], or balls [3]. These
methods guarantee the interpolation quality under certain
sampling conditions, e.g., in crusts the distance between
two points should be less than the local feature size. [11]
used the signed distance field to reconstruct the surface
from point clouds. [18] used moving least-squares for in-
terpolating, or smoothing scattered-data. [5] used glob-
ally supported radial basis functions (RBFs) to fit data
points by solving a large dense linear system. [21] pro-
posed multi-level partition of unity implicits for construct-
ing a piecewise implicit surface from large-scale point
clouds.

Another class of surface reconstruction methods for
point clouds is called the active contour method (or
deformable models) [14, 30, 31, 33], which has been ex-
ploited extensively in computer vision. Among their many
advantages, deformable models are very robust in dealing
with noisy data sets. In this paper, we also utilize the active
contour method for robustly locating holes.

Surface completion can be also conducted by solv-
ing certain partial differential equations. [7] addressed the
problem of hole filling via isotropic volumetric diffusion,
which can handle geometrically and topologically compli-
cated holes. [16] proposed a variation by using a quadric
approximation of the signed distance function. [27] used
implicit surfaces to fill the holes via geometric partial
differential equations derived from image inpainting algo-
rithms. [6] repaired the surfaces as an optimization process
by minimizing the integral of the square mean curvature.

Most hole filling methods are volumetric methods that
obtain the surface implicitly as the boundary between in-
side and outside volumetric regions. [13] constructed an
inside/outside volume using an octree grid, and repaired
the polygonal meshes by contouring the half-edge loops
surrounding the holes. [20] decomposed the space into
atomic volumes, and utilized the graph cuts to determine
the individual volumes to be inside or outside. Volumet-
ric methods are inappropriate for appearance repair since
the texture is an intrinsic property of the surface that can-
not be embedded in 3D volume. In this paper we use local
parameterization to capture the textural information.

While all of the above methods create a smooth patch
to cover the hole region, context-based approaches re-
pair the holes according to their context information. [25]
warps a given shape model towards the missing region of
the given surface using control points, followed by a fair-
ing step along the boundary of the hole. [24] can auto-
matically choose a local patch that is geometrically similar
to the hole region. [15] filled the holes using a mapping
between the incomplete mesh and a template model. The

completed models are guaranteed to have the same top-
ology as the template. [19] retrieved context models from
a database of 3D shapes, and warped the retrieved models
to conform with the incomplete scanned data. Our ap-
proach in this paper is conceptually similar to [24] for au-
tomatic context-based hole filling. Nonetheless, different
from the volumetric embedding approach taken in [24],
our method is solely based on the intrinsic properties of
the surface (curvatures and colors), in which case not only
geometry, but also appearance information can be repaired
automatically based on context information by only solv-
ing a two-manifold PDE system.

3 System overview

Our surface completion system is mainly composed of the
following three separate parts:
1. Hole detector: given a set of noisy, defective point sam-

ples as input, this part utilizes a deformable-model-
based method to determine the orientation of each
point sample and remove noise. In the meantime, the
holes in the original point cloud can be automatically
detected (Sect. 4) in this stage.

2. Surface patch selector: this part finds the most similar
surface patch to the detected hole based on the octree
discretization. For automatic selection, a curvature-
centered “digital signature” is computed for each local
patch (Sect. 5.2), which can be subsequently em-
ployed for both geometry and appearance comparison
in a quantitative way. If users need to select surface
patches directly, Boolean operations are provided for a
more accurate selection task.

3. Poisson solver: in this part, the best candidate surface
patch and its corresponding boundary are aligned with
the hole region using the colored ICP (iterative clos-
est point) method (Sect. 6.1). Finally, its geometry and
color information are warped one after the other to the
hole region by solving Poisson equations (Sect. 6.2).
Figure 2 shows the general pipeline of our surface

completion system. To achieve efficiency, three kinds of
data structures are constructed as a pre-process. First, we
embed an input point set in an octree structure. Also, the
hierarchical volumetric grid structure is used to construct
the distance field in Sect. 4. Finally, we utilize a kd-tree for
the fast retrieval of neighboring points in our system.

4 Hole detection

We use the active contour method as a pre-processing
stage for the original point set surface. Given a set of
noisy, defective point samples without any normal or
orientation information, the active contour method of [31]
can be utilized to facilitate determining the orientation of
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Fig. 2. The general framework and data pipeline of our surface
completion system

each point sample, removing outliers and noise. We will
show in this paper that the active contour method can also
be utilized for automatic hole detection. In this section, we
will briefly introduce the active contour method and ex-
plain how to utilize it to find the holes. For more details
on its technical settings and applications to orientation de-
termination and removal of outliers, the reader is referred
to [31].

If the input point set, Γ , is assumed to be a closed
manifold, we can naturally divide the volumetric space
into inside and outside regions. The active contour method
is a commonly used approach to determine the inside or
outside of a surface. To avoid leakage through holes, most
deformable models resort to the minimization of certain
strain energies. [31] takes a different approach by launch-
ing two active contours growing at both sides of the hole.
The active contours travel at the same speed and keep the
same distance to the surface, and they will finally collide
at the center of the hole. For any spatial region visually
bounded by a set of surface samples, there exists at least
one space point inside the surface that has a local maximal
unsigned distance field. Therefore, it is sufficient to launch
an active contour seed at each local maximum point be-
sides the one in the outer bounding space. Figure 3 shows
the idea of the active contour method. We launch an active
contour at each local maximum of the unsigned distance
field, as well as in the outer bounding space (Fig. 3 (c)).
The active contours grow and shrink toward the surface
and try to keep the same distance to the surface, and at
the end the whole surface is sandwiched between these ac-
tive contours (Fig. 3 (d)). Please note that the hole region
is sandwiched by an inner and an outer contour, and the

Fig. 3. Active contour method for automatic hole detection

Fig. 4a,b. Automatic hole detection for the incomplete dragon
model: a the original point set with three complicated holes; b the
holes (in blue) are detected automatically

center of the hole is a saddle point of the unsigned distance
field (Fig. 3 (e)).

In our implementation, the continuous unsigned dis-
tance field is discretized onto a volumetric grid. Each grid
point is associated with a distance value, which is defined
as its block distance to the nearest nonempty cell. Each
local maximum grid point initiates an active contour. All
points on the active contours are sorted with a heap by
their distance to the surface, and the furthest point grows
first. This can guarantee that all parts of the active contours
grow with nearly the same distance to the surface. When
the active contours collide, we can check for the distance
value associated with each grid point. If the distance value
is the local maximum, this grid point can be considered
the center of a hole. The performance of this volumetric
approach can be improved by introducing a hierarchical
version of this algorithm (see [31] for more detail), which
allows us to obtain a O(n2 log n) speed, when n is the
diameter of the volumetric grid. Also, we calculate nor-
mal vectors for the latter steps using principal component
analysis (PCA) with neighbor points.
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When a hole Υ is detected, we can identify its bound-
ary ∂Υ by first collecting all the surface points in Γ resid-
ing in the neighborhood of the boundary grid points. We
can check over each point p ∈ Γ , and project the neighbor-
ing points of p onto its tangent plane. If the angle of the
open fan area (the region where no neighboring point re-
sides) is larger than a certain threshold angle, we consider
p as belonging to the boundary of the hole ∂Υ . Figure 4
shows an example of the automatic hole detection for the
incomplete dragon model.

5 Surface patch selection

After the holes of the original point surface have been
identified, they should be filled in a way that is minimally
distinguishable from their surrounding regions while
maintaining certain degrees of continuity with boundaries.
Because there is no information inside the hole region, it
would be better to use the context information obtained
from other regions that do not contain holes. If the original
model has enough context information, holes can be filled
automatically (both shape and appearance) by conform-
ing with the natural properties of the model. This can be
achieved by automatically translating, rotating, and pos-
sibly warping copies of points from another region that is
most similar to the hole region.

Without global parameterization, surfaces lack a natu-
ral intrinsic spatial structure, which can facilitate search-
ing and selecting similar surface regions for the holes. To
tackle this underlying difficulty, we have to resort to a vol-
umetric embedding structure (in this paper we utilize the
hierarchical octree structure) to define where and how to
search for and select adequate patches.

In this paper, we propose to perform local parame-
terization, to compare both the shape and appearance of
the local surface patches discretized by the octree struc-
ture. In Sect. 5.1, we will address the local parameteri-
zation techniques. The patch similarity is based on com-
puting curvature-driven digital signatures, which will be
addressed in Sect. 5.2. In addition, there is no guaran-
tee that this automatic approach will always give the best
solution from a human perspective. Thus, it can be com-
plemented by user intervention. We will address manual
selection issues in Sect. 5.3. The surface patch selection is
performed separately for geometry and texture.

5.1 Local parameterization

In order to compare both the shape and appearance of the
local surface patches Γi ⊂ Γ , we perform local parame-
terization for the surface patches in each octree cell up to
a certain layer λ. λ is determined from the highest layer
of the existing holes, and it should also satisfy the condi-
tion that each octree cell beneath the layer contains at most

one surface patch that is homeomorphic to a topological
disc; otherwise we do not parameterize the “high-genus"
surface patch (genus ≥ 1) and leave it alone. If the sur-
face patch does not contains a hole, several existing local
parameterization methods can be utilized to parameterize
each local patch. In this paper, we utilize the minimum
distortion parameterization method in [34].

Let X : [0, 1]×[0, 1] → Γi be the mapping from a pa-
rameter domain Di to a surface patch Γi . Then the param-
eterization becomes the minimization problem with the
following cost function:

C(X) =
∑

j∈M

{X(sj)− pj}2 + ε

∫

Di

γ(s)d s, (1)

where γ(s) = ∫
θ
( ∂2

∂r2 X s(θ, r))2dθ, and s = (u, v) ∈ Di ,
p ∈ Γi . X s(θ, r) denotes local polar reparameterization

defined as X s(θ, r) = X(s + r[ cos(θ)
sin(θ)

]). The first term

in Eq. 1 represents squared error of the parameterization
given by constraints and the second term estimates the dis-
tortion by integrating the squared curvature γ(x) in the
parameter domain D. Let the inverse mapping of X be
U : Γi → [0, 1]× [0, 1]. To minimize Eq. 1 and to obtain
U , Zwicker et al. [34] proposed a discretization method
under the point cloud setting.

Since the octree cells are aligned with the world co-
ordinate system (instead of the object-space), the surface
patches inside the octree cells can be of arbitrary shape.
For example, in Fig. 5 (a), the local patch inside the octree
cell is “three-sided”. This would make our local surface
parameterization undesirable if it maps an “n-sided” sur-
face patch onto the [0, 1]×[0, 1] parameter domain. This
problem can be remedied by selecting local “four-sided”
patches in an object-space fashion. We use PCA to ob-
tain the principal directions u, v, w of the local patch,
where the origin o of these local axes resides at its cen-
ter of mass. Given a user-specified patch length L, we can
check if a point p belongs to the “four-sided” local patch
by testing if −→op ·u ≤ L and −→op ·v ≤ L, where −→op = p −

Fig. 5. a A local surface patch inside the octree cell; b automatically
selecting local “four-sided” surface patches to facilitate local pa-
rameterization
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o. The checking process can start from o. If it belongs
to the “four-sided” local patch, we can continue to check
its neighbors in a recursive way. The four farthest corner
points can be set as positional constraints in the first term
of Eq. 1 (see Fig. 5 (b)).

If the surface patch contains holes, the distortion part
in (Eq. 1) is hard to estimate around the hole boundary
∂Υ . We parameterize Γi by fixing parameter values of hole
boundary using the reference plane fitted by the points in
Γi . Let nh be the number of holes in Γ and the k-th hole
Υ k

i be contained in the surface patch Γi . We use PCA to
obtain the principal directions u, v, w of Γi , where the
local reference plane is spanned in the u and v directions.
Having the reference plane as a parameter domain Di , we
can calculate parameter values of points p ∈ ∂Υ k

i by dir-
ect projection (see Fig. 6). After obtaining the parameter
values for the boundary points in Υ k

i , we can set them as
additional constraints (first term) in Eq. 1, and obtain the
parameter values for the other points in Γi .

Fig. 6. Local parameterization of patches with a hole

5.2 Automatic selection

After local parameterization, we can compare the sur-
face patches based on their curvature (Sect. 5.2.1) and
color information by computing their “digital signatures”
(Sect. 5.2.2). The selected best-matching patch can be
warped to the hole region by solving Poisson equations
(Sect. 6) directly over the surface patches.

5.2.1 Curvature estimation

We can analyze both geometry and texture similarities
based on the curvature and color information of the
patches discretized by the octree structure. Color informa-
tion at each point for comparing appearance is typically
given by the scanned data. Curvature values for comparing
geometry need to be estimated at each point. For triangu-
lar meshes, there are several existing methods [22, 26] to
estimate surface curvatures that are quite stable with noisy

data using wide neighbor area and weights. In this paper,
we take the similar normal voting approach of [22] to ap-
proximate the surface curvature at each point in the point
cloud.

Let κp(Tθ) be the surface normal curvature at point p
in the unit length tangent direction Tθ . The symmetric ma-
trix:

Mp = 1

2π

π∫

−π

κp(Tθ)TθTt
θ dθ (2)

has eigenvectors that are equivalent to the principal direc-
tions {T1, T2}, and its eigenvalues {m1

p, m2
p} are related to

the principal curvatures {κ1
p, κ2

p} as:

κ1
p = 3m1

p −m2
p, κ2

p = 3m2
p −m1

p. (3)

Note that the normal vector Np is another eigenvector of
Mp associated with the eigenvalue 0.

In our discretized point cloud setting, we consider the
local neighborhood {q1, ..., qm} around p to estimate the
principal curvature of the surface at point p. For each
neighboring point qi , we estimate the normal curvature at
point p as:

κi = ∆ϑi

∆s
, (4)

where ϑi is the turning angle, and s is the arc length (see
Fig. 7). We project the normal of qi (denoted as Nqi ) onto
the plane Πi that contains Np, p, and qi , to obtain the pro-
jected vector Ñqi . ∆ϑi is the change in turning angle, and
it can be computed as:

cos(∆ϑi) = Np · Ñqi

||Ñqi ||
. (5)

The change in arc length ∆s can be estimated as the
geodesic distance from qi to p.

After computing the directional normal curvature from
each neighboring point qi , we can approximate Eq. 2 as:

M̃p = 1

2π

∑
ωiκi TiTt

i , (6)

Fig. 7. Normal voting for curvature estimation
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where the weight ωi must satisfy the constraint
∑

ωi =
2π. By analyzing the eigenvalues of M̃p, we can estimate
the principal curvatures from (Eq. 3).

5.2.2 Finding similar patches

After parameterization, the local patches cannot be di-
rectly compared with the hole patch, since the hole region
contains no geometric/textural information. The compar-
ison has to be performed outside the hole region based
on its parametric correspondence (see Fig. 8). However,
there is still an extra degree of freedom to rotate the
local patches on their parametric plane before compari-
son. To tackle this problem, we quantize the local para-
metric orientation to 24 discrete angles, i.e., i ×15◦, i =
0, 1, . . . , 23. We rotate the local patches on their paramet-
ric plane, and pre-compute 24 different rotated parametric
copies of the same patch. Due to the symmetry about the
uv axis, we can save memory space by storing only six
rotated copies at each octree cell. Similar strategies of pre-
processing textures are used in [28, 29].

To find similar patches, we use curvature information
for geometry comparison and (R, G, B) color values for
appearance. We select several signatures, which represent
both the geometry and color information of a given patch.
For geometry, we select six signatures ( f1, . . . , f6) re-
lated to the curvatures, considering the fact that the cur-
vatures are the intrinsic geometric properties of a surface
patch. They are defined as:

f1 =
∑

j κ1 j

ni
, f2 = maxj{κ1 j}, f3 = minj{κ1 j}

f4 =
∑

j κ2 j

ni
, f5 = maxj{κ2 j}, f6 = minj{κ2 j} ,

(7)

where κ1 j is the maximum curvature of pj ∈ Γi , κ2 j is
the minimum curvature of pj , and ni is the number of

Fig. 8. Surface patch comparison outside the hole region

points in Γi . For texture comparison, we use nine signa-
ture values, g1, ..., g9, which represent the average, the
maximum, and the minimum color value of R, G, B, re-
spectively.

Given a hole patch Υk, (k ∈ {0, ..., nh}), we need to
compare it with other surface patches Γi, (i = 0, ..., nλ)

using signatures. The similarity function S( f Υk
j , f Γi

j ) (Sj
for short) can be defined as:

Sj =
(

1− dj

dmax, j

)r

, (8)

where f Υk
j is the j-th signature value of the patch Υk,

dj = | f Υk
j − f Γi

j |, dmax, j = maxj{dj}, j = 0, . . . , ni. r rep-
resents the sensitivity of S along dj , and we simply set
r = 2.

Then, the similarity between two surface patches is de-
fined as a normalized value of the weighted sum, which is
obtained by comparing each signature:

similarity(Υk, Γi) =
∑

j wjSj∑
j wj

, (9)

After calculating the similarity value of each surface
patch, we can find the most similar patch Γi∗ , which has
the maximum similarity value as a candidate to fill Υ .
However, the automatic approach may not always guar-
antee the best results from a human perspective. So, our
algorithm can provide several candidates that have the
maximum similarity values, and the users can select one of
them as Γi∗ . Also, the most similar patches are not neces-
sarily the same for geometry and texture filling, so we can
find different Γi∗ for geometry and texture separately.

5.3 Manual selection

The automatic selection approach based on local param-
eterization works very well for local surface patches that
are relatively flat and simple. For complicated local geom-
etry such as the claw of the dragon model in Fig. 9, how-
ever, local parameterization would face severe stretch and
distortion, which make it inappropriate for subsequent
processing. In some surface completion tasks, the scanned
model doesn’t have enough context information, or the
automatic selection in Sect. 5.2 may not give a global solu-
tion because of the octree structure. For example, in Fig. 1,
the octree discretization cannot give any plausible solu-
tion for the missing hand of the Santa Claus model without
user intervention. In our system, we provide efficient and
accurate user interaction techniques to handle incomplete
point sets.

Let us assume that a 3D closed curve C located on the
surface patch is given by a user, and this curve separates
the input point set into two parts. We want to find these
two parts divided by C. Because there is no connectivity
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Fig. 9a,b. Repairing the dragon model by user manipulation; a the
user selects the most similar regions (orange region) from the mod-
el’s context; b the final repaired model

between pure points, we embed Γ and C into the volumet-
ric grids used in Sect. 4 for efficiency. We visit the grid
points in two opposite directions starting from the cells in-
tersecting C. The grid points that we visit are only limited
to those that sandwich the point surface. The front propa-
gation on the narrow band grids is similar to the tangential
flow approach, and [17] also suggest a similar technique
in 2D. Based on the assumption that the input point set
is obtained from a two-manifold surface model, this front
propagation works very well in all of our experiments.
Figure 9 shows an example of surface completion based
on user manipulation.

5.4 Boundary detection

The hole filling process introduced in Sect. 6 is basi-
cally achieved by translating, rotating, and possibly warp-
ing copies of the points from the selected region to the
target hole region based on their boundary information.
At this stage, the boundary of the selected patch ∂Γi∗
should be detected. The same technique used in Sect. 4
can be applied to decide whether a point in Γi∗ belongs to
∂Γi∗ or not. Because there may be several closed bound-
ary curves in one patch, we need to check and sepa-
rate them. Let us assume that if p1 and p2 belong to
different boundary curves then dist(p1, p2) > r, where
dist(p1, p2) is the Euclidean distance between p1 and p2,
and r is the tolerance value. We construct a Euclidean min-
imum spanning tree (EMST) of boundary points. Then
we examine each edge of the EMST, and cut those edges
longer than r (see Fig. 10). The remaining connected
points compose the closed boundary curves. Actually, the
points in the remaining EMST are not connected to form
closed curves. However, we can simply collect all the
separated boundary points, since their connectivity in-

Fig. 10. The Euclidean minimum spanning tree (EMST) and
boundary curve separation

formation is not needed for the patch alignment process
later (Sect. 6.1).

6 Filling holes

Before filling a hole with the selected copy region, the ini-
tial alignment of these two regions should be performed
with respect to a rigid body transformation (Sect. 6.1).
After initial alignment between the selected context patch
and the original hole-region, there may be still some
gaps that cannot be further reduced by rigid body trans-
formation. At this moment, the Poisson equation is used
to solve for the remaining displacement field (Sects. 6.2
and 6.3). The displacement field is generally smooth based
on the Poisson equation. However, their geometric and
textural detail/sharp features are maintained as much as
possible, since they are input as the guidance field in the
Poisson equation, and can be preserved in a least squared
sense. A hole filling step is also performed twice for
geometry and texture, respectively.

6.1 Initial alignment

Because we have no point in the hole, the transformation
from ∂Γi∗ to ∂Υ should be performed to align the copy re-
gion with the hole. Here, ∂Υ is the banded point surface
region around the hole, and ∂Γi∗ is the set of points on Γi∗
corresponding to ∂Υ . In our current work, we use the ICP
method, which gives a quite reasonable result for the reg-
istration between two banded regions. Since ICP does not
work when the two point sets are not close, we align the
centroid of two point sets and coordinates of two OBBs
first. Also, normal information is used to check whether
the copy patch is turned over. Let T be the (4×4) matrix
that represents rigid body transformation. Let qj ∈ ∂Γi∗ be
the nearest point of pj ∈ ∂Υ , and the distance between two
point sets be defined as:

d(∂Υ, ∂Γi∗) =
∑

j

||pj −qj ||2. (10)

The traditional ICP method finds the matrix T that satis-
fies:

min
T

d(∂Υ, T∂Γi∗). (11)
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A similar procedure can be applied to the texture align-
ment by modifying the distance between two points p1 =
(x1, y1, z1, r1, g1, b1) and p2 = (x2, y2, z2, r2, g2, b2) to
include additional color information. We use the following
distance measure, similar to the colored ICP method [12]:

d6(p1, p2) =
⎡

⎣
(x1 − x2)

2 +w1(r1 −r2)
2+

(y1 − y2)
2 +w2(g1 − g2)

2+
(z1 − z2)

2 +w3(b1 −b2)
2

⎤

⎦

1
2

. (12)

In our experiments we choose w1 = w2 = w3 = 1/3.
Because this initial alignment uses only boundary re-

gions, it may not give the most appropriate solution con-
forming with the model’s context. (E.g., in Fig. 1, the
copied hand of the Santa Claus model would need a mirror
reflection before the final warping.) If the alignment is not
appropriate according to the overall context, users can ro-
tate, translate, or symmetrically reflect the patch after the
automatic alignment process.

6.2 Poisson model

Partial differential equation (PDE) techniques have been
widely used in many visual computing applications. The
PDE methods model graphical objects as solutions of cer-
tain elliptic PDEs with boundary constraints. The PDE
model uses only boundary conditions to recover all of the
hole interior information and offers high-order continuity,
as well as energy minimization properties. Both the geom-
etry and color information of the surface patch that has
highest similarity can be blended with the hole patch by
solving PDEs.

In our implementation, to merge two point sets smoothly
with boundary conditions, we choose the Poisson equa-
tion with Dirichlet boundary conditions [23, 32], which is
a second-order PDE and can be solved more efficiently:

∇2 f = div h over Ω, with f |∂Ω = f ∗|∂Ω, (13)

where h is the guidance vector field, ∇2 = ( ∂2

∂x2 + ∂2

∂y2 +
∂2

∂z2 ), and div h is the divergence of h. It can be verified
that the Poisson equation (Eq. 13) is the solution of the
minimization problem:

min
f

∫

Ω

|∇ f −h|2, with f |∂Ω = f ∗|∂Ω, (14)

If the guidance field h is the gradient of some guidance
function g (i.e., h = ∇g), we can define a correction func-
tion f̃ = f −g. In this way, the Poisson equation becomes
the Laplacian equation with boundary conditions:

∇2 f̃ = 0 over Ω, with f̃ |∂Ω = ( f ∗ − g)|∂Ω, (15)

In our hole filling problem, the guidance function g can be
simply the geometry and color information of the selected
surface patch (see Fig. 11).

Fig. 11. The selected “most” similar patch is warped to the hole
patch by solving a Poisson equation, where the guidance function
g is simply the geometry and texture information of the selected
patch

Fig. 12. Local umbrella operator for computing the Laplacian at
each point

6.3 Poisson solver

The Laplacian equation (Eq. 15) can be solved directly on
the point sampled surfaces. It can be discretized over both
the selected surface patch and the hole patch on each point
sample. To specify the boundary condition, each point
p ∈ ∂Γi∗ is mapped to the nearest point in ∂Υ before eval-
uation.

The discretization of Eq. 15 simply means the dis-
cretization of the Laplacian operator ∇2 f̄ , which can be
approximated using the scale-dependent umbrella opera-
tor [8]:

U(pi) =
n∑

j=0

εpi ,qj ( f̄ (qj)− f̄ (pi)), (16)

where n is the number of neighboring points of pi , qj ∈
N(pi), and the weights εpi ,qj = 1

‖qj−pi‖/
∑n

k=0
1

‖qk−pi‖
are in inverse proportion to their distances. Figure 12 de-
scribes the meaning of this operator.

Now, by applying Eq. 16 with position and color values
to all the points p ∈ Γi∗ , we can formulate a sparse linear
system A f̄ = b, which can be solved numerically using
a conjugate gradient method.

7 Experimental results

Our system is implemented on a Microsoft Windows XP
PC with Xeon 2.80 GHz CPU, 2.00 GB of RAM. We
tested our system on several incomplete point surfaces,
and recorded the statistics of our system’s performance in
Table 1. Figure 13 shows an example of a scanned Bud-
dha model with one large hole, which is detected and filled
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Table 1. The time performance of our shape and appearance com-
pletion algorithm (in seconds)

Model Points Holes Param. Finding Filling

Buddha 13,942 1 No 131 s 16 s
Chameleon 99,835 1 Yes 193 s 108 s

Dragon 52,982 3 No 53 s 32 s
Female 123,369 3 No 62 s 89 s

Iphigenie 144,622 3 Yes 104 s 361 s
Male 145,177 6 Yes 153 s 653 s

Rocker arm 39,501 1 Yes 103 s 87 s
Santa 71,438 3 No 67 s 78 s

Fig. 13a–d. Repairing the Buddha model under user manipulation;
a the original point set with one large hole; b automatic hole de-
tection (with hole boundary in yellow); c the selected surface patch
(only for shape) is rendered in white and the corresponding bound-
ary in red; d final result

Fig. 14a,b. Repairing the sharp feature of the rocker arm model
automatically: a the original point set with one hole; b the sharp
feature is repaired from the model’s context

automatically. The shape and appearance of the missing
part is completed with details taken from the existing parts
of the body. The sharp feature of rocker arm model in
Fig. 14 can be also repaired gracefully and automatically
based on its context information. The Iphigenie model
(Fig. 15) and the male model (Fig. 16) are both non-trivial
examples with several complicated missing parts, which
are all detected and repaired automatically conforming to
their context information based on the local parameteri-
zation. Also, very complicated texture of the chameleon
model (Fig. 17) is repaired from model’s context using
same method. The local parameterization approach can

Fig. 15a–c. Automatically repairing the Iphigenie model based on
local parameterization: a the original point surface with several
missing parts; b the holes are detected automatically (with hole
boundary points drawn in red); c the model is repaired conforming
to the context information based on local parameterization

Fig. 16a,b. Automatic shape and appearance repair based on local
parameterization: a the holes in the original point set can be de-
tected automatically; the points near the hole boundaries are ren-
dered in red. b both the shape and appearance of the hole regions
can be repaired based on local parameterization

only handle relatively simple holes and is not suitable for
repairing the hand of the Santa Claus model (Fig. 1), the
claw of the dragon model (Fig. 9), or the foot of the female
model (Fig. 18). The missing parts in all these models are
very complicated, making them inappropriate for local pa-
rameterization. The holes of these models are all detected
automatically using our active contour approach. The hand
of Santa Claus, the claw of the dragon, and the foot of the
female model are repaired interactively by user manipu-
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Fig. 17a,b. Automatically repairing shape and appearance of the chameleon model; a the red points are near the boundary of the hole;
b complicated texture information can be repaired from the model’s context based on local parameterization

Fig. 18a–d. Repairing the female model under user manipulation: a the original point set with three complicated holes; b automatic
hole detection (with hole boundary in yellow); c the selected surface patch (only for shape) is rendered in yellow and the corresponding
boundary in blue; d final result

lation, while other relatively “flat” holes are repaired au-
tomatically conforming to their context information based
on local parameterization.

The number of surface patches used in Sect. 5.2.2 is
dependent on the level of the octree. In the case of the
Iphigenie model, an average of 282 patches are used for
comparison. These results may be affected by some deci-
sion parameters that are introduced at several stages. In the
hole detection stage, user-defined threshold is needed to
detect boundaries. When estimating curvature, the neigh-
borhood size is an important parameter, which we set as
nine for our experiments. Also, the weights to calculate
similarity in (Eq. 9) and color ICP in (Eq. 12) are simply
set as equal average values.

8 Conclusion

In this paper we have developed a novel surface con-
tent completion system that can repair both shape and
appearance of incomplete point set inputs. The entire

model repair pipeline consists of hole detection, auto-
matic/interactive patch selection, and hole filling via the
cut-and-paste operation. We utilize the active contour
method to facilitate robust hole detection from the noisy
and defective data sets. Our surface content completion
enables automatic context-based geometry and texture
filling simultaneously. We use boundaries to align the
local patches and to solve Poisson equations for warp-
ing the patch to cover the hole region and to achieve
a smooth transition across the hole boundary. Local pa-
rameterization is utilized to facilitate automatic patch
selection, alignment, and the warping process. Com-
pared with other existing work on surface completion,
our method can automatically repair color information
in addition to just geometry, and can achieve better ef-
ficiency, since all these operations are performed on a
local 2D parameterization domain rather than on the
volume through the volumetric-embedding mechanism.
Our surface completion framework and its constituents
are of particular value to computer graphics applica-
tions such as model reconstruction and shape model-
ing.
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