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Abstract
In graph-oriented machine learning research, $L_1$ graph is an efficient way to represent the connections of input data samples. Its construction algorithm is based on a numerical optimization motivated by Compressive Sensing theory. As a result, it is a nonparametric method which is highly demanded. However, the information of data such as geometry structure and density distribution are ignored. In this paper, we propose a Structure Aware (SA) $L_1$ graph to improve the data clustering performance by capturing the manifold structure of input data. We use a local dictionary for each datum while calculating its sparse coefficients. $L_1$ graph not only preserves the locality of data but also captures the geometry structure of data. The experimental results show that our new algorithm has better clustering performance than $L_1$ graph.

Introduction
$L_1$ graph was proposed by Cheng et al. (Cheng et al. 2010), with an initial goal for Image Classification. It was presented as an alternative graph representation of input data samples for graph-oriented machine learning tasks. Comparing to existing popular graph representation methods such as $k$-nearest neighbor graph and $\epsilon$-ball graph, the $L_1$ graph was a parametric free method and the user didn’t need to tune parameters like $k$ or $\epsilon$ for best learning performance. Except for this predominant feature, experiment results also show that $L_1$ graph has following three advantages: (1) robustness to noise; (2) sparsity; (3) datum-adaptive neighbors. (Cheng et al. 2010).

Although $L_1$ graph has so many decent advantages, we notice that the construction algorithm of it is a pure numerical result from $L_1$ minimization and based on Compressed Sensing theory. This numerical process brings the non-parametric characteristic to $L_1$ graph but ignores the intrinsic physical information of input data. Recently, researchers in machine learning area propose several new $L_1$ graph construction methods to improve the learning performance by exploiting the input data. For example, Zhou et al. propose $k$-nearest neighbor fused lasso graph by regularizing the sparse codes(or coefficients) of $k$-nearest neighbors (Zhou, Lu, and Peng 2013). Fang et al. add the auto-grouped effect to $L_1$ graph by applying two sparse regularizations: Elastic net and Octagonal Shrinkage and Clustering Algorithm for Regression (OSCAR) (Fang et al. 2015). Han et al. use a reduced size dictionary to preserve the locality for data clustering applications (Han et al. 2015). Yang et al. use the Graph Laplacian regularization to improve the quality of $L_1$ graph by exploiting the geometry structure information of input data (Yang et al. 2014).

Another less attractive aspect of $L_1$ graph construction algorithm is the normalization of dictionary. While calculating the sparse coefficient (or $L_1$ minimization), it requires all dictionary atoms (or data sample) to have unit length. Usually, we use $L_2$ normalization. This normalization process project all atoms to unit hypersphere and eliminates the locality information of data as show by figure 1. As we can see, the neighborhood information is changed after normalization.

In this paper, we propose a structure aware (SA) $L_1$ graph to continue to improve the data clustering performance. Comparing to the strategy of adding regularization terms, we choose to search a local dictionary for each data sample while calculating the sparse coefficients. Unlike the method described in (Han et al. 2015) which use the $k$-nearest neighbor as dictionary, we select atoms following the intrinsic manifold structure of data. The advantage of our selection is that it not only preserves the locality, but also captures the geometry structure of data (figure 2). As pointed out by (Yang et al. 2014), in many real applications, high-dimensional data always reside on or close to an intrinsically low dimensional manifold embedded in the high-dimensional ambient space. This is the fundamental assumption of manifold learning and also emphasizes the importance of utilizing manifold struc-
Algorithm

The basic idea of $L_1$ graph is to find a sparse coefficient (or coding) for each data sample. Given dataset $X = [x_1, x_2, \ldots, x_n]$, where $x_i \in \mathbb{R}^m$, $i \in \{1, \ldots, n\}$ is a vector which represents a data sample. The sparse coefficient $\alpha_i \in \mathbb{R}^{n-1}$ of $x_i$ is calculated by following $L_1$ minimization process:

$$\min_{\alpha_i} \|\alpha_i\|_1 \text{ subject to } x_i = \Phi^i \alpha_i, \alpha_i \geq 0.$$  \hspace{1cm} (1)

We put constrain $\alpha_i \geq 0$ here to let coefficients have physical meaning of similarity. In original $L_1$ graph construction algorithm, the dictionary $\Phi^i = [x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n]$. Here, we select $K$ atoms $\hat{\Phi}^i = [\hat{x}_1, \ldots, \hat{x}_K]$ from $\Phi^i$ by using manifold ranking scores (Zhou et al. 2004) (Xu et al. 2011). The algorithm can be described as Algorithm 1.

We use the closed form solution to calculate the manifold ranking scores for all data samples:

$$F = (I - \alpha S)^{-1},$$  \hspace{1cm} (2)

where $S$ is the Graph Laplacian matrix and we use Gaussian Kernel here. Each column of $F$ is the relative manifold ranking scores of data sample $x_i$.

Experimental Results

To evaluate the performance of our proposed algorithm, we exam it through spectral clustering applications and compare it to different graphs: Gaussian similarity (GS) graph and $L_1$ graph. Six UCI datasets are selected. The clustering performance is measured by Normalized Mutual Information (NMI) and Accuracy (AC). In our experiment setting, we select $\alpha = 0.99$ for manifold ranking, and $K$ equals to $10\%$, $20\%$ and $30\%$ percent of total number of data samples. Our experiment results show that SA-$L_1$ graph has better clustering performance than $L_1$ graph generally.
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