


Lecture Topic Projects 
1 Intro, schedule, and logistics    
2 Applications of visual analytics, basic tasks, data types    
3 Introduction to D3, basic vis techniques for non-spatial data Project #1 out  
4 Data assimilation and preparation   
5 Bias in visualization   
6 Data reduction  and dimension reduction 

7 Visual perception and cognition Project #1 due 
8 Visual design and aesthetics Project #2 out 
9 Python/Flask hands-on   

10 Cluster analysis: numerical data   
11 Cluster analysis: categorical data    
12 Foundations of scientific and medical visualization  

13 Computer graphics and volume rendering Project #2 due 
14 Scientific and medical visualization  Project #3 out 
15 High-dimensional data, dimensionality reduction 
16 Big data: data reduction, summarization 
17 Correlation and causal modeling Project #3 due 
18 Principles of interaction    
19 Midterm #1   
20 Visual analytics and the visual sense making process  Final project proposal due 
21 Evaluation and user studies   
22 Visualization of time-varying and time-series data 
23 Visualization of streaming data   
24 Visualization of graph data Final Project preliminary report due 
25 Visualization of text data   
26 Midterm #2   
27 Data journalism   

Final project presentations Final Project slides and final report due 



Often obtained by scanning 

 for example, X-ray CT  





aneurism broken jaw 

carotid arteries Which do you prefer: 2D or 3D 





Estimate sample values via interpolation   



𝑓𝑣 = 𝑓1(1 − 𝑝)(1 − 𝑞)(1 − 𝑟) + 𝑓2 𝑝 1 − 𝑞 1 − 𝑟 + 

          𝑓3(𝑝)(𝑞)(1 − 𝑟) + 𝑓4 1 − 𝑝 𝑞 1 − 𝑟 + 

𝑓5 1 − 𝑝 1 − 𝑞 𝑟 + 𝑓6 𝑝 1 − 𝑞 𝑟 + 
𝑓7 𝑝 𝑞 𝑟 + 𝑓8(1 − 𝑝)(𝑞)(𝑟) 
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We learned about RGB 

 

There is one more channel – opacity (A) 

 gives RGBA color 

 opacity (A) = 1 – transparency (T) 

 range [0.0 … 1.0]  

 

Opacity (A) multiplied by RGB creates a weighting effect 
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Front-to-back rendering Back-to-front rendering 











Why is front-to-back rendering better? 

 early ray termination – terminate a ray when A>0.90 

 

 

 

 

 empty-space skipping – jump across empty space quickly  

 

 

 













When hitting a surface set A< 1.0 

 ray marches on  

 inner structures can be seen 
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Transfer Functions: Multi-Dimensional 

gradient 
magnitude 

data (CT) value 
Boundaries in volume create 
arches in (value,gradient) 
domain [Kindlmann 98]  

Arches guide placement of 
opacity to emphasize material 

interfaces [Kniss 01]  
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Transfer Functions: Multi-Dimensional 

• Boundaries can be 
described in terms of: 
– maximum in 1st 
derivative 
– zero-crossing in 2nd 
derivative 

• Semi-automatic 
classification possible 
in clean data 
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Transfer Functions: Multi-Dimensional 

Dual-domain 

interaction: 
[Kniss 01] 

Changes to 

transfer 

function 

New 

Rendering 
Actions in 

spatial 

domain 

New 

transfer 

function 

Make features 

opaque by 

pointing at them 
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Multi-Dimensional Transfer Functions 
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Multi-Dimensional Transfer Functions 
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Transfer Functions: Clinical Practice 

A single slider bar is most appreciated [Rezk-Salama Vis06] 

 

 

 

 

 

 

Enables doctors to quickly fine-tune the transfer function for 
specific objects 

• works since in CT usually only small deviations exist 

• but these require complex interactions in the transfer 
function domain 
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Parameter Mapping Approach (1) 

Typical transfer function parameterization: 

 

 

 

Datasets typically only deviate modestly from this 

• but in complex ways  

• meaning, lots of tweaking is required 
                                                                                                              [Rezk-Salama Vis06] 
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Parameter Mapping Approach (2) 

We can learn these deviations by 
observing a few datasets  

• encode the parameters into an N-
D vector 

• find the principal component of the 
vectors (the main Eigenvector) 

• project all other vectors onto this 
Eigenvector 

• the min and max then represent 
the min and max of the slider 

[Rezk-Salama Vis06] 


