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ABSTRACT 
We describe a Visual Analytics (VA) infrastructure, rooted on 
techniques in machine learning and logic-based deductive reason-
ing that will assist analysts to make sense of large, complex data 
sets by facilitating the generation and validation of models repre-
senting relationships in the data. We use Logic Programming (LP) 
as the underlying computing machinery to encode the relations as 
rules and facts and compute with them. A unique aspect of our 
approach is that the LP rules are automatically learned, using 
Inductive Logic Programming, from examples of data that the 
analyst deems interesting when viewing the data in the high-
dimensional visualization interface. Using this system, analysts 
will be able to construct models of arbitrary relationships in the 
data, explore the data for scenarios that fit the model, refine the 
model if necessary, and query the model to automatically analyze 
incoming (future) data exhibiting the encoded relationships. In 
other words it will support both model-driven data exploration, as 
well as data-driven model evolution. More importantly, by basing 
the construction of models on techniques from machine learning 
and logic-based deduction, the VA process will be both flexible in 
terms of modeling arbitrary, user-driven relationships in the data 
as well as readily scale across different data domains.  
 
KEYWORDS: Visual Analytics, Knowledge Discovery, Visual 
Clustering, Machine Learning, Grand Tour, High-dimensional 
Data, Network Security. 
 
INDEX TERMS: H.5.2 [Information Interfaces and Presentation]: 
User Interfaces—Graphical user interfaces; I.2.6 [Artificial Intel-
ligence]: Learning—Concept Learning; I.5.3 [Pattern Recogni-
tion]: Clustering—Similarity Measures. 

1 INTRODUCTION 
Modern day enterprises, be they commerce, government, science, 
engineering or medical, have to cope with voluminous amounts of 
data. Effective decision making based on large, dynamic datasets 
with many parameters requires a conceptual high-level under-
standing of the data. Acquiring such an understanding is a diffi-
cult problem, especially in the presence of incomplete, inconsis-
tent, and noisy data acquired from disparate real-world sources. 
To make progress on this problem one must draw on the comple-
mentary strengths of computing machinery and human insight. 

Recognizing this promising human-computer synergy, Visual 
Analytics (VA), defined as the science of analytical reasoning 
facilitated by interactive visual interfaces [22], has become a ma-
jor development thrust. It seeks to engage the fast visual circuitry 
of the human brain to quickly find relations in complex data, trig-

ger creative thoughts, and use these elements to steer the underly-
ing computational analysis processes towards the extraction of 
new information for further insight. VA has widespread applica-
tions, such as homeland security, the financial industry and inter-
net security among others. Research papers and tools related to 
VA are beginning to emerge (see e.g. [1][20][23]). 

However, thus far the main emphasis in VA has been mostly on 
visualization, data management, and user interfaces (see e.g. [5] 
and other work mentioned in the following). As far as analytical 
computing goes, VA research has mainly focused on relatively 
low-level tasks, such as image [24] and video [12] analysis and 
database operations [21].  In today’s VA systems, it is the human 
analyst who performs the actual reasoning and abstraction. Obvi-
ously this type of workflow is of limited scalability in terms of 
reasoning chain complexity. While there has been recent promis-
ing work on explicit knowledge management [25], this system has 
been mainly designed to help users shape and keep track of 
emerging insight, but not to derive higher-level models from the 
data. In this paper, we present a framework that allows human 
analysts to off-load some of the reasoning to a computational 
analyst. Collaboration with this machine agent occurs by pointing 
out interesting data patterns discovered in the visual interface. 

The VA infrastructure we describe is rooted on techniques in 
machine learning and logic-based deductive reasoning. They 
assist analysts in making sense of large data sets by facilitating the 
generation and validation of models representing relationships in 
the data. By basing the construction of models on techniques from 
machine learning and logic-based deduction, the VA process will 
both be flexible in terms of modeling arbitrary, user-driven rela-
tionships in data and it will readily scale across different data 
domains.  

Locating patterns in high-dimensional space via visual inspec-
tion can be challenging. The method of parallel coordinates (PC) 
[8], which has seen various refinements in recent years (see 
e.g.,[17]), maps a high-dimensional point into a piece-wise linear 
line that spans the vertical dimension axes. With PC, clusters can 
be isolated by brushing the appropriate data axes. There are, how-
ever, certain limits on the spatial complexity of the clusters. Scat-
ter plots, on the other hand, provide an intuitive way to observe 
possibly arbitrarily complex relationships. However, in most ap-
plications, scatter plots are confined to projections onto two data 
axes at a time, and in order to view higher-order relationships 
spanning more than two dimensions, the associated projections 
must be serialized, viewed as a matrix, or be stacked [10].  

We seek a visual interface that allows users to point out arbi-
trary high-dimensional patterns in a more direct manner. An early 
high-dimensional exploration paradigm providing a combined 
scatter plot of an arbitrary number of variables is the Grand Tour 
(GT) [2], which is part of the GGobi package [19]. The user is 
guided through hyper-space along a trajectory that is decided 
along the way by selecting the maximum of a given projection 
pursuit metric. The user stops when the current view point is the 
local maximum of this metric. While traveling, the user views 
projections (in form of scatter plots) of the data onto a 2D hyper-
plane. In GT the motion parallax resulting from the quick but 
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Figure 1: The overview of our sys-
tem:  
a. Visualize the dataset  
b. Provide examples. 
c. Learn rules.  
d. Return and display results. 
Steps b, c, d continue in a loop till 
the user is satisfied with the rule.   
e. Add rule to the knowledge base. 

continuous transition of hyper-plane projections provides a very 
compelling experience for getting a sense of the high-dimensional 
structure of the data. We present an autonomous high-dimensional 
navigation interface augmented with intuitive navigation aids that 
allows the user to fluently control the orientation of the projection 
hyper-plane, utilizing the resulting motion parallax to explore 
high-dimensional neighborhoods in an insightful manner.  

Our paper is structured as follows. In Section 2, we discuss ex-
isting VA work relevant to ours. Section 3 provides technical 
preliminaries and gives an overview of our approach. In Section 4 
we describe our model learning framework, while Section 5 de-
scribes our high-dimensional visual data navigation and pattern 
painting interface. Section 6 demonstrates the use of our VA 
framework for the learning of new models from user-suggested 
data examples within a few representative application scenarios. 
Section 7 provides details on how to generalize our approach to a 
wider field of applications and ends with conclusions.  

2 RELATED WORK 
Learning models from patterns is an active research topic in vari-
ous branches of computer vision. But there the pattern examples 
in most cases originate directly from image analysis, promoting 
unsupervised learning where subtle anomalies (the unexpected 
data) or new families of patterns which the model parameters 
cannot capture often go undetected or are misunderstood. Visual 
analytics, on the other hand, aims to be more flexible in the data 
constellations encountered, appealing to the complex pattern rec-
ognition apparatus of humans and their intuition, creativity, and 
expert knowledge to point out unusual configurations for further 
testing and model refinement. Papers recognizing this potential 
have been sparse, but are currently emerging. Janoos et al. [9] 
used a visual analytics approach to learn models of pedestrian 
motion patterns from video surveillance data, in order to distin-
guish typical from unusual behavior in order to flag security 
breaches in outdoor environments. Their semi-supervised learning 
approach in which users interact with video stream data improves 
upon the standard unsupervised learning schemes that are typi-
cally used in these scenarios (see for example [13]) allowing per-
sonnel to better train the models used for anomaly detection. The 
patterns encountered are fairly straightforward to visualize: mo-
tion trajectories of pedestrians visualized as flow fields. In con-
trast, our system attempts to learn from high-dimensional data.  

Xiao et al. [23] describe a visual analytics system for network 
traffic analysis. In their system, users manually assemble and 
construct declarative knowledge rules based on example patterns 
they mark in the visual interface. These rules are then available 
for the classification of incoming new network traffic data. How-
ever, the manual assembly of these declarative rules can be labo-
rious, especially in the context of high-dimensional data. Our 
system automates this process by replacing the manual rule as-
sembly by machine learning and logic-based reasoning, based on 
the patterns specified by the user.   

3 TECHNICAL PRELIMINARIES AND OVERVIEW 
An important aspect of high-level semantic understanding of data 
is the identification of entities that are present in the data and rela-
tionships among them. Computational Logic offers an elegant and 
powerful vehicle to facilitate this kind of understanding. In par-
ticular Logic Programming languages such as Prolog offer a plat-
form to encode and compute with such relations. A logic program 
consists of a data base of facts representing background domain 
knowledge and logical relationships (encoded as rules) that de-
scribe the relationships which hold in the data. Rather than run-

ning a program to obtain a solution, the user poses queries and the 
run time system searches through the data base of facts and rules 
to determine (by logical deduction) the answer[11].  

Inference rules in Prolog, are of the form ‘Head :- Body’,  
meaning “conclude Head if Body holds”. Facts are rules with 
empty bodies. Below is a specification of a path in a graph:  

path(X,Y)  :- edge(X,Y). 
path(X,Y)  :- edge(X,Z),path(Z,Y). 
edge(a,b). edge(b,c). edge(a,d). edge(c,d). 

Rule 1 says there is a path from X to Y if there is an edge from X to 
Y. Rule 2 says that there is a path from X to Y if there is an edge 
from X to Z and a path from Z to Y. Note that X, Y and Z are vari-
ables which are instantiated with actual nodes in the graph. The 
terms path(X,Y), edge(X,Y) are called predicates. An instance of 
a graph is specified by the facts. In the program above the four 
facts edge(a,b), edge(b,c), edge(a,d) and edge(c,d) specify a graph 
with edges from a to b, b to c, a to d and c to d respectively. A 
query ‘?path(X, d)’ to the program will return one answer ‘true’ 
with X bound to “a”  using resolution-based deduction. One can 
also get two more answers with X bound to “b” and “c”. 

In our approach the relations in the data are encoded as logical 
rules in Prolog. They constitute the model of the relations. Rather 
than encoding these rules manually we learn them from examples 
of data using Inductive Logic Programming (ILP) methods [15]. 
Typically ILP methods use a top-down approach of refining a 
very general rule, where the refining process involves adding a 
body predicate one at a time with the purpose of “better fitting” 
the given training examples, i.e., eliminate negative examples 
while still maintaining 
the coverage of positive 
examples. The added 
predicates can be base 
predicates, previously 
learned predicates, or 
arithmetic constraints 
(such as |X-Y| < δ). ILP 
methods have produced 
impressive practical 
results (see e.g., [15] 
and are now well 
established as 
mainstream machine 
learning technology. 
The strength of ILP 
methods is that learning 
is done in the presence 
of prior background 
knowledge encoded as 
facts.  

Figure 1 provides an 
overview of how our 
VA system works: the 
analyst starts off by 
visualizing the dataset 
in the visualization interface, identifies interesting patterns and 
provides them as examples to the ILP system, and waits for the 
results. Once the ILP system has learned the rules, the analyst can 
visualize the tuples returned by the system. These tuples corre-
spond to the relation encoded by the learnt rule (e.g. path (a, b), 
path (a, c), path (a, d) in the path predicate above).  A single loop 
of “visualize-supply examples-learn rules-visualize returned tu-
ples” constitutes an iteration of the VA cycle. Based on the re-
turned results in the next iteration the analyst can supply addi-



 

Figure 2: High Dimensional Navigation interface (a) Scatter plot 
(b) Touch Pad Navigator (c) Dimension axis display (DA-
display) (d) Histogram display. 

tional positive and/or negative examples so that the ILP system 
can refine the rules to correct the accuracy of the learnt relation. 
Finally, when the rules encompass the patterns deemed relevant 
by the analyst, the new rule is added to the knowledge base.  

With the user actively providing the examples from which to 
learn, an effective visual interface is crucial. One of our demo 
applications is the learning of models from sensor-rich high-
dimensional network traffic data. Locating patterns in this high-
dimensional space via visual inspection can be challenging. In the 
most general case these patterns can form high-dimensional mani-
folds. Current techniques, for the most part, can only reveal clus-
ters and patterns of rather regular topology, such as quadrics. As 
mentioned, scatter plots provide a powerful means to visualize 
irregular patterns, but most applications only provide scatter plots 
along axis dimensions. This limits abilities to discover joint rela-
tionships in high dimensions. Instead, we provide an interface in 
which analysts can mark interesting example patterns directly 
onto arbitrary projections of hyper space, navigated via an intui-
tive flight control interface. But high-dimensional projections are 
always ambiguous, and thus overall quality assessments need to 
be made. For this, we couple our N-D projection display with a 
spectral plot that is used to fine-tune the patterns before sending 
them to the learning engine. The same spectral plot is also utilized 
for the visualization of tuples retrieved from the data on queries 
over the learnt model, which allows further model refinement. 

As mentioned, the Grand Tour allows users to explore the N-D 
space by projecting the N-D data into a general hyperplanes. Such 
projections have the potential to reveal complex high-dimensional 
relationships that axis-wise projections may not. However, the 
curse of dimensionality makes self-guided tours a daunting exer-
cise, and to provide some guidance the method of projection pur-
suit [7] was devised. It allows users to ‘chase’ pre-defined or ‘in-
teresting’ patterns and cluster configurations. We describe here an 
interface that allows users to interactively navigate a given N-D 
subspace, using motion parallax to defuse the limitations of N-D 
to 2-D projections. This subspace may either be encountered dur-
ing a projection pursuit-based guided exploration or during an 
unguided space exploration, initialized by human analyst intuition 
in our view-setup interface and refined using the flight controls.  

4 MODEL LEARNING FRAMEWORK 
For our model learning framework, we use Aleph [26], a Prolog 
based ILP system. It can learn rules which are disjunctions of 
conjunctions like the path predicate shown earlier. 

To learn rules in Aleph, we need background knowledge in the 
form of Prolog facts and rules, and some positive and negative 
examples corresponding to patterns that are in the relation and not 
in it respectively. Further, the program should know which back-
ground rules the new rule can depend on. Sometimes the user 
knows this and can restrict the rule’s dependency to a subset of 
attributes. The user can add domain specific rules as well.  

4.1 Rule Learning 
The positive and negative examples are all provided through the 
visual interface. An example consists of either a single tuple, or a 
set of tuples. This is automatically converted into example files 
for Aleph which expects them to be in the form of Prolog facts as 
well. Note that when we say we pass tuples as examples, we only 
pass their unique indices. 

In our implementation, we modified some of the Aleph parame-
ters to facilitate the handling of large data sets. These include: 

• Clause length (clauselength): This specifies the length of the 
rule, including the head (the rule name). We increased it  
from the default value of 5 to 10, to learn longer rules 

• Evaluation function (evalfn): It is an expression which de-
termines the importance of a clause based on the number of 
positive and negative examples it satisfies. We set this to 
‘pos’ only in the first round of learning; this helps Aleph 
learn rules in the absence of negative examples. 

• Number of nodes (nodes): This denotes an upper bound on 
the number of nodes to explore while searching for the rule. 
We increased the default value of 5000 to 100,000. 

• Layers of new variables (i): This represents an upper bound 
on the layers of new variables. Each layer represents sets of 
variables occurring adjacent to the variables in the previous 
layer. Layer 0 contains the variables in the head of the rule. 
The value of this parameter was increased from the default 
value of 1. 

With the above changes to the default values, Aleph was better 
suited to handle large data sets. 

Once the rules are generated, we need to return patterns satis-
fying these rules. To do so the rule are evaluated over the KB 
using Prolog-style evaluation to materialize the tuples of the rela-
tion and return them to the visualization system.  

Observe that the learnt rules can generate patterns in new data-
sets in the same domain. In this manner, the models created by 
one analyst can be shared with other analysts.  

5 VISUAL HIGH-DIMENSIONAL DATA INTERACTION INTERFACE 
In the following, we use the term ‘projection plane’ to denote a 
subspace of arbitrary dimensions d in an N-dimensional data 
space, where 2 ≤ d ≤ N.    

5.1 High Dimensional Visual Interface: Navigator 
Figure 2 below shows a screenshot of our interface. It is com-
posed of (a) a scatter plot window, (b) a touch-pad like navigation 
interface that allows interactive control of the two orthogonal 
projection plane axis vectors (called PPA-vectors for short), (c) a 
window that shows the projections of all data axes onto the cur-
rent projection plane, and (d) a display that plots their N-D coor-
dinates as a bar chart histogram.  
 

   



 

Figure 3: Computing weights 
of PPA-vectors using bary-
centric coordinates. 

Figure 4: Two dimensions (8 and 13) which were close to each 
other (a) exhibit a broader gap in the projection plane by flipping 
the 13th dimension axis from positive to negative (b). Data points 
in the scatter plot will be spread out between the 8th and the 13th 
dimension. A negative flipping (negative weights) is conveyed on 
the touch pad navigator by coloring the axis poles with less satu-
ration. (a) Navigating only with positive weights. (b) Flip the 8th 
dimension with respect to the x-axis and the 13th dimension with 
respect to the y-axis of the projection plane.  

The user starts by choosing d dimensions of interest among the 
N dimensions available (this choice can be altered at any time).  
The touch pad interface will then be configured into a d-gon (an 
equilateral polygon with d vertices) for navigation (Figure 2(b)), 
where each polygon vertex stands for one dimension axis. Similar 
to a mouse touch pad, the user may move the pointer (indicated by 
a small colored dot and addressed by the mouse) inside the poly-
gon, which transforms the projection plane of the scatter plot 
within the d-dimensional sub-space. In fact, we provide two such 
pointers, one each to represent the x-axis (red) and the y-axis 
(blue) of the PPA-vectors. We found that in many cases only the 
dynamics of motion can reveal interesting high-dimensional pat-
terns, which, in fact, is part of the general idea of the Grand Tour 
paradigm used in GGobi. However, in the Grand Tour, in con-
junction with projection pursuit, users are mostly confined to 
watching motions until interesting projections appear. While users 
do have some level of interactive navigation control, they cannot 
change the projection plane orientations in arbitrary ways. Our 
interface provides significantly more freedom in that respect, but 
it is probably most suited for expert users who are familiar with 
the space they are navigating in and can use informed intuition on 
the type of patterns and their location they seek to explore. Our 
direct navigation allows them to easily transform to these interest-
ing projections and at the same time it also gives them a sense of 
location and orientation, which is important for navigation tasks.  

A smooth transition 
function for the projection 
plane is the key to intuitive 
observance of dynamic 
patterns in N-D. Further-
more, we wish to be able to 
select a single dimension by 
simply moving over the 
polygon vertex it is asso-
ciated with. Both can be 
achieved by interpolating 
the PPA-vectors via 
generalized barycentric 
coordinates [14], which 
calculate barycentric 
coordinates from a 2-
simplex to a planar n-sided 
convex polygon. This mechanism has found frequent use for the 
interpolation of high-dimensional properties (see e.g.,[18]), and 
we extend its use here for the control of hyper-dimensional scatter 
plots. For a given PPA-vector, manipulated by the pointer in the 
touchpad d-gon, the barycentric coordinates determine the weight 
that each of the dimensions has on this vector. The weight of di-
mension d3 (Src_IP) for the x-axis PPA-vector (the red point p) is 
(see Fig, 3): 

                         
After computing the weights for all d dimensions, they are first 
normalized and then form the components of the respective PPA-
vector. In essence, by moving the point closer to a certain dimen-
sion, the dimension’s weight will grow larger in the vector, and 
thus this ‘attracts’ that dimension axis to the PPA-vector (that is, 
either the x or the y axis of the scatter plot). Each PPA-vector is 
displayed in the dimension histogram, to convey the prominent 
data dimensions in the current view to the user (Figure 2(d)). Fi-
nally, the data point positions in the scatter plot (Figure 2(a)) are 

given by the dot products between the PPA-vectors and the data 
points. 

But even if users are permitted to freely move about space, 
choosing PPA-vectors via the touch pad interface, we must still 
enforce that the two PPA-vectors remain mutually orthogonal. To 
ensure this, for example, when moving the y-axis PPA-vector, we 
project this vector onto a vector y’ that is closest to a vector or-
thogonal to the current x-axis PPA-vector (or vice versa):   

                                   
    Below the scatter plot, we visualize the orientation and weight 
that each dimension axis has in the scatter plot (see Figure 2(c)). 
This type of dimension axis display (or DA-display) is also part of 
GGobi. It very intuitively shows which dimension the scatter plot 
visually separates (those whose axes are spread apart in this DA-
display) and which ones it does not (those whose axes are close or 
even coincide). The user can increase the spread with the touch-
pad interface, by moving the mouse to reduce or increase the di-
mension’s weight in one of the projection plane vectors. It also 
shows which dimensions are not or only mildly expressed in the 
scatter plot (those whose axes are very short in the axis plot).  
   We also provide a more radical means to separate the visual 
effect of two dimensions. Our interface allows users to flip one 
dimension’s weight to a selected PPA-vector. This mirrors the 
data along this dimension with respect to this PPA-vector only, 
and can yield the desired separation (see Figure 4). While in some 
cases this alone is still not sufficient (which is easily seen in the 
DA-display), further mouse-movements can eventually achieve 
the goal. The order of the vertices along the touch pad polygon 
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Figure 6: Color map showing the clusters formed after filtering 
based on port values.   

strictly determines the sub-space that can be explored. Users can 
set up a new sub-space for visualizing other desired relationships 
among dimensions by manipulating the vectors in the DA-display. 
Here, orthogonal orientation of the two PPA-vectors is again en-
forced using a method similar to the one described above.  

5.2 High Dimensional Visual Interface: Point Map 
Even with the dynamic motion display, the scatter plot projections 
can still present ambiguities. Therefore, we also provide a spectral 
plot (called point map) which represents D-dimensional data 
completely undistorted and with no projection ambiguities (Figure 
5 (a)). The point pap displays each data vector (the spectrum) as a 
horizontal line of colored pixels, one per axis direction. The color 
mapping is according to value, normalized from 0 to 1, and the 
color is mapped from blue to red. The point lines are grouped by 
the smallest cluster they reside in (the leaf nodes of the hierarchy).  
The dendrogram (Figure 5(b)) represents the current status of the 
cluster hierarchy. The user may double-click on any such cluster 
to make it the active cluster. The scatter plot will then display the 
information of this active cluster, and the color of the points in the 
scatter plot corresponds to the dendrogram cluster color. The in-
terface also features weighted k-means clustering and sorting.  
 

 

 

5.3 Interaction with the ILP System: Pattern Painting 
Upon discovering some interesting patterns in the N-D projection, 
the analyst may paint those patterns directly in the scatter plot, to 
be subsequently exported to the ILP. The selected patterns will be 
highlighted, after which the user moves further about in the high 
dimensional space to confirm that these patterns are indeed cor-
rect and not just due to projection effects. In the point map these 
sets can then be separated as different clusters. Since different 

clusters are represented by colors in both dendrogram and scatter 
plot, analysts can quickly gain insight into the selections and pos-
sibly refine the existing or even select additional patterns.  
     The selected pattern sets are exported to the ILP system. That 
in turn produces new sets of patterns from the data (by evaluating 
the rules) which can be visualized in a similar fashion. Imported 
pattern sets will be represented as clusters and can be viewed in 
different colors. Users can refine positive examples or indicate a 
pattern as a negative example, and then export these new sets of 
examples to the learning system.   

 

 
index src_ip dest_ip src_port dest_port time 
10 ip_9 ip_14 80 2659 0.1 
… ... … … ... ... 
44 ip_9 ip_14 80 2663 9.2 
      
57 ip_11 ip_18 80 2646 25 
… … … … … … 
68 ip_11 ip_18 80 2675 32 

 

6 MODEL-DRIVEN VA IN ACTION 
In this section we illustrate the operational aspects of our VA 
framework by building models of relations in two data sets, name-
ly network traffic and census data.  

6.1 Network Traffic 
This dataset was obtained from the MAWI Working Group Traf-
fic Archive [27]. It represents traffic data captured over an hour, 
in tcpdump format. We extracted the required fields in a comma 
separated file, and preprocessed it in the format needed by our VA 
system. The fields extracted were packet number, source IP, des-
tination IP, source port, destination port, protocol number, and 
time stamp. Any unknown fields were given the value of 0.  

As the dataset is huge, to see an overall structure in it, we fil-
tered it on basis of various port values (Figure 5). Here, the fields 
Source IP-I and Destination IP-I, where I=1, 2, 3, 4, represent the 
8-bit partitions of the source and destination IP respectively. The 
filtering was done based on the source or destination port of the 
packets. As seen in Figure 6, it is done in the following order: (i) 
source port 80, (ii) destination port 80, (iii) source port 0 (un-
known source port), (iv) destination port 25, and (v) source port 
25. In this way, we characterized the network traffic at a coarse 
level. In the figure, the yellow and purple clusters at the bottom 
contain packets involving transfer on port 80 – the http port.  
Since they make up more than half of our dataset, we can easily 
confer that most of our traffic is http traffic. This means that a 
great number of webpage requests/loads are happening. To find 
out which destinations IPs have many webpage loads, we select 
the cluster corresponding to source port 80 – the yellow cluster.   
    For further analysis, we shift our focus to the navigation on the 
high dimensional data space. Here, if all packets are displayed 
with the same color, it will be difficult to follow the patterns 
formed by the points sharing some attributes. For e.g. the size of 
the packets exchanged between two IPs might be increasing with 
time. In this case, we want to follow the number of packets ex-
changed between two IPs in a short time range. To address this, 
we cluster the dataset into 16 sets based on source IP. Adjacent 
clusters are assigned highly different colors, so that we can differ-
entiate between points belonging to them easily. 

Table.1: Example of patterns selected to learn the 
rule webpage-load.  

Figure 5: High Dimensional Visualization Interface (a) Spec-
trum Point Map (b) Tree-like Dendrogram. 



 

First overview panel Results 

Panel 1 on the left shows the initial projection view during rule learning - source IP vs. destination IP; it shows the IPs which ex-
changed packets with each other. Panels 12 and 13 on the right show the final results returned by the learning program. In panel 13, 
we look only at the results, and select positive and negative examples. 

 In panels 2 and 3, we move the Y-axis from source IP to time. We see the points spread in space showing that the corresponding 
source IP-destination IP pairs exchange multiple packets. In panels 4, 5 and 6 we select three points, and follow their path as the Y-
axis is again changed. Due to the image getting cluttered, we select the clusters containing the points in panel 6. 

In the panels above, we are looking only at the three selected clusters. In panels 7-9, we move the Y-axis in a fashion similar to pan-
els 2 and 3. Due to the yellow and green being very similar, it is difficult to follow the paths traced by the points. To overcome this, we 
recolor the yellow cluster to red in panel 10, and finally select examples in panel 11 when the Y-axis represents time. 

Figure 7: Thirteen panels showing the network traffic scenario. 

 
 

 
 
 

 
 
 
 



 

    We follow the rest of this scenario in Figure 7, which contain 
13 panels telling the story from the initial projection in panel 1, to 
the display and refining of results in panels 12 and 13. 

For an initial view, we project the packets into the domain of 
source IP against destination IP (Figure 7(1)), showing us the IPs 
which exchanged packets. To follow the exchange of packets 
between two IPs, we vary the Y-axis of our projection between 
source IP and time. Figures 7(2) and 7(3) clearly show us a lot of 
points spreading, revealing one or even multiple webpage-loads 
during the motion. 

In Figures 7(4) and 7(5), we try to follow a few points, as the 
Y-axis is being changed. But since this scatterplot has too many 
points, we just select the three clusters which contain these points 
(Figure 7(6)). This step makes our task of selecting a few positive 
examples much easier. 

In Figures 7(7)-7(11), we look at a smaller subset of the data, 
hoping to follow patterns more easily. However, as we move the 
Y-axis between source IP and time, we notice that the yellow and 
green clusters clash (Figures 7(8) and 7(9)), and being quite simi-
lar, they are difficult to differentiate. So we change the color of 
the yellow (lower) cluster to red, and continue our investigation as 
in Figures 7(10) and 7(11). 

Now, the patterns are much clearer, and as the Y-axis is 
aligned with time, we can easily pick some examples. At this 
point we see that the red point we had selected did not give rise to 
any webpage load as the packets have been exchanged over long 
periods of time (see Figure 7(11)). However the pink point and the 
green point provide us with one and two examples, respectively. 
Thus, one source-destination IP pair had in fact multiple webpage 
loads.  

We can look for further examples in a similar fashion. After 
selecting the examples, we assign a name to the relation that will 
be learnt based on these examples send it over to the Aleph system 
for learning the rules. Table 1 is a fragment of the examples used. 
Here, two sets of packets have been selected as examples. As 
expected, the source and destination IPs are the same for all pack-
ets in an example. In Aleph, these examples are loaded along with 
the background facts. In the presence of only positive examples, 
Aleph learns the following rule, with X representing a set of pack-
ets: 

webpage_load(X) :- same_src_ips(X),same_dest_ips(X), 
                                             same-src_port(X, 80). 

         
This rule states that a webpage contains packets which share the 
same source IP, destination IP and source port 80. Now we gener-
ate the tuples which satisfy the above result. Being a general rule, 
generating all the results will both take a long time and lead to 
clutter on the screen. To avoid this, we only generate some results, 
which add up to a certain threshold. This is done by generating 
random subsets of the packet space, and checking if they satisfy 
the given rule. Further, we restrict the length of these subsets 
roughly to the range of the length of the positive examples. For 
e.g. if the examples have a length between 6 and 10, we allow 
subsets of length 4 to 12. Note that these estimations are not re-
quired if the rule itself provides a clause specifying the length. 
     The results are now presented to the user, and we show them 
along the initial source IP vs. destination IP axes in Figure 7(12). 
This gives us an overall idea of which packets are involved in a 
webpage load (and which are not). At this point, we just choose to 
see the results, and each result is assigned a distinct color. This 
helps us to see multiple webpage loads between the same pair of 
IPs. It provides us with a chance to further guide the learning 
system by refining these results. This can be done by marking 
some of the results as negative is they do not seem correct, or 

merging/splitting multiple results to form a correct example. In 
Figure 7(13) we see the results where the Y-axis is a mix of time 
and source IP, and the X-axis is destination IP. Here, we merge 6 
sets of examples, to form a correct example. Two examples are 
marked as negative because they are too short, and a third one is 
marked as negative because its packets have been exchanged over 
a long time span. 
     After three such iterations of rule refining, Aleph learns the 
following rule:  
 
webpage_load(X) :- same_src_ips(X),same_dest_ips(X), 
                                 same-src_port(X, 80),length(X, L), 
                                  greaterthan(L,8),timeframe_upper(X,10). 
 
This rule contains extra constraints when compared to the previ-
ous one. Apart from the packets sharing source and destination 
IPs, and the source port 80, they contain greater than 8 packets 
(length(X,L), greaterthan(L,8)), and occur within a time frame of 
10 seconds (timeframe_upper(X, 10)). Since in Panel 13 we 
crossed out a few results based on their length, and time span, we 
can clearly see that Aleph was able to make use of these negative 
examples in learning the extra parameters in the rule. 

6.2 Census Dataset 
 
The Census dataset [25], extracted from the 1994 Census data 
contains population characteristics including age, education, relig-
ion, marriage, profession, annual income etc.  

Looking at this dataset, we can identify traits of people, who 
have “high” earning potential or work for a certain kind of organi-
zations, etc. We use our system to learn models for these kinds of 
characteristics. First, we sorted the dataset based on the age. Then 
we clustered it into ten sets by the age field. Since each cluster is 
assigned a unique color, this helps us identify age groups in the 
scatter plots.  

Now we switch to the navigation interface and see a scatterplot 
of education vs. working class. As we make the Y-axis a mixture 
of working class and age, we see that for most education-working 
class combinations, people of all ages are present (Figure 8). We 
now learn a model for older men with high capital gains. We se-
lect some examples satisfying these criteria. In these examples we 
know that age and high savings are attributes already common to 
them. To learn other attributes common to them – e.g. education, 
hours of work etc, we mark the attributes on which the rule should 
depend. By default, the new rule depends on all the predicates 
existing in the database, and if the user does not select the attrib-
utes on which the rule should depend, the rule will simply state 
that saves_more(A) holds for old men with high capital gains, 

Figure 8: Scatterplot showing the distribution of age for educa-
tion versus working class. The Y-axis is Education, and the X-
axis is a mixture of WorkClass and Age. 



 

learning nothing new. Hence, using the user’s pointers, the back-
ground file used by Aleph is modified, and it learns a rule which 
is the disjunction of the following four rules: 

 
1. saves_more(A) :- education_level(A,B), gteq(B,13),  
           capital_loss(A,0), native_country(A,'United_States'). 
2. saves_more(A) :-  race(A,'White'), education(A,'HS_grad'),  
                      marital_status(A,'Married_civ_spouse').  
3. saves_more(A) :- race(A,'White'), workclass(A,'Private'),  
                       education_level(A,B), greater_than_equal_to(B,13). 
4. saves_more(A) :- marital_status(A,'Married_civ_spouse'), 
                          occupation(A,'Exec_managerial'). 
 
   The quoted strings in the above rule come from the original 
dataset. The first rule holds true for people with a minimum edu-
cation level of 13 (Bachelors in this example), no capital loss, and 
US nativity. The second rule holds for white HS grads that have 
the marital status ‘Married_civ_spouse’. The third rule holds for 
whites working in the private sector, who have the minimum edu-
cation level of Bachelors (13). The last rule accepts people whose 
marital status is ‘Married_civ_spouse’ and work as an executive 
manager. 
   In contrast to the network dataset, here our rule is a disjunction 
of conjunctions. Also compared to [23], our rules are neither hand 
constructed, nor restricted to pure conjuncts.  

7 CONCLUSIONS 
We described a VA infrastructure for analyst-guided discovery of 
relations present in datasets. The analyst merely supplies patterns 
from the visual interface and the system learns the relations auto-
matically based on these patterns. Another important aspect of the 
infrastructure is that it is readily scalable over different datasets - 
all that is needed is encoding the background knowledge about the 
new data set; all the other aspects of  model building remains the 
same. We demonstrated the feasibility of our approach by imple-
menting a prototype VA system and illustrated it by building 
models of relations in two different data sets. In the future we plan 
to expand the system to deal with inconsistent and noisy data sets 
by integrating statistical learning in logic programming and gen-
eralizing ILP methods to learn probabilistic rules from data. 
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