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Abstract

Automatic video segmentation and action recognition

has been a long-standing problem in computer vision. Much

work in the literature treats video segmentation and action

recognition as two independent problems; while segmenta-

tion is often done without a temporal model of the activity,

action recognition is usually performed on pre-segmented

clips. In this paper we propose a novel method that avoids

the limitations of the above approaches by jointly perform-

ing video segmentation and action recognition. Unlike stan-

dard approaches based on extensions of dynamic Bayesian

networks, our method is based on a discriminative tempo-

ral extension of the spatial bag-of-words model that has

been very popular in object recognition. The classifica-

tion is performed robustly within a multi-class SVM frame-

work whereas the inference over the segments is done ef-

ficiently with dynamic programming. Experimental results

on honeybee, Weizmann, and Hollywood datasets illustrate

the benefits of our approach compared to state-of-the-art

methods.

1. Introduction

The amount of video being captured with video cameras

is growing exponentially, and there is a need to develop

efficient algorithms for content extraction. Understanding

human activities in video plays a key role in many appli-

cations such as camera surveillance, video summarization,

highlight extraction, and content-based annotation. How-

ever, understanding human activities in video is a challeng-

ing problem due to the large variability in the temporal scale

and periodicity of human actions, the complexity of articu-

lated motion, the exponential nature of all possible move-

ment combinations, and the prevalence of irrelevant back-

ground.

Action recognition systems aim at recognizing the

classes of the actions present in a video, independently of

the background. Much effort in the literature for action

recognition attempted to build robustness to background

clutter by using temporal segmentation as preprocessing,

Figure 1. Realistic video contains multiple actions and segmenta-

tion is not provided a priori. We propose a discriminative frame-

work for joint segmentation and action recognition in a video se-

quence. Our method can handle multiple action classes, including

the null class of unfamiliar activities.

e.g., [12, 16, 20]. It was hoped that segmentation meth-

ods could partition videos into coherent constituent parts,

and recognition could then be simply carried out as catego-

rization of the action classes corresponding to the segments.

This naive strategy to categorization floundered on the chal-

lenges presented by bottom-up temporal segmentation, due

to the difficulty of partitioning a video into actions purely

based on low-level cues. More importantly, the segmenta-

tion process is done independently of the classification, that

might result in important loss of information related to the

actions.

The difficulty of bottom-up temporal segmentation has

been well understood, especially among the speech and

Natural Language Processing (NLP) communities. They

addressed this issue by proposing various methods where

bottom-up segmentation was assisted by concurrent top-

down recognition. Most of these methods are based on vari-

ants of dynamic Bayesian networks that model the dynam-

ics of the temporal events as transitions in a partially ob-

served state space, e.g., [18, 8]. Although these approaches

have achieved high performance in speech and NLP do-

mains, accuracy tends to be much lower in studies for ac-
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tion recognition. Action recognition is challenging; tem-

poral hidden state models suffer the drawbacks of needing

either an explicit definition of the latent states of all frames,

or the need to simultaneously learn a state sequence and a

state transition model that fit the data, resulting in a high-

dimensional minimization problem with typically many lo-

cal minima. Furthermore, processing long video sequences

requires a null-class model for the background clutter which

is often problematic for generative approaches.

Action recognition can be treated as temporal event de-

tection, without the need for explicit segmentation of the

whole video sequence. Event detection algorithms oper-

ate by evaluating a classifier function at many different seg-

ments of the video and then predicting the event presence in

segments with high-score. This methodology has been ap-

plied with great success to a wide variety of temporal event

classes, e.g., [14, 17, 7]. This approach, however, has fun-

damental drawbacks for action recognition as classes are

treated independently and detected actions can potentially

overlap each other.

In this paper we propose a novel learning framework

that simultaneously performs temporal segmentation and

event recognition in time series and its applications to action

recognition in video. Our discriminative recognition model

is trained using labeled data with a multi-class SVM [4] that

maximizes the separating margin between classes. Once the

model for all actions has been learned, simultaneous seg-

mentation and recognition is done efficiently using dynamic

programming, maximizing the SVM score of the winning

class while suppressing those of the non-maximum classes.

Figure 1 illustrates the main idea of our paper. During

training, a model for human actions is learned from a set

of labeled training samples. Given a testing video with a

continuous stream of human activities, our algorithm finds

the globally optimal temporal segmentation (i.e., the change

points between actions) and class labels. Notably, there ex-

ist other supervised learning techniques for joint segmenta-

tion and recognition like ours; however, the segmentation

inference is often done heuristically without any optimality

guarantee, e.g., searching for one temporal scale and thresh-

olding the outputs. Furthermore, many of these methods are

based on generative models such as extensions of Hidden

Markov Models. A major issue of generative approaches

is their limited ability to model the null class (no action or

unseen actions) due to the large variability of the null class.

Our proposed method is based on multi-class SVM [4], a

discriminative model that does not suffer from this limita-

tion of generative models.

The rest of the paper is organized as follows. Section 2

reviews related work. Section 3 describes the new temporal

model for joint segmentation and recognition. Experiments

on three standard datasets are reported in Section 4. Sec-

tion 5 concludes and outlines a direction for future work.

2. Related work

Much work in the literature on action recognition acts

on short video clips, assuming temporal segmentation has

been done a priori. Laptev et al. [12] used bag of spatio-

temporal interest points to classify realistic human motion

from Hollywood movies. Ali & Shah [1] recognized hu-

man actions using kinematic features. Dollár et al. [6] pro-

posed cuboid descriptors for categorizing short video clips

of animal behavior. Tran & Sorokin [23] used motion con-

text and a learned nearest neighbor metric for classifying

actions in YouTube videos of sporting events. Satkin &

Herbert [20] observed the imperfection of human-provided

segmentation and proposed to crop the video sequences to

boost the recognition performance. For a more complete

survey, we refer the reader to [24].

Recent effort in recognizing actions from longer video

sequences focuses on the event detection approach. Event

detection algorithms operate by evaluating a classifier func-

tion at many different segments of the video and then pre-

dicting the event presence in segments with high-score.

Ke et al. [11] detected human actions in crowded video.

Nguyen et al. [14] used structured-output SVM to local-

ize the occurrences of facial action units. Duchenne et

al. [7] and Nguyen et al. [15] used multiple instance learn-

ing to annotate weakly labeled video sequences. Though

this methodology of treating action recognition as event de-

tection has been shown to be effective in many cases, it has

a major limitation. This approach often treats action classes

independently, yielding a separate temporal event detector

for every single class. As a result, knowledge about the

presence or absence of a particular action do not constrain

on those of any other action, and the temporal extents of

detected actions can potentially overlap each other.

The literature on segmentation of time series falls in

several categories. Change point detection such as [25]

and [10] is a popular technique; it works by performing a se-

quence of change-point analysis in a sliding window along

the time dimension. This, unlike our proposed method,

only detects local boundaries and does not provide a global

model for temporal events. Moreover, it is unclear how

this unsupervised approach can cope with the problem of

over-segmentation, especially for complex actions which

often contain many changes in local motion statistics. Time

series segmentation has also been implicitly studied from

the perspective of analyzing periodicity of cyclic events,

e.g., [5, 19]. Cyclic motion analysis, however, is only in-

terested in extracting segments of repetitive motion; conse-

quently a substantial portion of a signal might not either be

segmented or modeled. Segmentation can be done by clus-

tering frames and grouping those that are assigned to the

same cluster to form a segment, as in [26]. This approach

performs segmentation as a subsequent step of clustering; it

lacks a mechanism to incorporate the dynamics of temporal
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events in the clustering process.

Existing techniques for joint segmentation and recogni-

tion are often based on state-space or generative models.

Oh et al. [18] proposed parametric segmental switching lin-

ear dynamical system to model honeybee behavior. Fox et

al. [8] used HMM with Hierarchical Dirichlet prior. Niebles

et al. [17] used probabilistic Latent Semantic Analysis for

unsupervised learning of human actions. Brand and Ket-

tnaker [3] trained HMM with entropy minimization and in-

terpreted the hidden states for discovery and segmentation

of activities in video. Sminchisescu et al. [22] proposed to

use conditional models for human action recognition. Lax-

ton et al. [13] designed a hierarchical structure based on

dynamic Bayesian network to decompose complex activi-

ties. Zhou et al. [27] combined kernel k-means, a generative

model, with dynamic time warping for segmenting human

motion. In contrast to the aforementioned approaches for

joint segmentation and recognition, we propose a discrimi-

native framework that is based on multi-class SVM.

3. Joint segmentation and recognition

This section describes our framework for joint video

segmentation and action recognition. Our discriminative

recognition model is trained using multi-class SVM, and

segmentation is done using dynamic programming.

3.1. Supervised training with multiclass SVM

Given a collection of training time series X
1, · · · ,Xn

with known segmentation and class labels, i.e., the change

points between actions 0 = si
1 < · · · < si

ki+1 = len(Xi)

and the associated class labels yi
1, · · · , yi

ki
∈ {1, · · · , m}

are provided (see Figure 2 for graphical illustration), we can

use multi-class SVM [4] to train a model for temporal ac-

tions:

minimize
wj ,ξi

t≥0

1

2m

m
∑

j=1

||wj ||
2 + C

n
∑

i=1

ki
∑

t=1

ξi
t, s.t. (1)

(wyi
t
− wy)T ϕ(Xi

(si
t,si

t+1
]) ≥ 1 − ξi

t ∀i, t, y 6= yi
t. (2)

Here X
i
(si

t,si
t+1

]
denotes the segment of time series X

i,

taken from frame st + 1 to frame st+1 inclusive. len(Xi)
denotes the length of time series X

i, ϕ(·) is the feature com-

putation function, and w
T
y ϕ(Xi

(si
t,si

t+1
]
) is the SVM score

for assigning segment X
i
(st,st+1]

to class y. Constraint (2)

requires segment X
i
(si

t,si
t+1

]
to belong to class yi

t with high

confidence; in other words, the SVM score for class yi
t

should be relatively higher than that of any other class by

a large margin. {ξi
t} are slack variables which allow for pe-

nalized constraint violation. C is the parameter controlling

the trade-off between a large margin and less constrained

violation.
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Figure 2. Training data: the change points between actions

si

1, · · · , si

ki+1 and the class labels yi

t are provided.

3.2. Segmentation with nonmaxima suppression

Once the weight vectors {wj} have been learned, we can

use them to segment unseen time series X by finding a set

of change points s1, · · · , sk+1 that:

minimize
k,st,yt,ξt≥0

k
∑

t=1

ξt, s.t. (3)

lmin ≤ st+1 − st ≤ lmax ∀t, s1 = 0, sk+1 = len(X),

(wyt
− wy)T ϕ(X(st,st+1]) ≥ 1 − ξt ∀t, y 6= yt,

Observe that the number of segments k is not known in ad-

vance and, therefore, needs to be optimized over. In the

above formulation, lmin and lmax are the minimum and

maximum lengths of segments, which can be inferred from

training data. w
T
y ϕ(X(st,st+1]) is the SVM score for as-

signing segment X(st,st+1] to class y. What we propose is

to maximize the difference between the SVM score of the

winning class yt and that of any other class y 6= yt, filtering

through the Hinge loss. The idea is to seek a segmentation

in which each resulting segment is assigned a class label

with high confidence. This is very different from what is

often done in the literature, e.g., [21], that maximizes the

total SVM scores:

maximize
k,st,yt

k
∑

t=1

w
T
yt

ϕ(X(st,st+1]), s.t. (4)

lmin ≤ st+1 − st ≤ lmax ∀t, s1 = 0, sk+1 = len(X),

Different from the above formulation, our segmentation

criterion, Eq. (3), requires suppressing the non-maximum

classes. To see the difference between these two criteria,

consider breaking a time series AB in Figure 3 at either M

or N . For simplicity, suppose there are only two classes,

and the SVM scores of the first and second class for some

segments in Figure 3 are in printed in underlined red and

overlined blue, respectively. The segmentation criterion of

Eq. (4) would prefer to divide AB at M because it leads to

higher total SVM scores of the winning classes (total score
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of 3.5 = 2.0 + 1.5, 2.0 from segment AM and 1.5 from

MB). On the other hand, our segmentation criterion does

not prefer to cut at M because it cannot confidently clas-

sify the resulting segments. To see this, consider the seg-

ment AM , even though the SVM score of the winning class,

class 1, is high, the SVM score of the alternative, class 2, is

also similarly high. Our proposed criterion seeks the op-

timal segmentation that maximizes the difference between

the SVM scores of the winning class and the next best alter-

native, filtering through the robust Hinge loss.

!" #"$" %"

&'(")"*'+" *',")"*'-"

*'(")".('," ('*")"*'&"

/01"213412"

21501678/96"*"

21501678/96"&"

Figure 3. Which segmentation is preferred, breaking time series

AB at M or N? Suppose there are only two classes, SVM scores

of the first and second class for corresponding segments are printed

in red and blue, respectively. Our segmentation criterion prefers to

cut at N because the resulting segments can be confidently classi-

fied. This figure is best seen in color.

In theory, our segmentation criterion is preferred because

it optimizes the same objective as that of the training formu-

lation in Eq. (1). In Section 4, we will show empirically the

benefits of our approach.

3.3. Dynamic programming for segmentation

Segmentation of an unseen time series given the recog-

nition model, {wi}, can be done using dynamic program-

ming. To use dynamic programming for time series X, let

us consider the best segmentation for the truncated time se-

ries X(0,u] (ignoring frames from u + 1 onward), i.e.,

f(u) = min
k,st,yt,ξt≥0

k
∑

t=1

ξt, (5)

s.t. lmin ≤ st+1 − st ≤ lmax, s1 = 0, sk+1 = u ∀t,

(wyt
− wy)

T ϕ(X(st,st+1]) ≥ 1 − ξt ∀t, y 6= yt.

For every tuple u ∈ (0, len(X)], l ∈ [lmin, lmax] let:

ξ(u, l) = max{0, 1 − (wŷ − wỹ)T ϕ(X(u−l,u])}, (6)

where ŷ = argmax
y

w
T
y ϕ(X(u−l,u]), and (7)

ỹ = argmax
y 6=ŷ

w
T
y ϕ(X(u−l,u]). (8)

The goal is to compute f(len(X)), which can be done with

dynamic programing using the formula:

f(u) = argmin
lmin≤l≤lmax

{ξ(u, l) + f(u − l)}. (9)

The complexity of dynamic programming for segmenting

time series X is O(m(lmax − lmin + 1)len(X)).

3.4. Segmentlevel feature mapping

This section describes the form of the feature map-

ping ϕ(·). Following [2] and inspired by HMMs, we pro-

pose to use two types of features, interactions between the

observation vectors and the set of predefined states as well

as the transition between states of neighboring frames along

the subsegment. More formally, we consider an additive

feature mapping:

ϕ(X(st,st+1]) =

st+1
∑

j=st+1

[

φobs(xj)

φint(xj)

]

(10)

Here xj denotes the frame j of time series X, φobs(xj) and

φint(xj) are the observation and interaction feature vectors,

respectively. These feature vectors are computed as follows.

First we build a dictionary of temporal words by clustering

the raw feature vectors from the time series in the dataset.

Let c1, · · · , cr denote the set of clustering centroids. We

consider φobs(xj) as a r × 1 vector with the ith entry is

φobs
i (xj) = µ exp(−γ||xj − ci||

2). Intuitively, the ith en-

try of observation vector is the pseudo-probability that xj

belongs to state i, which is proportional to how close xj to

the cluster centroid ci. The scale factor µ is chosen such

that the sum of the entries of φobs(xj) is one. The interac-

tion feature vector φint(xj) is defined as a r2 × 1 vector,

with:

φint
(u−1)r+v(xj) = φobs

u (xj)φ
obs
v (xj−1) ∀u, v = 1, · · · , r.

The above quantity is the pseudo-probability for transition-

ing from state v to state u at time j. The interaction feature

vector depends on both the observation vectors of the frame

xj and the preceding frame xj−1.

4. Experiments

This section describes experimental results on three stan-

dard datasets: honeybee dancing [18], Weizmann [9], and

Hollywood [12]. In all experiments we measured the joint

segmentation-recognition performance as follows. We ran

our algorithm on long video sequences to find the optimal

segmentation and class labels. At that point, each frame

was associated with a particular class, and the overall frame-

level accuracy against the ground truth labels was calculated

as the ratio between the number of agreements over the to-

tal number of frames. This evaluation criterion is different

from recognition accuracy of algorithms that require pre-

segmented video clips. As a consequence, our results here

are not directly comparable to some published numbers in

the literature [12, 9, 20]. However, where available, we in-

cluded the previously reported results for reference.
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Figure 4. Honeybee dataset—trajectories of dancing bees. Each dance trajectory is the output of a vision-based tracker. The segments are

color coded; red, green, and blue correspond to waggle, right-turn, and left-turn, respectively. This figure is best seen in color.

4.1. Honeybee dataset

The honeybee dataset [18] contains video sequences of

honeybees which communicate the location and distance to

a food source through a dance that takes place within the

hive. The dance can be decomposed into three different

movement patterns: waggle, right-turn, and left-turn. Dur-

ing the waggle dance, the bee moves roughly in a straight

line while rapidly shaking its body from left to right; the

duration and orientation of this phase correspond to the dis-

tance and the orientation to the food source. At the endpoint

of a waggle dance, the bee turns in a clockwise or counter-

clockwise direction to form a turning dance. These turning

dances often shape like a capital C. The dataset consists

of six video sequences with lengths 1058, 1125, 1054, 757,

609, and 814 frames, respectively.

The bees were visually tracked (Figure 5.a), and their lo-

cations and head angles were recorded. The 2D trajectories

of the bees in six sequences are shown in Fig. 4. The frame-

level feature vector was [x, y, sin(θ), cos(θ)], where (x, y)
was the 2D location of the bee and θ was the bee’s head

angle. Once the sequence observations were obtained, the

trajectories were preprocessed as in [8]. Specifically, the

trajectory sequences were rotated so that the waggle dances

had head angle measurements centered about zero radian.

The sequences were then translated to center at (0, 0), and

the 2D coordinates were scaled to the [−1, 1] range. Align-

ing the waggle dances was possible by looking at the high

frequency portions of the head angle measurements. Fol-

lowing the suggestion of [18], the data was smoothed using

Gaussian FIR pulse-shaping filter with 0.5dB bandwidth-

symbol time. Figure 5.b shows the correlation between the

feature vectors and the labels. Since the lengths of original

waggle, right-turn, and left-turn sequences are quite long,

we further broke them down into smaller subsequences

(maximum length 13) to increase the number of training in-

stances.

Following [18, 8], we adopted the leave-one-out eval-

uation strategy: training on five sequences and testing on

the left-out sequence. Table 1 displays the experimental re-

sults of our method along with three state-of-the-art meth-

ods. SLDS and PS-SLDS [18] are switching linear dynam-

ical system and parametric segmental switching linear dy-

namical system, respectively. HDP-HMM [8] is the method

combining hierarchical Dirichlet process prior and HMM.

(a)
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0

0.5

0 100 200 300 400 500 600

−0.5

0

0.5

0 100 200 300 400 500 600

−1

0

1

0 100 200 300 400 500 600

−1

0

1

(b)

Figure 5. a) Visual tracking: green + blue trajectory and the

bounding box for tracking. b) plots of the frame-level features

[x, y, sin(θ), cos(θ)]. Red, green, and blue correspond to waggle,

right-turn, and left-turn, respectively. This is best seen in color.

Although all methods are supervised learning, the setting

of HDP-HMM is slightly different from those of the others.

HDP-HMM requires knowing the testing sequences (with-

out labels) at training time. We also implemented MaxS-

coreSeg(c.f., [21]), a variant of our proposed algorithm, that

performed temporal segmentation by maximizing the total

SVM scores (Eq. 4) instead of maximizing the assignment

confidence (Eq. 3). The reported numbers in Table 1 are

frame-level accuracy (%) measuring the joint segmentation-

recognition performance as described at the beginning of

Section 4. As can be seen, our method achieved similar or

better results than state-of-the-art methods on all sequences,

and it had the best overall performance. Figure 6 displays

side-by-side comparison of the prediction result and the

human-labeled ground truth.

Sequence 1 2 3 4 5 6 Mean

SLDS [18] 74.0 86.1 81.3 93.4 90.2 90.4 85.9

PS-SLDS [18] 75.9 92.4 83.1 93.4 90.4 91.0 87.7

HDP-HMM [8] 55.0 86.3 81.7 89.0 92.4 89.6 83.3

MaxScoreSeg 82.2 85.3 75.0 87.5 88.8 88.0 84.5

Ours 85.9 92.6 81.3 92.3 90.6 93.1 89.3

Table 1. Frame-level accuracy (%) on honeybee dataset. Our

method achieved similar and sometimes better results than state-

of-the-art methods [18, 8]. Averaged over all six sequences, our

method yielded the best result.

4.2. Weizmann dataset

The Weizmann dataset contains 90 video se-

quences (180 × 144 pixels, deinterlaced 50fps) of 9
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Figure 6. Automatic segmentation-recognition versus human-

labeled ground truth. The segments are color coded; red, green,

and blue correspond to waggle, right-turn, and left-turn, respec-

tively. This figure is best seen in color.

Figure 7. Typical frames from the Weizmann dataset.

people, each performing 10 actions: bend, jumping-jack (or

shortly jack), jump-forward-on-two-legs (jump), jump-in-

place-on-two-legs (pjump), run, gallop-sideways (side),

skip, walk, wave-one-hand (wave1), and wave-two-

hands (wave2). Figure 7 displays several typical frames

extracted from the dataset. Each video sequence in this

dataset only consists of a single action.

To evaluate the segmentation and recognition perfor-

mance of our method, we performed experiments on longer

video sequences which were created by concatenating ex-

isting single-action sequences. Specifically, we created 9

long sequences, each composed of 10 videos for 10 dif-

ferent actions (each original video samples was used only

once). Following [9], we extracted binary masks (Fig-

ure 8.b) and computed Euclidean distance transform (Fig-

ure 8.c) for frame-level features. We built a dictionary

of temporal words with 100 clusters using k-means. As

in the experiment for honeybee dataset, we measured the

leave-one-out segmentation and recognition performance.

Table 2 shows the confusion matrix for segmentation and

recognition of 10 actions. Our method yielded the aver-

age accuracy of 87.7%, aggregated over 9 sequences and

20 runs. Gorelick et al. [9] reported the recognition result

of 97.8%. Unfortunately, their result and ours are not di-

rectly comparable. Their method required pre-segmented

video sequences and only measured the recognition per-

formance. The variant of our method, MaxScoreSeg [21],

that performed temporal segmentation by maximizing the

total SVM scores (Eq. 4) obtained the average accuracy of

69.7%. This relatively low accuracy is due to the mismatch

Figure 8. Frame-level features for Weizmann dataset. a) original

frame, b) binary mask, c) Euclidean distance transform for frame-

level features.

between the segmentation criterion and the training objec-

tive, as explained in Section 3.2.

b
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d

ja
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ju
m

p

p
ju

m
p
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n

si
d
e

sk
ip

w
al

k

w
av

e1

w
av

e2

bend .85 .08 .05 .01 .00 .01 .00 .00 .00 .00

jack .00 .93 .00 .00 .04 .00 .01 .00 .01 .01

jump .00 .01 .88 .06 .04 .00 .00 .00 .00 .01

pjump .00 .01 .04 .85 .02 .00 .00 .00 .08 .00

run .00 .00 .03 .00 .93 .00 .00 .01 .03 .00

side .00 .03 .00 .03 .00 .90 .00 .01 .00 .03

skip .00 .00 .02 .00 .05 .00 .77 .03 .00 .13

walk .00 .00 .08 .00 .00 .00 .00 .88 .00 .04

wave1 .00 .00 .00 .00 .01 .00 .03 .00 .93 .03

wave2 .00 .02 .02 .00 .00 .00 .08 .02 .01 .85

Table 2. Performance on Weizmann dataset, confusion matrix for

segmentation and recognition of 10 different actions at frame level.

The number at row R and column C is the proportion of R class

which is classified as C class. For example, 3% of the wave1

frames is misclassified as wave2 class. The average accuracy

is 87.7%.

To evaluate the performance of the proposed method in

the presence of the null class, background clutter with large

variability, we repeated the experiment considering the last

five classes of actions (side, skip, walk, wave1, and wave2)

as the null class. Table 3 shows the confusion matrix for five

actions and the null class. Our method yielded the average

accuracy of 93.3%, compared with 77.9% of MaxScoreSeg.

Figure 9 displays side-by-side comparison of the prediction

result and the human-labeled ground truth. Except for sev-

eral cases, the majority of error occurs at the boundaries

between actions. Error at the boundaries does not neces-

sarily indicate the flaw of our method as human labels are

often imperfect [20].

4.3. Hollywood dataset

Hollywood dataset contains video samples of human ac-

tion from 32 movies. Each sample is labeled with one of

eight action classes: AnswerPhone, HugPerson, Kiss, Sit-

Down, SitUp, GetOutCar, HandShake, and StandUp. The
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bend .96 .01 .01 .00 .00 .01

jack .00 .97 .00 .01 .00 .02

jump .00 .00 .88 .06 .04 .02

pjump .00 .00 .01 .98 .00 .01

run .00 .00 .01 .00 .91 .08

Null .01 .03 .00 .03 .03 .90

Table 3. Weizmann dataset with the null class. Confusion matrix

for segmentation and recognition of five different actions: bend,

jack, jump, pjump, and run. The null class is the combination of

all other classes. The average accuracy is 93.3%.

Figure 9. Automatic segmentation-recognition versus human-

labeled ground truth. The segments are color coded; red, cyan,

magenta, blue, green, and gray correspond to bend, jack, jump,

pjump, run, and null classes, respectively. This figure is best seen

in color.

Figure 10. Typical frames from the Hollywood dataset.

dataset is divided into two disjoint subsets; the training set

contains video clips from 12 movies and the testing set con-

tains the remaining clips. The total number of video sam-

ples in the training and testing sets are 219 and 211, respec-

tively. Here we selected the first four classes as actions to

be recognized, and the others were considered as parts of

the null class.

Following [12], we detected space-time interest points

and described them using histogram of oriented (spa-

tial) gradients (HOG). Features belong to the same frame

were combined together. A dictionary of temporal words

with 100 clusters was constructed using k-means quanti-

zation. To evaluate the joint segmentation and recognition

performance, we created 30 long testing sequences by con-

catenating eight randomly selected original video samples.

The evaluation criterion was based on frame-level accuracy

as described at the beginning of Section 4. Our method

achieved the average accuracy of 42.24% (averaged over 30

sequences, repeated with 50 runs). As a reference, Laptev

et al. [12] reported the average recognition result of 27%

on this dataset with the same HOG features. Unfortunately,

their result and ours are not directly comparable since their

method required pre-segmented video sequences and only

measured the recognition performance. Furthermore, the

number of action classes in two experiments are different.

A
P

H
P

K
S

S
D

N
u
ll

AP .35 .14 .13 .22 .16

HP .08 .34 .20 .17 .22

KS .08 .10 .51 .11 .21

SD .09 .06 .14 .45 .27

Null .11 .07 .17 .19 .47

Table 4. Hollywood dataset—confusion matrix for Answer-

Phone (AP), HugPerson (HP), Kiss (KS), SitDown (SD), and the

null class (all other actions). The average accuracy is 42.24%.

5. Conclusions

We proposed a novel approach for simultaneous tempo-

ral segmentation and action recognition from video. The

recognition model was trained discriminatively using multi-

class SVM, while segmentation inference was done effi-

ciently with dynamic programming. This supervised frame-

work provides a systematic and mathematically elegant al-

gorithm for time series segmentation and action recogni-

tion. Experimental validation on standard datasets showed

the competitiveness of our approach against state-of-the-art

methods.

Though the proposed method yielded encouraging re-

sults on standard datasets, its requirement of fully labeled

data for training inevitably limits its applicability to small

training set with few actions. A possible direction for fu-

ture work is to develop an unsupervised method for joint

segmentation and modeling.
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