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Since the beginning of the last decade, plateauing of the clock speed of computer processors has forced us to invest more in parallelism — for both hardware and software. This resulted in improvements in computing technologies that have favored parallelism over increased clock speed. Taking advantage of these improvements requires designing algorithms that can leverage parallelism well. In this dissertation, we show how to take advantage of several algorithm design techniques to harness modern heterogeneous parallel architectures for solving problems in bioinformatics efficiently. Our main goal while designing algorithms is to achieve high-performance in terms of running time and scalability. Other desirable goals include energy efficiency, portability and adaptivity.

We solve bioinformatics problems on grids (dynamic programming problems), on graphs (breadth-first search), and problems that can be solved using spatial trees (Molecular Dynamics using octrees). We present many novel algorithms, algorithm engineering techniques, theoretical analyses and performance evaluations on a range of state-of-the-art parallel architectures including multicores, manycores, and special purpose accelerators. Although we mainly target problems in bioinformatics, the algorithmic techniques we use to solve those problems have general applicability.

For many dynamic programming problems, we show that if we use a cache-oblivious recursive divide-and-conquer technique to solve them, the resulting algorithms become highly optimizable, cache-optimal and often have asymptotically better parallelism than their standard iterative counterparts. These algorithms not only have good theoretical bounds, but also perform better than standard iterative and tiled-loop algorithms in terms of running time, scalability, energy-efficiency, cache-adaptivity and portability. Furthermore, it is often possible to improve parallelism of these recursive algorithms without sacrificing cache-optimality by removing artificial dependencies among the tasks introduced by the recursive structure of the algorithm.
Breadth-first search is a popular graph traversal algorithm that has many applications in bioinformatics. We show how to use lock- and atomic instruction-free optimistic parallelization to improve parallelism and load balancing in a shared-memory parallel breadth-first search (BFS) algorithm. We present several work-efficient parallel BFS algorithms (including one that uses recursive divide and conquer) along with their theoretical and empirical performance analyses on state-of-the-art multicore and manycore architectures.

Spatial trees (e.g., quad tree, octree, k-D tree) are recursive space partitioning data structures that are often used to store biological molecules efficiently. We present octree-based distributed and distributed-shared-memory hybrid near-far approximation algorithms to compute molecular polarization energy. These algorithms outperform all other state-of-the-art Molecular Dynamics packages by orders of magnitude on multicores and clusters of multicores.

We conclude by discussing implications of our work for future parallel algorithm design, and ways to extend our research to other domains.
The thesis is dedicated to my parents Md. Jahan Ali and Monju Ara for their endless love, support and encouragement.
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Chapter 1

Introduction

Since the beginning of the last decade, plateauing of the clock speed and per-core performance of computer processors due to the “power wall” constraint\(^1\) has led the CPU manufacturers to leverage multiple cores (often heterogeneous) on a single chip. This plateau and the resulting multicore processors have forced the software community to redesign many algorithms so that they can take advantage of the parallelism to continue software performance scaling. Indeed, almost all machines in today’s market have multiple cores, and performance scaling is impossible without exploiting these cores (i.e., without exploiting parallelism). The aim of this dissertation is to present algorithms/algorithmic frameworks that solve several problems in bioinformatics more efficiently than their existing solutions on modern heterogeneous parallel architectures. The contribution lies not only in the novel algorithms designed to solve the specific problems but also in the general algorithmic techniques, which can potentially be used solve many other existing and future problems to gain similar performance benefits.

Why Bioinformatics? Bioinformatics is one of the fastest growing industries which is predicted to be a $13 billion market by 2020 \[7\]. Bioinformatics finds markets in medical biotechnology (i.e., genomics, cheminformatics and drug design, proteomics, transcriptomics, metabolomics, and molecular phylogenetics), animal biotechnology, agriculture biotechnology, environmental biotechnology, homeland security and synthetic life science \[7\]. That is why, it is interesting to design efficient algorithms to solve problems in bioinformatics. Due to the recent changes in computer architectures, faster generation of massive data by the new technology tools and smart devices, and the introduction of big-data analytics, new bioinformatics problems have started to emerge, existing problems have grown in scale, and demands for performance have increased. As a result, traditional computational techniques (e.g., serial sequencing algorithms) are no longer sufficient to solve those new and existing problems. All these have made bioinformatics a field of opportunities for algorithms research.

Challenges. After the realization of the fact that single-core performance scaling is not feasible, computer architectures have changed very rapidly to support performance scaling through parallelism. Changes appeared in terms of computing capability of the processing cores, number of the

\(^1\)“If scaling continues at present pace, by 2005 high-speed processors would have power density of nuclear reactor, by 2010 a rocket nozzle, and by 2015, surface of the Sun” - Former Intel CTO Patric Gelsinger (ISSCC 2001).
processing cores, memory hierarchies and communication paradigms among the processing cores (e.g., shared-memory, distributed-memory, via PCIe bus or through on-chip channels). This rapid change has made programming for high-performance (i.e., developing efficient and scalable software) extremely difficult. At the same time, criteria for high-performance have changed: researchers are more interested in algorithms that are not only faster but also cache- and energy-efficient, make efficient use of space, require less data communication, and are portable. Designing high-performance parallel algorithms that are scalable, cache-, space- and energy-efficient, adaptive and portable is challenging. Nevertheless, it is important to make efforts to achieve that goal. In this dissertation, we show how to leverage several algorithm design techniques and data structures to efficiently solve problems that frequently arise in bioinformatics while achieving many of those performance goals on modern heterogeneous parallel architectures.

Dissertation overview. We explore algorithms under the broad categories of algorithms on grids (dynamic programming problems [20, 120, 121]), algorithms on graphs (breadth-first search [120]), and algorithms using spatial trees (octrees [107]). We target a variety of parallel architectures including multicores, manycores, clusters of multicores, special purpose accelerators (e.g., Triggered Instruction Spatial Architecture [179]), and hybrid combinations of those to develop algorithms. We present efficient parallel algorithms for solving many dynamic programming [14, 44, 49, 172, 179, 182] and graph problems (breadth-first search [178, 181]), and for computing various molecular energetics [40] terms required in molecular dynamics simulations [36, 177] on these target parallel architectures.

While designing an algorithm, our main goal is to achieve high-performance in terms of running time and scalability. However, we still want our algorithms to be energy-efficient, portable, and adaptive to dynamic fluctuations in the availability of shared resources (e.g., cache-space, bandwidth). We want our algorithms to be as resource-oblivious as possible since obliviousness often helps in portability and adaptivity. A resource-oblivious algorithm does not use any machine parameter in its algorithm description. Here, machine parameters include number of cache levels, cache size, block transfer size, number of processing cores, number of sockets, bandwidth limitations, energy-budget, structure of the communication network, etc. In the following paragraphs, we discuss more about these performance goals.

Parallel runtime, cache complexity and communication complexity. The parallel running time of a program, \( T_p(n) \) is the time it takes to run on \( p \) processors, where \( n \) is the input parameter. The work of a multithreaded program, denoted by \( T_1(n) \), is the total number of CPU operations performed when run on a single processor. \( T_1(n) \) is also called the serial running time of the program. A parallel algorithm is called work-efficient if its \( T_1(n) \) is not asymptotically larger than the work done by the fastest sequential algorithm for the problem. The span (also known as the critical-path length), denoted by \( T_\infty(n) \), is the maximum number of operations performed on any processor when the program is run on an infinite number of processors. For each of these metrics, the smaller the value, the better it is. Hence, our target is to design algorithms that have small values for \( T_1(n), T_p(n) \) and \( T_\infty(n) \).

Cache complexity of an algorithm is a performance metric that counts the number of block transfers (or cache misses or I/O transfers or page faults) triggered by a program between adjacent levels of caches in a memory hierarchy. Every cache miss results in a fetching of data from the upper level of cache/s, or RAM or even hard disk which takes a lot of time: up to 50
cycles for L3 cache, close of 80 nanoseconds for RAM, tens of millions of cycles for a hard disk. As a result, an increase in cache complexity may slow down a program. Therefore, our goal is to design algorithms that have low cache complexity.

Communication complexity of an algorithm measures the amount of communication among the processors required to run that algorithm. In case of a shared-memory algorithm, the cache complexity is the same as the communication complexity. For a distributed-memory algorithm, communication complexity measures the amount of data transfer among all participating processors through a physical network. In the case of a multicore CPU connected with a manycore coprocessor (e.g., GPU, Xeon Phi), communication complexity includes both the cache complexity and the cost of data transfer through a PCIe bus that connects the CPU and the coprocessor. Since increased communication complexity often increases running time, for all our algorithms, we make efforts to keep communication complexity as low as possible.

Scalability and parallelism. Scalability is a performance metric that shows how the runtime of a program changes as the number of cores and input size vary. There are two types of scalability metrics that are commonly used in practice: strong scalability and weak scalability. The strong scalability of a program is measured by keeping the input size fixed while increasing the number of cores. An algorithm has linear strong scalability if the speedup with respect to its serial running time is equal to the number of processing cores used. In general, it is harder to achieve good strong-scalability at larger process counts, since the communication or scheduling overhead of the program starts dominating at that point. The weak scalability shows how the runtime of a program varies with the number of processors when the problem size per processor is fixed. A program has good weak scalability if the run time stays constant while the input size is increased in direct proportion to the number of processors.

The parallelism of an algorithm is the average amount of work done per step of the critical path (i.e., $T_1(n)$). Parallelism tells us till how many cores a program should scale in theory. So the higher the value of parallelism, the better it is.

Achieving good scalability and parallelism is one of our primary goals while designing algorithms.

Energy-efficiency. Energy-efficiency of algorithms has become a major concern these days, as the energy costs of running computer applications and equipment have grown to be a major factor of the total US energy expense [12]. The most desirable state, in this case, is to be energy-efficient without any sacrifice in other performance metrics. In general, an algorithm that runs significantly faster also consumes less CPU energy than a comparatively slower one. Similarly, an algorithm that incurs fewer cache misses is likely to consume less DRAM energy, since the latter directly relates to the number of memory accesses that is proportional to the number of last level cache misses. In general, a cache-efficient algorithm runs faster and consumes less energy than a cache-inefficient algorithm, especially on modern architectures with hierarchical caches. Given that future architectures are likely to be energy-limited [35] with deeper cache hierarchies than the existing ones, we need algorithms that are both cache- and energy-efficient.

Portability. Traditionally, an algorithm is considered portable if its same implementation performs reasonably well on different machines with the same basic architecture but different machine parameters (e.g., number of cache levels, block transfer size, overall cache/memory size,
number of cores, NUMA domains, etc.). Having a portable algorithm is very convenient since it saves time to re-design and re-impliment.

In this dissertation we classify portability as intra-portability and inter-portability depending on the type of parallelism (e.g., shared-memory, distributed-memory and distributed-shared-memory) that an algorithm exploits. An algorithm has **intra-portability**, if it performs with reasonable efficiency on machines with different machine parameters while exploiting the same type of parallelism (e.g., shared-memory parallelism); without any change in the implementation. We call an algorithm **inter-portable** if it can be easily extended to exploit different types of parallelism offered by different parallel platforms, such as shared-memory (multicores, manycores), distributed-memory and distributed-shared-memory platforms (e.g., a cluster of multicores). In this case, the implementation for each of these parallel platforms is likely to be different, but the basic algorithm remains the same. For example, our research shows that the basic cache-oblivious recursive divide-and-conquer algorithm designed for a shared-memory platform can be easily extended to a distributed-shared-memory platform with reasonable scalability and performance [182]. Often inter-portability is a difficult goal to achieve.

**Adaptivity.** Like portability, adaptivity is a desirable property of an algorithm, which allows it to utilize all available shared resources at any point of time efficiently. Adaptivity is mainly defined in the context of a multiprogramming environment (e.g., typical OS, database, cloud systems, web servers), where multiple independent programs run in parallel and share common resources (e.g., cache-space, memory, bandwidth, processing cores, etc.). An algorithm is called adaptive to fluctuations of a particular shared resource, $R$, if it runs as fast as any other algorithm solving the same problem under the same profile of $R$. For example, a parallel algorithm is considered to be cache-adaptive [21] if it is less sensitive to dynamic fluctuations in shared-memory (and cache), and runs as fast as any other algorithm solving the same problem given any instantaneous memory profile (i.e., the actual size of available memory/cache).

**Robustness.** We will call an algorithm robust if its running time, energy and bandwidth performance remain relatively stable in response to dynamic fluctuations of shared-resources compared to other algorithms solving the same problem under the same resource profile. Performance stability is measured by computing the performance degradation due to fluctuations in resource profile, considering performance with no fluctuation in the total resource capacity as a baseline. It is quite desirable to have algorithms that are robust; because for robust algorithms, the given performance guarantees should hold despite minor anomalies in the system.

In this dissertation, we present parallel algorithms and algorithm design techniques that achieve many of those above mentioned performance goals. That is where the algorithm engineering and high-performance aspects of this dissertation lie. To group algorithms under the same category, we have divided this dissertation into three parts. Part I presents algorithms on grids, Part II presents algorithms on graphs, and Part III covers our work on algorithms using spatial trees. A brief overview of the rest of the dissertation is as follows:
Chapter 1. **Introduction**

1.1 **Part I. Algorithms on grids: Dynamic programming**

Part I consists of Chapters 2, 3, 4, 5, and 6, and covers several popular dynamic programming [121] problems encountered in bioinformatics including the edit distance [179] and longest common subsequence problems [44, 173] (used in sequence similarity and alignment), parenthesis problem [84] (used in RNA secondary structure predictions [125, 169]), sequence alignment with general gap penalty [83, 84, 182, 189], Floyd-Warshall’s all pairs shortest paths (used in computing transitive closure and phylogeny analysis [144]), protein accordion folding [112] (models folding of alpha-beta sheets) and Viterbi algorithm (used in probabilistic sequence matching, and analysis of long biological sequences [160]). Those are some examples of applications that we are covering by the algorithms presented in this dissertation. In general, solving dynamic programming problems is interesting, since they arise in a wide range of application areas spanning from logistics to bioinformatics [16, 64, 67, 74, 85, 87, 97, 111, 140, 145, 151, 160, 163, 189, 192, 196].

**Chapter 2: Dynamic Programming on Spatial Architecture.** Chapter 2 shows how the use of special purpose accelerators can boost the performance of an algorithm by many folds if that architecture can efficiently leverage the inherent parallelism in the problem through hardware. We mapped the edit distance algorithm on a proposed triggered instruction spatial architecture [143] that consists of a grid of thousands of small efficient PEs (processing elements). These PEs can directly communicate with other PEs via on-chip network [179] providing the opportunity to convert expensive memory operations to inexpensive (faster and energy-efficient) local PE-to-PE communications. This triggered instruction spatial architecture can exploit the inherent pipeline parallelism in the edit distance algorithm very efficiently, and almost 97% of all memory/cache read and write operations can be converted to local PE-to-PE communication, which eventually translates to 50× better running time and 100× reduction in energy consumption compared to a highly optimized tiled-loop implementation on a standard x86 CPU. Although the algorithm designed for a spatial architecture is not portable, it demonstrates the recent trend of use of special purpose accelerators to boost an application’s performance. Solving the sequence alignment or other edit distance like algorithms (i.e., algorithms with local dependencies) on this type of spatial architectures can be a boon for genomics analysis.

**Chapter 3: Cache-oblivious recursive divide-and-conquer to solve dynamic programming problems.** Chapter 3 shows how to achieve high-performance on standard general-purpose parallel architectures (e.g., multicores, manycores and clusters of multicores) in contrast to special purpose hardware, while solving dynamic programming problems. We show how to obtain high-performing parallel algorithms for a class of dynamic programming (DP) problems by reducing them to highly optimizable flexible kernels using a cache-oblivious recursive divide-and-conquer technique that reduces an inflexible iterative dynamic programming kernel into matrix-multiplication like flexible kernels. A flexible kernel reads from and writes to disjoint regions of a DP table, and hence there is no read/write dependency among the cells being updated. In contrast, for an inflexible kernel the read and write regions overlap. Thus, there are read-write dependencies among the cells being written to, which limit the parallelization and optimization opportunities. The generation of flexible kernels exposes optimization opportunities to make a program high-performing. We solve four non-trivial dynamic programming problems used in bioinformatics, namely the parenthesis problem, Floyd-Warshall’s all-pairs shortest path, sequence alignment with general gap penalty and protein accordion folding using cache-oblivious
recursive divide and conquer. These algorithms are $5 - 150 \times$ (resp. $3 - 30 \times$) faster and consume $3 - 40 \times$ (resp. $2 - 10 \times$) less energy than their standard iterative (resp. tiled-loop) counterparts on modern multicores with $16 - 32$ cores, and have better scalability. Furthermore, these algorithms have both intra- and inter-portability, and can be easily extended to hybrid multicores with manycore coprocessors, and shared-distributed-shared-memory platforms with reasonable practical performance [180, 182]. All our results basically show that cache-oblivious recursive divide and conquer is a very powerful algorithmic tool for solving DP problems in practice.

For convenience, we will use CORDAC to mean Cache-Oblivious Recursive Divide-and-Conquer from now on.

**Chapter 4: Adaptivity and robustness of CORDAC algorithms.** In Chapter 4 we show cache-adaptivity, bandwidth benefits and robustness of CORDAC algorithms in a multiprogramming environment (e.g., typical operating system, mobile application runtime environment, cloud, etc.). In such an execution environment multiple independent programs can run concurrently which may influence the performance of those programs adversely by reducing available shared resources otherwise available in a dedicated execution environment where only one program is run at a time. We show that due to its cache-efficiency, cache-obliviousness, and recursive nature, a CORDAC algorithm is more adaptive to dynamic changes in the availability of shared caches compared to its tiled-loop and standard iterative counterparts. CORDAC algorithms are less sensitive to memory and bandwidth fluctuations, too. Furthermore, the running time, energy and bandwidth performance of CORDAC algorithms remain more stable than the corresponding tiled-loop and iterative algorithms during dynamic fluctuations of shared resources (i.e., robustness property). Understanding the relationships among cache-obliviousness, cache-optimality, cache-adaptivity, energy-consumption and bandwidth utilization of different algorithmic options (iterative, tiled-loop and recursive divide-and-conquer) for DP problems is very important in deciding which algorithm to choose in practice. To the best of our knowledge, we present the first empirical results to unravel some of those relationships in a multiprogramming setting by demonstrating adaptivity and robustness of CORDAC algorithms.

**Chapter 5: Cache-oblivious wavefront algorithms.** The standard cache-oblivious recursive divide-and-conquer, i.e., CORDAC algorithms for dynamic programming problems often have artificial dependencies [173] that may reduce their parallelism asymptotically. However, these artificial dependencies can be removed using a cache-oblivious wavefront technique [173]. In Chapter 5 we show how to systematically transform a CORDAC algorithm into a cache-oblivious wavefront algorithm by removing artificial dependencies among the tasks through appropriate scheduling. Our transformed algorithms achieve optimal parallel cache-complexity and high parallelism with negligible implementation overhead. We use closed-form formulas to compute at what time each divide-and-conquer function must be launched in order to achieve high parallelism without losing cache performance. We present experimental performance and scalability results showing the superiority of these new algorithms over existing algorithms for the longest common subsequence, Floyd-Warshall's all pairs shortest path, and parenthesis problems. Results in this Chapter show that CORDAC with improved parallelism (i.e., the cache-oblivious wavefront

---

2We have observed that the CPU energy ratio closely matches with the runtime ratio if we use the same machine and same input size in the experiment. However, due to limitations in the software tools used to measure the energy, the runtime and energy experiments were conducted on two different architectures with different input sizes. Hence, the ratios were not the same.
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algorithms) will be useful for future architectures with many more cores than the state-of-the-art multicore machines.

Chapter 6: Cache-efficient CORDAC algorithm to solve the Viterbi problem. The Viterbi algorithm is used to find the most likely path through a Hidden Markov Model (HMM) given an observed sequence. This algorithm has numerous applications in bioinformatics spanning multiple sequence alignment [145], gene finding [32], CG island [67] and conserved elements detection [160], and protein secondary structure prediction [115]. Chapter 6 shows how the Viterbi problem (a problem that the Viterbi algorithm solves) can be solved cache-efficiently using a CORDAC technique by exploiting the rank convergence property of the problem [126]. Apart from its importance, solving the Viterbi problem is interesting because it has an irregular data access pattern and a space-compute ratio of 1 (per computation data access is $\omega(1)$). Both of these make designing a cache-efficient algorithm to solve this problem challenging. We present two algorithms to solve single-instance and multiple-instances of the Viterbi problem along with performance analyses and comparative results with the existing fastest algorithm showing the superiority of our approach [49].

One major contribution from this Part. This dissertation shows that cache-oblivious recursive divide and conquer is a very powerful algorithmic tool for solving non-trivial dynamic programming problems. So far, CORDAC algorithms for dynamic programming problems were mainly used by researchers in theoretical settings but was not adopted by general scientists and programmers, partly because they are difficult to develop, program and optimize (due to their complicated dependency structure). Another popular misconception about CORDAC algorithms is that although they have good theoretical bounds, in practice they are not high-performing. In this dissertation, we solve many non-trivial dynamic programming problems using CORDAC technique and show how to optimize them in a very systematic way to outperform traditional parallel iterative or tiled-loop algorithms by orders of magnitude. We show that these CORDAC algorithms are not only faster, scalable, portable, cache-, energy- and bandwidth-efficient, but also possess properties such as adaptivity and robustness, that other types of algorithms for solving dynamic programming problems do not have. Furthermore, we show how to improve parallelism of the CORDAC algorithms using cache-oblivious wavefront technique while retaining the cache-optimality. Our results make a very strong point in favor of using CORDAC algorithms in practice, especially in a multiprogramming environment such as standard operating system, mobile application runtime systems, database management system, systems that support multiple virtual machines simultaneously as well as the cloud. We believe that our research results will encourage scientists and programmers to adopt these algorithms and algorithmic techniques to solve their problems in practice.

1.2 Part II. Algorithms on graphs: Breadth-first search

Part II contains Chapter 7 and 8, and describes several level-synchronous parallel breadth-first search (BFS) graph traversal algorithms on shared-memory architectures. Breadth-first search has numerous applications in bioinformatics including analyses of biological interaction networks, metabolic pathway search, finding minimum gene subsets, betweenness centrality [80] and searching in tries [76]. Therefore, performing breadth first search efficiently is important.
Chapter 7: In Chapter 7 we show how to avoid locks and atomic instructions during dynamic load balancing using optimistic parallelization for shared-memory parallel level-synchronous BFS algorithms [178]. Use of locks and atomic instructions makes programs non-scalable due to serialization. We show that a lock and atomic-instruction free parallel BFS algorithm eventually does better load balancing, has improved parallelism, and as a result runs faster than the corresponding lock-based algorithm. We present algorithms based on recursive divide and conquer, centralized vertex queue, and randomized work-stealing on distributed queues. We derive theoretical performance bounds and prove correctness of our algorithms. We also present experimental results showing scalability of our algorithms on state-of-the-art multicore and manycore (Xeon Phi) machines, using different parallel programming platforms (cilk++\textsuperscript{TM}, cilk\textsuperscript{TM} plus, OpenMP), and on various types of graphs, demonstrating portability of these algorithms. We compare our algorithms with two other contemporary BFS algorithms by Hong et. al. (PACT, 2011) and Leiserson et. al. (SPAA, 2010), and show that our algorithms perform better than both of these benchmarks.

Chapter 8: In Chapter 8 we present a work-aware parallel level-synchronous BFS algorithm for shared-memory architectures which achieves the theoretical lower bound on parallel running time by using an optimal number of processing cores at each computation step. We also analyze energy performance of this algorithm.

1.3 Part III. Algorithms using spatial trees: Molecular energetics

In Part III, we describe algorithms that use spatial trees. Spatial trees are a class of recursive space partitioning data structure that can help to organize high-dimensional data. The R-tree [98], quad-tree [75], octree [33] and k-D tree [22] are well-known and widely used spatial trees. Spatial trees have been used in implementing molecular docking programs [41], molecular dynamics simulations [43], spatial phylogeny reconstructions, clustering and in medical imaging [165]. In our research we have used one such tree called octree that is cache-friendly, recursive, and uses only linear-space to represent biological (protein) molecules.

Chapter 9: In Chapter 9 we present hybrid distributed and distributed-shared memory parallel algorithms for computation of molecular polarization energy [176, 177]. These algorithms use octree-based Greengard-Rokhlin-type near-far approximation and are built on top of a shared-memory cache-oblivious recursive divide-and-conquer algorithm. This demonstrates the inter-portability of a recursive divide-and-conquer, i.e., CORDAC algorithm to different parallel programming platforms (i.e., shared-memory to distributed- and distributed-shared-memory). Using two levels of approximations (numerical and algorithmic), cache-friendly recursive octree data structure, and efficient hybrid load balancing strategy, our algorithms achieve $\sim 400 \times$ speedup w.r.t Amber [57] (a popular Molecular Dynamics package) with less than 1\% error w.r.t. the naïve exact algorithm, using as few as 144 cores (i.e., 12 compute nodes with 12 cores each) for molecules with as many as half a million of atoms.

We conclude in Chapter 10 by discussing extensions of our work, open problems and future research possibilities.
Part I

Algorithms on Grids
Chapter 2

Exploiting Spatial Architectures for Edit Distance Algorithms

2.1 Abstract

In this research, we demonstrate the ability of a spatial architecture to significantly improve runtime performance and energy efficiency of edit distance, a broadly used dynamic programming algorithm in bioinformatics. Spatial architectures are an emerging class of application accelerators that consist of a network of many small and efficient processing elements, and can be exploited by a large domain of applications. In this research, we show that spatial architecture is a good fit for edit distance algorithms which can efficiently map the dataflow characteristics and inherent pipeline parallelism within edit distance to develop efficient and scalable implementations.

We evaluate our edit distance implementations using a cycle-accurate performance and physical design model of a previously proposed triggered instruction-based spatial architecture in order to compare against real performance and power measurements on an x86 processor. We show that when chip area is normalized between the two platforms, it is possible to get more than a 50× runtime performance improvement and over 100× reduction in energy consumption compared to an optimized and vectorized x86 implementation. This dramatic improvement comes from leveraging the massive parallelism available in spatial architectures and from the dramatic reduction of expensive memory accesses through conversion to relatively inexpensive local communication.

2.2 Introduction

There is a continuing demand in many application domains for increased levels of performance and energy efficiency. While the number of transistors is expected to continue to scale with

\footnote{The energy profiling has been done by Neal Crago from Intel Corporation. He also optimized the x86 implementation. This work was done during my internship at Intel and was managed by Emer Joel.}
Moore’s law for at least the next five years, the “power wall” has dramatically slowed single-core processor performance scaling. Recently, several accelerator architectures have emerged to further improve performance and energy efficiency over multi-core processors in specific application domains. These architectures are tailored using the properties inherently found in these domains, and can range in programmability. Perhaps the best-known examples are fixed-function accelerators, which are tailored to single algorithms such as video decoding, and GPUs, which are fully programmable and target data parallel and SIMT-amenable code.

Spatially programmed architectures are an emerging class of programmable accelerators that target application domains with workloads whose best-known implementation involves asynchronous actors performing different tasks while frequently communicating with neighboring actors. The application domains that spatially-programmed architectures target spans a number of important areas such as signal processing, media codes, cryptography, compression, pattern matching, and sorting.

Spatially programmed architectures are typically made up of hundreds of small processing elements (PEs) connected together via an on-chip network. When an algorithm is mapped onto a spatial architecture, the algorithm’s dataflow graph is broken into regions, which are connected by producer-consumer relationships. A set of PEs from the spatial architecture is then assigned to execute a particular region. Input data is then streamed through this pipelined set of regions.

Edit distance is a broad class of algorithms that find use in many important applications, spanning domains such as bioinformatics, data mining, text and data processing, natural language processing, and speech recognition. The edit distance problem determines the minimum number of “non-match” data edits to convert a source string or data object $S$ to a target string or data object $T$. The algorithm also keeps track of the specific data edits required to convert $S$ to $T$, from a set of four possible data edits: insertion, deletion, match or substitution. For example, if $S$ = “computer” and $T$ = “commute”, the minimum number of “non-match” edits to convert $S$ to $T$ is 2 and the edits are, $MMMSMMD$ (where $M$ = Match, $S$ = Substitute, $D$ = Delete).

The edit distance problem is ripe for acceleration, as the dynamic programming techniques typically used to solve the problem take $O(nm)$ time and space, where $m$ and $n$ are the lengths of the strings $S$ and $T$ respectively. However, the nature of data dependencies within the algorithm makes vectorization and parallelization non-trivial on modern CPUs and GPUs. On the other hand, these same data dependencies have very nice dataflow properties which are quite naturally mapped on spatial architectures using pipeline parallelism [25, 117]. Moreover, the exploitation of pipeline parallelism also enables the conversion of many memory references into much less expensive local PE-to-PE (PE = Processing Element) communication which further improves efficiency.

In this chapter, we first build intuition on why spatial architectures are a good fit for edit distance and similar algorithms with local dependencies. We then describe three different algorithmic implementations of edit distance tailored to spatial architectures. We evaluate these implementations by conducting a detailed experimental analysis of performance and energy consumption on a triggered instruction-based spatial architecture [143]. Finally, we compare the performance and energy consumption of our implementations to highly optimized and vectorized x86 implementations.
2.3 Background

2.3.1 Spatial Architectures

In the spatial programming paradigm, an algorithm’s dataflow graph is broken up into regions so that it can be represented as a pipeline of computation. Sets of independent regions act as stages within the pipeline, with producer-consumer relationships between stages. Ideally, the number of operations in each region is kept small, as performance is usually determined by the rate-limiting step. Figure 2.1 presents an example dataflow graph and its corresponding representation in the spatial programming paradigm. In this example, each region is made up of three nodes from the original dataflow graph, and the total number of pipeline stages is two. Note that in Stage 0, two regions are independent and are executed in parallel. After the pipeline is generated, the input dataset can be streamed through the pipeline and the inherent pipeline parallelism can be exploited.

Figure 2.1: Spatial programming example. Converting a dataflow graph to a spatial pipeline of regions.

While the pipeline can, in theory, be mapped to general-purpose processors, executing the algorithm on the appropriate accelerator architecture can provide significant benefits. Accelerator architectures execute alongside general-purpose processors with the end goal of improving the performance and energy consumption of a selected set of algorithms and application domains. Similar to how vector engines and GPUs are chosen to accelerate many vectorizable algorithms, spatial architectures are chosen to accelerate algorithms amenable to spatial programming. Spatial architectures are a computational fabric of hundreds or thousands of small processing elements (PEs) directly connected together with an on-chip network. The algorithm’s pipeline is successfully mapped onto a spatial architecture by utilizing some number of PEs to implement each region of the dataflow graph, and then by connecting the regions using the on-chip network. As performance depends on minimizing the execution time of each pipeline stage, the regions are typically sized as small as possible, with the algorithm utilizing all of the available PEs.

Spatial architectures broadly fall into two categories, primarily based upon the basic unit of computation: logic-grained and coarse-grained. Field-programmable gate arrays (FPGAs) are among the most well known logic-grained spatial architectures and are most commonly used for ASIC prototyping and as stand-alone general logic accelerators. FPGAs are designed to emulate a broad range of logic circuits and use very fine-grained lookup tables (LUTs) as their primary unit of computation [53, 128]. More complex logical operations are constructed by connecting many LUTs together using the on-chip network. While the use of fine-grained LUTs results in a high degree of generality, this generality results in much lower clock speeds for mapped algorithms when compared with ASIC implementations. In general, FPGAs and logic-grained
spatial architectures sacrifice compute density for complete bit-level generality. It is also well known that the programming environment for FPGAs is particularly complex. FPGAs typically use a low-level programming model (e.g. VHDL or Verilog) due to being used primarily for ASIC prototyping. Additionally, the fine-grained nature of the LUTs creates a large solution search space for place and route algorithms, which can lead to unacceptably long compilation times.

However, a common observation is that many algorithms primarily utilize byte- or word-level primitive operations, which are not efficiently mapped to bit-level logic and logic-grained spatial architectures such as FPGAs. To partially address these inefficiencies, some FPGAs now provide digital-signal processing datapaths alongside the traditional LUTs. In contrast to FPGAs, coarse-grained spatial architectures are designed from the ground up to suit the properties of these algorithms. Coarse-grained spatial architectures optimize byte- and word-level primitive operations into hardened logic and through the utilization of ALUs within PE datapaths [99, 130, 132]. The hardened logic results in much higher compute density, which leads to faster clock speeds and reduces compilation times substantially compared to FPGAs. Generally speaking, these coarse-grained spatial architectures have a higher-level programming abstraction, which typically includes some notion of an instruction set architecture. In other words, PEs can be programmed by writing a sequence of software instructions, rather than requiring the hardware-level programming of an FPGA. The distinct advantages and large possible design space of coarse-grained spatial architectures have resulted in a significant amount of recent research. Specifically, there has been research into evaluating architectures, control schemes, and levels of integration with host processor cores [91, 143, 159, 168].

Given the clear benefits of coarse-grained compared to logic-grained, in this paper, we focus on implementing edit distance on coarse-grained spatial architectures. Figure 2.2 presents the high-level architecture and PE-level architecture of the coarse-grained spatial architecture we consider. The architecture consists of a collection of PEs, scratchpad memory, a cache hierarchy, and an on-chip network. For our architecture, each PE has some control logic, an instruction memory, a register file, an ALU, and some number of input and output connections to an on-chip network. To further support high compute density and provide efficiency, the instruction memory and register file within the PE are kept quite small, and the complexity of the ALU is kept low. PEs connect to each other, scratchpad memory, and the cache hierarchy using the on-chip network.
2.3.2 Edit Distance

In this section, we describe the edit distance problem and explain what makes it amenable to pipeline parallelism and spatial architectures. The edit distance problem is defined as finding the minimum edit cost to convert one string or data object into another string or data object. Solving the edit distance problem is interesting because of its prevalence in important application domains including bioinformatics, data mining, text and data processing, natural language processing, and speech recognition. In addition to those domains, achieving better performance and energy efficiency on edit distance through exploiting spatial architectures can also provide insight into how other applications with similar local dependencies might benefit when mapped to spatial architectures. Such domains include dynamic programming problems with local dependencies (e.g., longest common subsequence, Smith-Waterman and Needleman-Wunch algorithms), virus scanners, security kernels, stencil computations, and financial engineering kernels.

2.3.2.1 Overview of the Edit Distance Problem

Recurrence 1 solves the edit distance problem. The edit distance for converting $S$ of length $i$ to $T$ of length $j$ can be computed by taking the minimum of solutions to three smaller sub-problems. The first sub-problem is to match or substitute $S[i]$ with $T[j]$, and then recursively find the edit distance of converting $S$ of length $i-1$ to $T$ of length $j-1$. The second sub-problem is to insert the last character of $T$ ($T[j]$) at the end of $S$, and then recursively find the edit distance of converting $S$ of length $i$ to $T$ of length $j-1$. The third sub-problem is to delete the last character of $S$ ($S[i]$), and then recursively find the edit distance of converting $S$ of length $i-1$ to $T$ of length $j$.

The costs of match, substitute, delete and insert are user-defined and can vary depending upon the application. In the most general edit distance problem, all costs are assumed to be the same (typically 1, except a cost of 0 for a match). In the rest of the Chapter, we assume that the cost of a single insertion, deletion, and substitution is 1. The three base cases for Recurrence 1 are as follows:

- Converting a string $S$ of length 0 to another string $T$ of length 0 is a cost of 0.
- To convert a string $S$ of length 0 to any string $T$ of any length $j$, we insert all $j$ characters of $T$ which incurs a total cost of the sum of inserting all characters from $T$ of length $j$. 

![Figure 2.3: Solving for edit distance using dynamic programming. The dark-shaded cells are the edits for solving the base cases, and the light-shaded cells are the required minimum edits.](image-url)
To convert a string $S$ of length $i$ to a string $T$ of length 0, we delete all characters from $S$ which incurs a total cost of the sum of deleting all characters from $S$ of length $i$.

It is inefficient to use recursion to solve the edit distance problem due to the large number of sub-problem re-computation required. Therefore, dynamic programming principles are typically used to solve the problem in a bottom-up manner. The dynamic programming approach saves the result of each sub-problem in a table, enabling reuse rather than requiring recomputation.

To find the required number of edits to convert a source string $S$ to the target string $T$, a two-dimensional $m \times n$ cost matrix “$M$” is allocated, where $m$ and $n$ are the lengths of the two strings $S$ and $T$, respectively. Each cell of the matrix $M(i,j)$ gives us the minimum number of edits to convert $S[1:i]$ to $T[1:j]$. We first populate the matrix with the base case solutions and then compute the remaining cells row by row following the same recursive formula. Figure 2.3 shows the filled out cost matrix after executing the dynamic programming algorithm on $S = “sort”$ and $T = “sport”$ where cell $M[m][n] = M[4][5]$ gives the final edit distance.

### 2.3.2.2 Exploitation of Pipeline Parallelism

In the dynamic programming approach to the edit distance problem, the matrix cells have local dependencies. Figure 2.4 presents the data dependencies in calculating a single cell $M[i][j]$. Observe that the value of a cell $M[i][j]$ depends on its top cell $(M[i−1][j])$, left cell $(M[i][j−1])$ and diagonal cell $(M[i−1][j−1])$. Because of these dependencies, this computation is not vectorizable along the row or the column of the 2D cost matrix. While it is possible to vectorize along the diagonal by reshaping the cost matrix into a diamond, such an implementation requires dummy computations and frequent communication between cells must still be facilitated using expensive memory accesses. Conversely, the data dependencies found in edit distance naturally compose into pipeline parallelism: values produced by a worker responsible for computing a cell of the cost matrix can be consumed by workers computing adjacent cells. It is possible to get very efficient cell-level parallelism for edit distance in a spatial architecture because spatial architectures have the benefit of small efficient PEs and direct PE-to-PE communication capability. Note that cell-level parallelism is not feasible on multicore machines at all because of the prohibitive overhead of communication and scheduling.

### 2.4 Edit Distance on Spatial Architectures

In this section, we discuss how the edit distance problem maps down to spatial architectures. We start by describing the basic unit of computation, a worker, and utilize that worker to develop an initial naïve implementation. We analyze that naïve implementation and describe several possible optimizations. We also explain how a spatial implementation of edit distance makes more efficient use of memory.
2.4.1 Designing a Worker

To implement edit distance, we first create a core module that incorporates the data flow and state transitions needed to compute the value of a single cell of the cost matrix $M$. Part of this process is deciding which inputs and outputs are required for a cell computation and the relationship between the inputs and outputs of a cell with its neighboring cells.

Figure 2.5 depicts an abstract worker which implements the core module and its inputs and outputs. As shown in Figure 2.4, the score of a cell $M[i][j]$ of the cost matrix depends primarily on its top ($M[i-1][j]$), left ($M[i][j-1]$) and diagonal ($M[i-1][j-1]$) cells, as well as the string characters $S[i]$ and $T[j]$, where $S[i]$ and $T[j]$ is the $i$th character of $S$ and $j$th character of $T$, respectively. The score of the current cell $M[i][j]$ is determined by calculating the minimum of insert cost (left + CostOfInsert($T[j]$)), delete cost (top + CostOfDelete($S[i]$)) and match/substitution cost (diagonal + MatchOrSub($S[i], T[j]$)). The path chosen for each cell, i.e., the edit that resulted in the minimum score, can also be stored in a separate path array, where path[i][j] = (delete, insert, match/substitute). The data stored in the path array can later be used to reconstruct the actual edits used to convert $S$ to $T$ in linear time. Therefore, in this initial approach we need 5 memory reads ($S[i], T[j], Top, Left, Diagonal$), 2 memory writes (score, path), 3 additions and 3 subtractions to compute the value for each cell.

Figure 2.6 shows simplified pseudo-code for a single cell computation of $M[i][j]$. First, the insert, delete, and match/substitute costs are computed using values from $M[i-1][j], S[i]$, and $T[j]$. Next, the minimum between the three costs is chosen, returning both the score and the path values. Finally, the score and path values are written out to memory. In practice, we find that we can split this core module into two other smaller modules, each of which can be mapped onto a PE, in order to reduce the length of the critical path. We define a worker as the unit of these two PEs that implements the core module. A collection of these workers is used to compute the score values of the entire cost matrix.

![Figure 2.5: A simple cell worker that computes a single cell of the cost matrix, (B) An optimized row worker.](image)

2.4.1.1 Optimization

One possible implementation of edit distance on a spatial architecture would be to use distinct workers to calculate the value of each cell $M[i][j]$. However, the scalability of such an approach to large problem sizes is quite limited considering that the requirement for $O(mn)$ workers would require at least $O(mn)$ PEs. Spatial architectures have finite physical resources by definition,
and thus, a scalable implementation needs to be able to map to those finite resources regardless of \( m \) and \( n \). Therefore, we need to find an alternative solution to compute all the \( mn \) cells using only a limited number of workers, \( w \). For example, if we consider assigning one worker to compute all the cells of a row of the cost matrix, we can observe the following patterns in the inputs and outputs of that row worker (see Figure 2.5(b)):

- **Top** \( (M[i - 1][j]) \) at current cell position \( M[i][j] \) becomes the diagonal for the next cell \( M[i][j + 1] \).
- The current computed score \( M[i][j] \) becomes left for the next cell \( M[i][j + 1] \).
- \( S[i] \) needs to be read only once from memory for the entire \( i^{th} \) row.
- \( T[j] \) and top need to be read for each cell from memory.

Therefore, if we can reuse the values already read from memory and produced by the same row worker, that will save \( O(3n) \) memory reads \((S[i], \text{left}, \text{diagonal})\) for each row (i.e., saves around \( 3mn \) reads out of \( 5mn \) reads in total).

Figure 2.7 presents a flow chart for the control path of the two row worker modules mapped to PEs. First, the delete and insert costs are computed and the minimum between the two is chosen, while in parallel the match-substitute cost is also computed and communicated. Then the minimum of the three costs is chosen, and the final score and path values are determined. Observe the feedback loops added to the module to reuse the top as diagonal and current score as left.

If we consider two consecutive row workers working on two consecutive rows of the score or cost matrix \( M \), it is possible to observe some further memory access optimizations. A row worker working on the \( i^{th} \) row can send its current computed score, \( M[i][j] \) as the top value to the row worker working on the \( (i + 1)^{th} \) row. Similarly, \( T[j] \) can also be reused by the row worker working on the \( j^{th} \) column of the score matrix by propagating \( T[j] \) using the local PE-to-PE communication channel. In fact if we have more row workers working on consecutive rows, once a character \( T[j] \) has been read from memory by the first row worker, it can forward \( T[j] \) to the second row worker, second row worker can forward it to the third row worker, and so on. Therefore, if we use \( w \) row workers to compute \( w \) consecutive rows of the cost matrix, any row worker \( k \) for \( 1 < k \leq w \), does not need to read \( T[j] \) from memory. Similarly, each \( k^{th} \) row worker \( 1 < k \leq w \) receives its top value from row worker \( k - 1 \)’s computed scores. Hence, only the first row worker of a strip of \( w \) rows (strip: \( w \) consecutive rows of the cost matrix) needs to read the top and \( T[j] \) values from memory. Other workers can get them from prior worker through the PE channels. As a result, nearly all memory read operations remaining can be removed and converted into less expensive local PE-to-PE communication, saving both memory bandwidth and energy consumption.
2.4.1.2 Mapping

Note that the row workers here proceed as a diagonal wavefront. For example, when row worker \( k \) works on cell \( M[i][j] \), row worker \( k + 1 \) works on cell \( M[i + 1][j - 1] \) and row worker \( k + 2 \) works on cell \( M[i + 2][j - 2] \) and so on, in a pipelined manner. Figure 2.8 shows the interconnection between two consecutive row workers and a possible serpentine layout of the row workers on a spatial architecture made with a grid of PEs where row worker \( W_k \) receives input from row worker \( W_{k-1} \) and sends output to row worker \( W_{k+1} \).

Based on these observations and the resulting optimized row worker (Figure 2.8), we have designed three different algorithms to solve the edit distance problem, namely: naïve, strip mining, and tiling. For each of these algorithms, we primarily focus on computing the score, as prior work has shown that the edits can be reconstructed by recomputing the required subsections of the cost matrix while tracing in the backward direction [46, 47, 103, 137]. Hence, showing that our algorithms do better in computing the score should mean that they will also perform better in computing the edits. In each of these algorithms we use \( w \) row workers to compute the scores (and paths) of the first \( w \) consecutive rows from 1 to \( w \), and then compute rows from \( 1 + w \) to \( 1 + 2w \), and so on until the entire cost matrix has been computed. Note that string \( S \) is padded (and \( T \) for the tiled version), as needed to make the length divisible by \( w \) (or tile height, \( d \)).

2.4.2 Naïve Implementation

In the naïve approach, we use \( O(mn) \) memory space to store the scores of the cost matrix (and path), and each row worker stores the score (and path) value to memory for each cell it computes. We connect a row worker’s output to its own input and to other row workers as shown in Figures 2.5(b) and 2.8. These optimizations remove most of the memory reads otherwise required. However, \( O(mn) \) memory writes are still required to store the \( O(mn) \) score values for all cells in the resulting cost matrix.

2.4.3 Optimization: Use of Linear Memory Space

“Quadratic space kills before quadratic time”. In the standard edit distance problem, the two-dimensional cost matrix \( M \) consumes \( O(mn) \) memory space. However, this quadratic use of memory space becomes infeasible for large strings. Fortunately, it is possible to use linear
memory space \((O(n))\) to store the cost matrix. Observe that for edit distance, the resulting output data is the final cost of converting \(S\) to \(T\) which can be found in cell \(M[m][n]\). Therefore, we do not need to maintain data storage for other cells when they are no longer actively being used. To compute the score/cost for the \(i\)th row, we only need the \((i-1)\)th row as input. Rows before \((i-1)\) can be forgotten. Therefore, it is possible to use a cost matrix of linear size \(n + 1\), from which the first row worker (from a set of \(w\) row workers) reads its top inputs, and the last row worker writes its computed cost values which can be used as input for the next set of rows (computed using the same \(w\) row workers). We use this linear memory space optimization in our strip mining and tiling based algorithms.

Although it is sufficient to use linear memory space \((O(n))\) to store the cost matrix, use of a two-dimensional cost matrix can aid in the reconstruction of actual edits/path in linear time. It is also possible to use a separate two-dimensional path matrix while using linear memory space for the cost matrix, which allows linear time reconstruction of edits. Finally, it is also possible to use only linear memory space for the cost matrix, and reconstruct the edits in quadratic time without saving any path matrix \([46, 47]\) which is discussed later in this section.

### 2.4.4 Strip Mining

The strip mining technique involves computing the two dimensional cost matrix in a strip-by-strip manner (strips of \(w\) consecutive rows from the cost matrix). In this approach, we virtually divide the two-dimensional cost matrix into strips of size \(w \times n\), where \(w\) denote the number of row workers and \(n\) denote the width of the cost matrix. In the strip mining approach, we use a linear cost matrix array of size \(n + 1\), from which the first row worker reads its top inputs and the last row worker writes its computed cost values which are used as input for the next strip. As before, we use the optimized row worker for this algorithm. We use two different strategies for the strip mining algorithm as described below:

#### 2.4.4.1 Strip Mining using Memory

In the strip mining using memory algorithm, only the first row worker of a strip of size \(w\) reads the score values from cost matrix and string \(T\) from memory, and only the last row worker stores the computed score values to memory (Figure 2.9). This organization reduces the total number of memory writes to the cost matrix to \(O\left(\frac{m w n}{w}\right)\) from \(O(mn)\) in addition to the reduction in memory reads as described before. Furthermore, the number of memory reads of string \(T\) as well as the cost matrix reduces to \(O\left(\frac{m n}{w}\right)\). To optimize this approach further, each row worker starts computing from the 0th column instead of the 1st column of the cost matrix. Note that in a typical edit distance algorithm, computation starts from the 1st column while using the 0th column as input. If we had started computing from the 1st column, we would need to read the...
left and diagonal cells from memory. However, if we start from the 0th column, we can use the top value to compute the left and diagonal by adding 1 to the top value (which comes from memory for the first row worker and from the previous row worker for all other row workers). This approach reduces the number of memory reads by 2m. Figure 2.9 shows how the strip mining algorithm works. The hash-patterned cells in the cost matrix are stored in memory by the last row worker and read by the first row worker (in total $\frac{m}{w}$ times), while the white colored cells are not stored to memory and are instead communicated directly between the row workers.

2.4.4.2 Strip Mining using PEs’ scratchpad memory

Note that memory accesses can be expensive and involve various levels of the cache hierarchy and main memory. As an alternative, we can leverage the scratchpad memory of the PEs (Figure 2.2) to store intermediate cost matrix values. In the strip mining using scratchpad memory algorithm, the first row worker reads the cost matrix from memory only during the first iteration (i.e., only for the first strip of the algorithm). Similarly, the last row worker stores the scores to the linear space cost matrix $M$ in memory only in the last iteration (last strip of the algorithm). In all other intermediate iterations, the first row worker reads the cost matrix values from scratchpad memory, where the last row worker has saved its computed cost matrix values in the previous iteration. This reduces the number of memory reads and writes for the cost matrix to $O(n)$. The scratchpad memory based algorithm operates similarly as the memory based strip mining algorithm. The key difference is that only the initial and final rows are read from or written to memory. In Figure 2.9, the hash-patterned cells of the cost matrix are stored in internal PE scratchpad memory by the last row worker and read by the first row worker $\frac{m}{w} - 2$ times.

One drawback of this approach is that the amount of scratchpad memory on spatial architectures is limited and therefore can limit the maximum length of $T$. Note that although the use of scratchpad reduces the number of memory reads and writes from/to the linear cost matrix from $O\left(\frac{m}{w}n\right)$ to $O(n)$, $O\left(\frac{m}{w}n\right)$ reads of string $T$ are required in both strip mining approaches. The tiling based computation as discussed in the next subsection provides a way to deal with this limited amount of scratchpad storage, and can reduce the number of memory reads and writes even further if a proper tile size is chosen.

Memory Loads/Stores and Time Complexity:

For the strip mining algorithm using memory, the total number of memory reads and writes is $O\left(3\left(\frac{m}{w}n\right) + m\right)$. This cost comes from $O\left(\frac{m}{w}\right)$ memory reads of the cost matrix and string $T$ of length $n$, and $\frac{m}{w}$ memory writes to cost matrix of the same size. String $S$ of size $m$ must also be read once for the entire computation. Similarly, for the strip mining algorithm that uses scratchpad memory to store and read the cost matrix values, the total number of memory reads and writes is $O\left(\left(\frac{m}{w}n\right) + 2n + m\right)$ where $\left(\frac{m}{w}n\right)$ comes from reading $T$, $2n$ comes from reading and writing to linear space cost matrix and $m$ comes from reading $S$. The running time of this algorithm with $w$ row workers is: $T_w = \Theta\left(\left(\frac{m}{w}n\right) + \frac{m}{w}\right) = \Theta\left(\left(\frac{m}{w}n\right) + m\right)$ where the second term comes from the synchronization cost of $w$ row workers at the end of each strip. Hence, the running time with an infinite number of row workers (as well as $m$ row workers) is: $T_\infty = \Theta(m + n)$, which is the best span one can achieve for edit distance problem.
2.4.5 Tiling

In the tiling algorithm, we virtually divide the two-dimensional cost matrix into tiles of size $w \times D$, where $w$ denote the number of row workers (also the height of the tiles in this case), and $D$ denote the width of the tiles. We solve the column of tiles (column strips) one by one starting from the leftmost column of tiles, ending with the rightmost column of tiles. For the tiling algorithm also, we use linear $O(n)$ memory space to store the cost matrix values from which the first row worker reads its top inputs and the last row worker writes its computed cost values. Additionally, we use two other $O(m)$ sized memory arrays to store the left most column of a column strip and the right most column of a column strip. These two arrays work as input and output in alternative iterations (column strips). All $w$ row workers first compute values for the first column strip of $\frac{m}{w}$ tiles of size $w \times D$, each of which ends at the $(D+1)^{th}$ column of the original cost matrix $M$. Then the row workers compute the next column strip consisted of $\frac{m}{w}$ tiles ending at $(2D+1)^{th}$ column as shown in Figure 2.10 and so on.

The computation for a single column of tiles (column strip) is similar to the strip mining algorithm using scratchpad memory with a few exceptions.

- Each row worker starts from the 1$^{st}$ column, instead of the 0$^{th}$ column. Therefore, each row worker needs to read left and diagonal cells for the very first column of each tile from memory.

- Each row worker of a tile needs to store the last value of its row to memory so that they can be used as input (left and diagonal cells) for the next column strip.

- Only the first row worker of a column strip reads a segment of string $T$ from memory at the beginning of that column strip and all other row workers receive $T$ from the previous row worker and forward $T$ to the next row worker. The last row worker stores $T$ in local scratchpad memory, so that for the next tile the first row worker does not need to read $T$ from memory.

Therefore, over all the tiles, $T$ needs to be read only once (cost $O(n)$) to compute all $O(mn)$ cells of the cost matrix.

Figure 2.10 shows how the tiling based algorithm works. The two-dimensional cost matrix has been divided into tiles where the hash-patterned cells along the rows are stored in scratchpad memory and the checkerboard-patterned cells along the columns are stored in memory. Those checkerboard-patterned cells are used as left, diagonal inputs and the hash-patterned cells are
used as top inputs for the next column of tiles. Note that we have a choice on whether the intermediate rows, intermediate columns, or both dimensions should be saved in scratchpad memory based upon each dimension’s size and the amount of available scratchpad memory. In general the maximum tile width $D_{\text{max}} = \min\left(\frac{\text{Total Scratchpad Memory Size}}{2}, \frac{n}{2}\right)$.

### Memory Loads/Stores and Time Complexity:

To show that the tiling approach has better theoretical memory bandwidth utilization than that of the strip mining approach, we count the total number of memory reads and writes required by the tiled approach. The total number of memory reads in this approach is $O\left(3(n^mD) + 2n\right)$, where the $O\left(3(n^mD)\right)$ comes from reading $S$, left and diagonal cells at the beginning of each tile. Because for each of those terms, there are $m$ memory reads for each column strip, and in total we have $\frac{n}{2}$ column strips/iterations. On the other hand, the $2n$ term comes from reading $T$ and the cost matrix of size $n$ from memory. In addition, there are $O(n)$ writes to memory for writing the final cost values (hashed-patterned cells in Figure 2.10) and $O\left(n^mD\right)$ writes for writing the end cells (rightmost column) for each column strip (checkerboard-patterned cells in Figure 2.10). Therefore, in the tiled approach, we have $(4n^mD + 3n)$ memory operations. Clearly, the tiled based approach will perform better than the strip mining with scratchpad memory based approach iff $(4n^mD + 3n) < \left((n^mD) + 2n + m\right) \Rightarrow D_{\text{min}} > 4w$ (considering $n = m$). As $w$ is constrained by the number of PEs in the spatial architecture and $D$ is constrained by the total aggregated scratchpad memory for all PEs, $D$ will satisfy the condition trivially. The running time for this algorithm with $w$ row workers is $T_w = \Theta\left(\frac{mnD}{w} + \frac{w^2}{w}\right) = \Theta\left(\frac{mn}{w} + \frac{w^2}{w}\right)$.

### 2.4.6 Linear Memory Space Traceback Path

In both of our strip-mining and tiled algorithms, we use linear memory space for computing the score. In addition to that, we reduce the number of actual memory reads and writes in the spatial architecture by utilizing direct PE-to-PE communication, something not possible in a general-purpose processor architecture. However, the specific edits required to achieve the minimum edit distance are often needed alongside the scores. Storing the edits for each cell in the cost matrix requires quadratic memory space which is very expensive for large string inputs. Fortunately, there are algorithms that can reproduce the edits without storing the edits initially (Hirschberg [103] and Chowdhury [47]) and without the requirement for quadratic memory space. However, such algorithms require extra $O(mn)$ work to do so. The algorithm in [47] is a divide-and-conquer based recursive algorithm which executes the edit distance algorithm in two passes: the forward pass and the backward pass. The algorithm assumes that it is given input boundaries (the 1st row and 1st column of the cost matrix) and at the end it will produce output boundaries (rightmost column and bottommost row). In the forward pass, the algorithm computes the score by recursively dividing a virtual two-dimensional cost matrix into four quadrants and keeps dividing until it reaches a small base case size when it solves for edit distance using the standard dynamic programming algorithm using linear memory space. During the forward pass, the algorithm saves additional information about where the path from each cell of the output boundary (rightmost column and bottommost row) intersects the input boundary (leftmost column and topmost row). In the backward pass, it recursively executes the edit distance in backward direction to reconstruct the path information. The algorithm decides
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| PEs | 32 Total - Each with 16 Instructions  
8 local registers, 8 predicates |
| Network | Mesh (1 cycle link latency) |
| Scratchpad | 8KB (distributed) |
| L1 Cache | 4KB (4 banks, 1KB/bank) |
| L2 Cache | 24 KB shared slice |
| DRAM | 200 cycle latency |
| Estimated Clock Rate | 3.4 GHz |

Table 2.1: Block architectural parameters

which quadrant to explore based on where the path from the bottom-right point intersects the input boundaries and hence solves only those segments required to reconstruct the edits/paths.

As we have theoretically shown that use of spatial architecture reduces the total memory footprints significantly by using the PE-to-PE communications, it is easy to predict that all the traditional linear memory space algorithms (Hirschberg’s or Chowdhury’s) can achieve huge performance boost by using our optimized linear memory space edit distance row workers to compute the cost as well as the required edits on spatial architectures. In that case, the recursive control structure needs to be kept in the host process and whenever a basecase needs to be executed it can be executed on the spatial architecture.

2.5 Experimental Setup

2.5.1 Spatial Architecture Performance

We evaluate our edit distance implementations on a cycle-accurate performance model that simulates the triggered instruction-based scalable spatial architecture (TIA) in [143]. The performance model is developed using Asim, an established performance modeling infrastructure [71]. We use a model of the detailed microarchitecture of each TIA PE in the array, the mesh interconnection network, L1 and L2 caches, and DRAM.

The architectural organization of our evaluation architecture can be found in Figure 2.2. The architecture is built from an array of TIA PEs organized into blocks. Each block contains a grid of interconnected PEs, a set of scratchpad memory slices distributed across the block, a private L1 cache, and a slice of a shared L2 cache that scales with the number of blocks on the fabric. Table 2.1 provides the parameters that we use in our evaluation. The TIA PEs use 32-bit integer/fixed-point datapaths, and do not include hardware floating point units. As a reference, 12 blocks (each including PEs, caches, etc.) are about the same size as our baseline Intel® Core™ i7 – 3770 core (including L1 and L2 caches), normalized to the same technology node. Also note, that the length of a clock cycle of both a high-end x86 core and TIA are estimated to be the same [143]. We used one block of PEs (32 PEs in total) to conduct all our experiments, and then extrapolated the results to 12 blocks. As in other accelerators, a general-purpose processor is used as the host device responsible for the setup of the kernel on the TIA architecture. The interface between the two devices is shared memory managed using cache coherence to transfer data, eliminating much of the communication overhead to transfer the initial strings as input and score (and the path) as output.
2.5.2 Spatial Edit Distance Implementation

We translate the data flow diagram of the row worker to triggered instruction code by mapping each step of the data flow diagram to one or more rules and their corresponding guard conditions that fire/trigger those rules. A sample code snippet that calculates the match/substitute cost is shown in Figure 2.11 that follows a similar convention to code in [143]. In this example, the predicates help to define states and guard conditions that determine relevant program state transitions and enable specific instructions to fire. For example, a PE first checks whether it is in state 0 and both the channels Si_In (S[i]) and Tj_In (T[j]) have inputs, then the PE compares Si_In with Tj_In, decides whether there is a match, dequeues the Si_In channel, and moves to state 1 (p0=0, p1=1). In state 1 the PE forwards Tj_In to the next row worker through its Tj_Out channel, dequeues the Tj_In channel and moves to state 3 (p1=1, p0=1). Finally, based on whether the PE found a match or mismatch in state 0, it computes the match/substitute cost from either diagonal or (diagonal + 1) and again moves to state 0.

It turned out that we need only 2 PEs to implement a row worker. For integration with the host processor, we set up the input and output datasets and leverage control registers within the TIA architecture. The host sets up the memory space for the cost matrix and writes the memory pointers of the cost matrix and input strings into the TIA architecture registers. Then the host signals the TIA architecture to start computation. The host waits for the TIA to signal that the row workers have finished their computation before leveraging cache coherence hardware to collect the resultant data.

2.5.3 x86 Comparison

For our comparisons to a general-purpose processor, we performed real runtime and power measurements using an Intel® Core™ i7-3770. The i7-3770 is a four-core, eight-thread processor which operates at a 3.4 GHz frequency (3.9 GHz Turbo Boost) and is manufactured in 22nm technology. To capture runtime for each experiment, we looped over the computation with enough iterations so that the caches were properly warmed up and so that execution took on the order of seconds in wall time, which enabled us to use operating system timers. To capture energy consumption, we utilized the LIKWID tool set which reads registers included in the Intel® Core™ i7-3770 processor to read energy consumption and power [184]. Note that while we do not model power for DRAM accesses, we eliminated most DRAM accesses using code optimizations.
Table 2.2: Performance of edit distance on the spatial architecture and a comparison with a typical modern processor.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Platform</th>
<th>Workers / PEs per Block</th>
<th>Cells / cycle</th>
<th>Speedup over x86</th>
<th>Area-Normalized Speedup over x86</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score and Path</td>
<td>x86 Optimized</td>
<td>–</td>
<td>0.36</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>TIA StripMem</td>
<td>16 : 32</td>
<td>1.11</td>
<td>3.08</td>
<td>37.0</td>
</tr>
<tr>
<td></td>
<td>TIA StripSP</td>
<td>14 : 30</td>
<td>1.53</td>
<td>4.25</td>
<td>51.0</td>
</tr>
<tr>
<td></td>
<td>TIA Tiled</td>
<td>14 : 30</td>
<td>1.88</td>
<td>3.92</td>
<td>47.0</td>
</tr>
<tr>
<td>Score Only</td>
<td>x86 Optimized</td>
<td>–</td>
<td>0.48</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>TIA StripMem</td>
<td>16 : 32</td>
<td>2.14</td>
<td>4.45</td>
<td>53.5</td>
</tr>
<tr>
<td></td>
<td>TIA StripSP</td>
<td>14 : 30</td>
<td>1.80</td>
<td>3.75</td>
<td>45.0</td>
</tr>
<tr>
<td></td>
<td>TIA Tiled</td>
<td>14 : 30</td>
<td>1.88</td>
<td>3.92</td>
<td>47.0</td>
</tr>
</tbody>
</table>

For our x86 software version, we started with a C++ naïve implementation of edit distance and progressively applied both source-level and compiler-level optimizations to improve performance and energy consumption. To enable parallelization of the x86 implementation of edit distance to multiple threads, we tiled computation and used OpenMP. Tiling divides the two-dimensional cost matrix into blocks, and then uses multiple threads to compute blocks of cells along a diagonal starting from the top-left diagonal and ending to the bottom-right diagonal (see Figure 2.12).

Each diagonal wavefront of blocks can be computed in parallel, with synchronization occurring between wavefronts. To improve scalability of our x86 implementation for edit distance to larger string sizes, we performed an additional source-level transformation to our tiled version to enable the use of linear memory space and reduce the size of the cost matrix [47]. In practice, this often reduces the memory footprint requirements from gigabytes of memory to kilobytes, which further improves cache behavior and avoids energy expensive DRAM accesses. For the final source-level transformation, we transformed each tile computation to enable vectorization by the compiler. As parallelism is found along the diagonals, we transformed each tile into the shape of a diamond so that parallel work exists horizontally in memory. For our compiler, we used the Intel® icc compiler version 14.0 and experimented with optimization levels –O0 through –O3 and AVX vectorization. For details please see [179].

2.6 Experimental Results and Analysis

2.6.1 Overview of Performance Results

Table 2.2 presents the overview of the performance results for a fixed input string size of 1024 for both S and T. While in this paper we focus on computing the score matrix, the results
for computing the score and path (i.e., edits) together are also presented. Scores are calculated using $O(n)$ memory space and edits are saved using $O(nm)$ memory space. Recall that it is possible to reconstruct the edits without saving the edits at the first place, by recomputing a smaller subset of the scores in the backward direction. Therefore, showing that computing the scores on TIA is significantly faster than computing the score on x86 is still of great interest.

The x86 implementation presented uses all the optimizations previously mentioned (i.e., linear space tiling, vectorization and compiler optimizations). Though the TIA implementations are scalable with the total number of PEs available, we limit the computation fabric to a single block and normalize to the area of an x86 core by multiplying by a factor of 12 (since approximately 12 blocks consume the area of an Intel® Core™ i7 – 3770 core).

From Table 2.2 we can see that strip mining using scratchpad memory is the fastest (achieves a 51 times speedup with respect to x86) among the algorithms that compute both score and path. We were only able to use 10 row workers (22 PEs) for the tiled based approach as we were resource constrained by the number of communication channels used by the row workers to read to and write from the memory. Despite these constraints, the tile-based approach was slightly better than strip mining using memory in this case. For algorithms that only compute the score, the performance of all algorithms improved because the overall work was reduced by not saving $O(nm)$ edits to memory. When computing the score only, all our algorithms on TIA also performed, at least, 45 times faster than the x86 based version. Note that our extrapolated performance when scaling TIA to 12 blocks is conservative, as we assume the number of row workers is kept constant for each block. For example, strip mining using scratchpad memory requires two control PEs to work as a multiplexer and de-multiplexer attached to the first and last row workers, effectively limiting the maximum number of row workers to 14 instead of 16. However, this control overhead need not be replicated when scaling to 12 blocks, and performance would therefore be better than our extrapolated number. Figures 2.13a and 2.13b show that in addition to be $50 \times$ faster, TIA based implementation consumes $100 \times$ less energy and $2 \times$ less power than the x86 based implementation. The experiments related to energy/power consumption and memory footprints were conducted by my co-author Neal Crago [179]. Nevertheless,

\[\text{(a) Throughput performance comparison.} \quad \text{(b) Energy consumption comparison.}\]

\[\text{Figure 2.13: Results showing that implementations on triggered instruction spatial architecture (TIA) run 50× faster while consuming 1/100× energy compared to the optimized single-threaded x86 based tiled-loop implementation.}\]

\[\text{2\cite{179}\cite{26}}\]
some of those results are reproduced for showing significance of this work.

### 2.6.2 Memory References and Communication

Figure 2.14 compares the number of memory accesses, local communication between PEs, and scratchpad memory accesses between x86 and TIA. In this analysis, we compare our fully-optimized single-threaded x86 implementation with two of our TIA implementations on a dataset where strings S and T are both of length 1024. Activity numbers for TIA were gathered from the performance model, while the number of memory accesses on x86 were gathered using cachegrind, a performance instrumentation tool from Linux [138]. We find that over 95.2% and 97.3% of memory accesses in both TIA implementations are successfully converted into less expensive local communication between PEs and scratchpad memory accesses. The dramatic reduction in memory accesses is a key benefit in accelerating applications using spatial architectures. Note that the amount of local communication on TIA is of the order of the number of memory accesses in the x86 version. While register file activity is not shown, TIA local communication numbers include what would be register file accesses on x86.

![Figure 2.14: Comparison of memory, local communication, and scratchpad memory accesses between x86 and TIA based implementations. While register file activity is not shown, TIA local communication numbers include what would be register file accesses on x86.](image)

### 2.6.3 Coding Effort Analysis

To further compare the two platforms, we analyzed the code footprint of the x86 and TIA kernels. Performing this analysis provides further insight into the natural mapping of edit distance onto spatial architectures. Table 2.3 presents the lines of source code for x86 (C++) and TIA (Assembly). For this analysis, we only included lines in each kernel containing real work, and excluded lines entirely devoted to comments, whitespace characters, and control characters such as braces { }. For the C++ x86 version, we further optimized code footprint by aggressively modularizing code into reusable functions that could be inlined by the compiler.

We find that the number of lines of TIA assembly is nearly on the order of the fully optimized C++ x86 version. This is an interesting result, given the superior expressibility of C++ for computation. However, the effort required to optimize the x86 version for scalability and performance adds significant code complexity. While scaling the number of row workers is trivial in TIA, x86 must change the algorithm and implement blocking and OpenMP support to facilitate parallelization. Similarly, implementing vectorization on x86 results in an algorithmic change
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<table>
<thead>
<tr>
<th>Platform</th>
<th>Version</th>
<th>Lines of source code</th>
</tr>
</thead>
<tbody>
<tr>
<td>x86 (C+++)</td>
<td>Naive</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>+blocking</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>+linear memory space</td>
<td>144</td>
</tr>
<tr>
<td></td>
<td>+vectorization</td>
<td>168</td>
</tr>
<tr>
<td>TIA (Assembly)</td>
<td>StripMem</td>
<td>222</td>
</tr>
<tr>
<td></td>
<td>Tiled</td>
<td>313</td>
</tr>
</tbody>
</table>

Table 2.3: Coding effort for edit distance (code footprint).

and corner cases that must be handled with additional code. Overall, we feel that this data analysis reflects the natural mapping of edit distance onto TIA.

2.7 Related Work

There is considerable amount of prior research in developing and optimizing edit distance and its several variants on general-purpose processors such as x86. Hirschberg [103] first discovered a linear-space algorithm for sequence alignment, which was then popularized and extended by Myers and Miller [137]. There are also several multicore-based implementations of edit distance as well as sequence alignment. In [47] the authors have presented a cache-oblivious divide-and-conquer algorithm for multicores, where the cost matrix is divided into four quadrants to be solved recursively, and the diagonal quadrants are solved in parallel. Other prior research on edit distance has focused on parallelization targeting both MIMD [106] and SIMD [94] architectures. Vectorization of the sequence alignment problem by reshaping the cost matrix has been described in [101].

With the recent surge of research on accelerator architectures, edit distance and its variants have also been mapped to GPUs, FPGAs, and reconfigurable hardware. These prior researches focus on mapping to the data-parallel nature of the architectures, with optimization utilizing inter- and intra- task parallelism, tiling, pruning, and approximate solutions. Given the difficulty in vectorizing edit distance, much of this prior research finds parallelism by performing computation across multiple sets of small gene sequences [62, 73]. However, there exists some research which focuses on improving performance for a single large sequence alignment problem [114]. Some FPGA and reconfigurable hardware research leverage the strong dataflow properties within the algorithm in order to exploit parallelism [68, 150, 156]. While much of this research focuses on improving throughput performance, some work also emphasizes reducing logic footprint [113].

In contrast to our work, no prior research focuses on analyzing energy or power consumption of edit distance or compares fully-optimized implementations on two platforms with different architectural properties. We develop edit distance algorithms for the emerging class of coarse-grained spatial architectures, and leverage best-known techniques to develop an optimized x86 implementation of edit distance. We concentrate on developing a scalable implementation for spatial architectures that operates on arbitrarily large source and target strings while minimizing memory bandwidth by optimizing communication among the PEs. We also optimize for a single instance of edit distance operating on a single pair of strings, rather than gaining parallelism through multiple computations. Finally, both x86 and TIA implementations are evaluated on high-end evaluation platforms to further ensure a fair comparison.
2.8 Conclusion and Future Research

This research shows that finding the right type of parallelism and a right architecture to map that parallelism can save both memory bandwidth and energy consumption significantly while giving the desired speedup. We demonstrate the ability of a triggered instruction-based spatial architecture to solve the edit distance problem, a broadly used dynamic programming problem in bioinformatics. Our experiments show that this proposed spatial architecture has a tremendous potential of providing high performance for applications with local communications. We conclude that for applications where vectorization is not straightforward or inefficient due to horizontal and vertical dependencies between the computation elements, it is possible to map them to a spatial architecture more efficiently than an x86 processor.

Exploring the possibility of mapping of other dynamic programming problems with non-local dependencies efficiently on this kind of spatial architecture can be considered as the next step in this research. Solving cache-oblivious wavefront (COW) algorithms [173] on the Triggered Instruction Spatial Architectures (TIA) seems to be a very interesting research to pursue, since both use the concept of the trigger: COW algorithms use the triggers in its software scheduler, where triggered instruction spatial architecture implements that in hardware. Offloading basecases of cache-oblivious recursive divide-and-conquer algorithm for edit distance algorithms to TIA may improve performance even further. All these are open problems and need further investigations.
Chapter 3

Recursive Dynamic Programming
With Matrix-multiplication-like
Flexible Kernels

3.1 Abstract

In Chapter 2 we have shown how to get high-performance for edit distance like dynamic programming algorithms using a special-purpose hardware that can efficiently leverage the inherent data-flow property of the algorithm. In this chapter we show how to achieve high-performance while solving dynamic programming problems on general-purpose hardware, e.g., traditional multicore processors.

We show how to obtain high-performing parallel implementations for a class of dynamic programming (DP) problems by reducing them to highly optimizable flexible kernels using cache-oblivious recursive divide and conquer (CORDAC). We implement parallel CORDAC algorithms for four non-trivial DP problems, namely the parenthesis problem, Floyd-Warshall’s all-pairs shortest path (FW-APSP), sequence alignment with general gap penalty (gap problem) and protein accordion folding. To the best of our knowledge, our algorithms for protein accordion folding and the gap problem are novel. All four algorithms have asymptotically optimal cache performance, and all but the FW-APSP have asymptotically more parallelism than their looping counterparts.

We show that the base cases of our CORDAC algorithms are predominantly matrix-multiplication-like (MM-like) flexible kernels that expose many optimization opportunities not offered by traditional looping DP codes. As a result, one can obtain highly efficient DP implementations by optimizing those flexible kernels only. Our implementations for these CORDAC algorithms achieve $5 - 150 \times$ speedup and $3 - 40 \times$ reduction in energy consumption over their standard loop based DP counterparts on modern multicore machines with $16 - 32$ cores. We also compare our implementations with parallel tiled codes generated by existing polyhedral compilers: Polly, PoCC, and PLuTo, and show that our implementations run significantly faster than these auto-generated tiled codes. Finally, we present results on manycores (Intel Xeon Phi) and clusters.
of multicores obtained using simple extensions for SIMD (Single Instruction Multiple Data) and shared-distributed-shared-memory architectures, respectively, demonstrating the versatility and portability of these algorithms. Our optimization approach is highly systematic and suitable for automation.

3.2 Introduction

Dynamic programming (DP) \([20, 120, 162]\) is a popular algorithm design technique for finding optimal solutions to a problem by combining optimal solutions to many overlapping subproblems. DP is used in a wide variety of application areas \([121]\) including operations research, compilers, sports and games, economics, finance, and agriculture. DP is extensively used in computational biology, such as in protein-homology search, gene-structure prediction, motif search, phylogeny analysis, analysis of repetitive genomic elements, RNA secondary-structure prediction, and interpretation of mass spectrometry data \([67, 97, 189]\).

**Traditional Loop-based DP Algorithms.** Dynamic programs are traditionally implemented using simple loop-based algorithms. For example, Figure 3.2 shows looping code snippets for four DP problems. Such loop-based algorithms are straightforward to implement, sometimes have good spatial locality\(^1\), and benefit from hardware prefetchers. But looping codes suffer in performance due to poor temporal cache locality\(^2\). Low temporal locality leads to increased pressure on memory bandwidth which increases with the number of active cores. More cache misses also result in more energy consumption. Therefore, there is a significant room for improvement in the cache usage of these algorithms, and consequently also in their running times and energy usage, especially on parallel machines.

<table>
<thead>
<tr>
<th>Loop-Parenthesis ((c, n)) //Inflexible Code</th>
<th>Loop-MM ((d, a, b, n)) //Flexible Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Input is an (n \times n) matrix (c[i, j]) with (c[i, j] = v_j) for (1 \leq i, j \leq n \leq n) and (c[i, j] = \infty) otherwise (i.e., (i \neq j - 1))</td>
<td>(Inputs are disjoint (n \times n) matrices (a, b) and (d). This function computes the product of (a) and (b) in (d).)</td>
</tr>
<tr>
<td>1. for (i \leftarrow n - 2) downto 1 do</td>
<td>1. for (i \leftarrow 1) to (n) do</td>
</tr>
<tr>
<td>2. for (j \leftarrow i + 2) to (n) do</td>
<td>2. for (j \leftarrow 1) to (n) do</td>
</tr>
<tr>
<td>3. for (k \leftarrow i + 1) to (j) do</td>
<td>3. for (k \leftarrow 1) to (n) do</td>
</tr>
<tr>
<td>4. (c[i, j] \leftarrow \min{ c[i, j], c[i, k] + c[k, j] + w(i, k, j) } )</td>
<td>4. (d[i, j] \leftarrow d[i, j] + a[i, k] \times b[k, j] )</td>
</tr>
</tbody>
</table>

**Figure 3.1:** Inflexible looping code for the parenthesis problem vs. the flexible looping code for matrix multiplication.

**Flexible vs. Inflexible Kernels.** Iterative DP implementations are often inflexible in the sense that the loops and the data in the DP table cannot be suitably reordered in order to optimize for better spatial locality, parallelization, and/or vectorization. Such inflexibility arises from the strict read-write ordering of the DP table cells imposed by the code that reads from and writes to the same table. For example, irrespective of whether matrix \(c\) is stored in row-major order or column-major order, the given \(i-j-k\) ordering of the loops in Loop-Parenthesis of Figure 3.1 incurs \(\Theta(n^3)\) cache misses under the ideal-cache model \([81]\). Observe that \(i-k-j\) ordering of the loops will incur only \(O(n^3/B + n^2)\) cache misses, where \(B\) is the cache line size.

---

\(^1\)Spatial locality — whenever a cache block is brought into the cache, it contains as much useful data as possible.

\(^2\)Temporal locality — whenever a cache block is brought into the cache, as much useful work as possible is performed on it before removing the block from the cache.
and will also lead to better stride lengths for efficient vectorization. However, the \(i-k-j\) ordering will make the algorithm incorrect. Compare this DP implementation with the iterative matrix multiplication (MM) code LOOP-MM shown in Figure 3.1. Both code snippets look similar except that LOOP-MM reads from and writes to two disjoint matrices making all 6 orderings of the loops valid, and thus making the code much easier to optimize. Though the given \(i-j-k\) ordering will incur \(\Theta(n^3)\) cache misses, one can easily reduce that to \(O(n^3/B + n^2)\) either by reordering the loops to \(i-k-j\) or by storing matrix \(b\) in column-major order and \(a\) in row-major order. Furthermore, since no cell in \(d\) depends on any other cell of \(d\), one can correctly update all its \(n^2\) cells in parallel by parallelizing both \(i\)- and \(j\)-loops. One cannot extract that much parallelism from LOOP-PARENTHESES because almost every cell in \(c\) depends on many other cells of \(c\), and thus imposes an order in which the cells must be updated. We refer to kernels, such as LOOP-MM, that perform reads and writes on disjoint matrices as flexible kernels.

**DP using Recursive Divide and Conquer.** DP algorithms based on the cache-oblivious recursive divide-and-conquer (CORDAC) technique can often overcome many limitations of their iterative counterparts. Because of their recursive nature, such algorithms are known to achieve excellent (and often optimal) temporal locality. Efficient implementations of these recursive algorithms use iterative kernels when the problem size becomes reasonably small [195]. In this research, we show that for several DP problems the recursive decomposition reduces the original inflexible looping code into recursive functions and iterative kernels that are predominantly flexible (i.e., reading from and writing to disjoint submatrices). Such flexibility does not only lead to highly optimizable codes, but often to algorithms with asymptotically better parallelism than the original looping code. The size of the iterative kernel can often be kept independent of the cache parameters\(^3\) without paying a significant performance penalty, and thus keeping the algorithms both cache-efficient and cache-oblivious\(^4\) [81].

**Tiled Loops vs. Recursive Divide and Conquer.** Though one can achieve optimal cache performance by tiling the looping code, unlike CORDAC, tiling remains a cache-aware approach. Tiling for machines with hierarchical caches is very inconvenient and challenging. Moreover, simply tiling a parallel loop nest does not improve its asymptotic parallelism. While tiling can produce flexible iterative kernels too, CORDAC’s strength lies in its ability to utilize flexible recursive functions. High level of parallelism achieved by these functions often leads to a CORDAC-based DP algorithm with asymptotically better parallelism than its parallel looping counterpart.

**Our Contributions.** We consider four DP problems with applications to computational biology. Among them, the parenthesis problem [84] arises in sequence analyses and in RNA secondary structure prediction [125, 169] as well as in optimal matrix chain multiplication, construction of optimal binary search trees, and optimal polygon triangulation. The gap problem occurs in sequence alignment with gaps, Floyd-Warshall’s all-pairs shortest path (FW-APSP) has applications in computing transitive closure and phylogeny analysis [144], and the protein accordion folding (PAF) problem has its roots in protein structure prediction.

Our major contributions in this work are as follows.

---

\(^3\)since cache sizes on modern machines are almost never less than 8KB

\(^4\)Cache-oblivious algorithms — algorithms that do not use the knowledge of cache parameters in the algorithm description.
[Reduction to Flexible Computations for Better Parallelism and Optimizations] We show that for our benchmark problems the CORDAC approach basically reduces the computations to flexible recursive functions and highly optimizable flexible kernels which asymptotically dominate the total computation cost. The flexible recursive functions often lead to asymptotic improvements in parallelism over the corresponding parallel looping codes (with/without tiling).

[Novel CORDAC Algorithms] We present the first efficient parallel CORDAC algorithms for protein accordion folding and sequence alignment with general gap penalty. We analyze their theoretical time and cache complexities.

[Optimizations and Experimental Analyses on Shared-Memory Machines] We describe general optimization strategies for our CORDAC implementations that can lead up to $5 - 150 \times$ speedup w.r.t. to the optimized parallel looping implementations on multicores with $16 - 32$ cores, and up to $180 \times$ speedup on Intel Xeon Phi manycores. Our optimization approach is systematic enough for automation and incorporation into a compiler.

[Comparison with Codes Generated by Polyhedral Compilers] We show that our CORDAC implementations run significantly faster than parallel tiled DP implementations generated by polyhedral compilers - PLuTo [29], PoCC [148] and Polly [95].

[Energy, Power and Runtime Tradeoff] We show that CORDAC implementations consume significantly less energy than looping implementations. They can afford to slowdown (by using fewer cores) to reduce power consumption while still running faster than the looping codes. We explore this tradeoff between power consumption and running time.

[Extension to Heterogeneous Platforms] We show that CORDAC algorithms achieve almost linear scalability on multicores for large enough inputs, and reasonable scalability when run on a cluster of multicore machines under hierarchical dynamic load-balancing without any change in the basic CORDAC structure. Moreover, the same basic CORDAC algorithms also perform very well on manycores Xeon Phi as well as on hybrid CPU + Xeon Phi platforms. These results show portability of these algorithms on different parallel platforms.

3.3 Algorithms

In this section, we present standard parallel loop-based and CORDAC algorithms for the parenthesis, protein accordion folding, gap, and FW-APSP problems. For simplicity of exposition we assume $n = 2^t$ for some integer $t \geq 0$ for all problems, where $n \times n$ is the size of the DP table. Table 3.1 lists span and cache complexity of all the four CORDAC algorithms and their iterative counterparts.

3.3.1 Parenthesis Problem

The parenthesis problem [84] asks for the minimum parenthesization cost of a given sequence $X = x_1x_2\cdots x_n$. Let $c[i,j]$ denote the minimum cost of parenthesizing $x_i\cdots x_j$ (e.g., in case of the equivalent matrix-chain multiplication problem, the cost refers to the computational cost
The optimal parenthesizing cost \( c[1:n] \) for the entire sequence can be found using the parallel looping code \texttt{PAR-LOOP-PARENTHESIS} given in Figure 3.2. Observe that the parallel looping code is different from the serial code \texttt{LOOP-PARENTHESIS} shown in Figure 3.1 as none of the loops in that serial code can be directly parallelized because of the dependencies in the order of multiplying matrices from \( x_i \cdots x_j \). For \( 1 \leq i < n \), each \( c[i,i+1] \) is assumed to be already known (\( = v_{i+1} \)), and for \( 1 \leq i \leq n \) each \( c[i,i] \) is assumed to be \( \infty \).

A function \( w(\cdot, \cdot, \cdot) \) is given such that for \( 1 \leq i < k \leq n \), \( w(i, k, j) \) returns the cost of combining parenthesizations of \( x_i \cdots x_k \) and \( x_k \cdots x_j \) which can be computed without additional cache/memory accesses. Then for \( 1 \leq i < j - 1 \leq n \), \( c[i,j] \) is computed as follows.

\[
c[i,j] = \min_{i \leq k \leq j} \left\{ (c[i,k] + c[k,j]) + w(i,k,j) \right\}
\]

The optimal parenthesizing cost \( c[1:n] \) for the entire sequence can be found using the parallel looping code \texttt{PAR-LOOP-PARENTHESIS} given in Figure 3.2. Observe that the parallel looping code is different from the serial code \texttt{LOOP-PARENTHESIS} shown in Figure 3.1 as none of the loops in that serial code can be directly parallelized because of the dependencies in the order of multiplying matrices from \( x_i \cdots x_j \). For \( 1 \leq i < n \), each \( c[i,i+1] \) is assumed to be already known (\( = v_{i+1} \)), and for \( 1 \leq i \leq n \) each \( c[i,i] \) is assumed to be \( \infty \).

A function \( w(\cdot, \cdot, \cdot) \) is given such that for \( 1 \leq i < k \leq n \), \( w(i, k, j) \) returns the cost of combining parenthesizations of \( x_i \cdots x_k \) and \( x_k \cdots x_j \) which can be computed without additional cache/memory accesses. Then for \( 1 \leq i < j - 1 \leq n \), \( c[i,j] \) is computed as follows.

\[
c[i,j] = \min_{i \leq k \leq j} \left\{ (c[i,k] + c[k,j]) + w(i,k,j) \right\}
\]
cell computation. \textsc{Par-Loop-Parenthesis} computes cells diagonal by diagonal starting from \(c[1, 1]\) and ending at \(c[1, n]\). All cells on the same diagonal can now be computed in parallel.

A parallel CORDAC algorithm for solving the parenthesis problem is shown in Figure 3.5 which is a special case of the algorithm we proposed in [47]. This algorithm uses three recursive functions: \(A_{\text{par}}, B_{\text{par}}\) and \(C_{\text{par}}\).

Function \(A_{\text{par}}(X)\) updates the upper triangular part of square matrix \(X\) (initially \(X \equiv c[1 : n, 1 : n]\)) using data from \(X\), i.e., each \(c[i, j]\) in \(X\) is updated using only the \((c[i, k], c[k, j])\) pairs that lie completely inside \(X\). The recurrence for \(c[i, j]\) suggests that \(X_{\text{11}}\) and \(X_{\text{22}}\) are self-dependent like \(X\), and hence can be updated recursively by \(A_{\text{par}}\). Then we need to update the cells in \(X_{\text{12}}\), and each such update of a cell \(c[i, j]\) in \(X_{\text{12}}\) must use \((c[i, k], c[k, j])\) pairs such that either \(c[i, k] \in X_{\text{11}} \land c[k, j] \in X_{\text{12}}\) or \(c[i, k] \in X_{\text{12}} \land c[k, j] \in X_{\text{22}}\). This is done by calling function \(B_{\text{par}}(X, U, V)\) with \(X = X_{\text{12}}, U = X_{\text{11}}\) and \(V = X_{\text{22}}\), which updates a square matrix \(X (= X_{\text{12}})\) using data from itself and upper triangular matrices \(U\) (to the left of \(X\)) and \(V\) (below \(X\)).

In function \(B_{\text{par}}(X, U, V)\), clearly, \(X_{\text{21}}\) depends only on data in upper triangular submatrices \(U_{\text{22}}\) and \(V_{\text{11}}\), and hence can be updated recursively before updating \(X_{\text{11}}, X_{\text{22}}\) and \(X_{\text{12}}\). Next we can update \(X_{\text{11}}, X_{\text{22}}\) while using \(X_{\text{21}}\) as input. Observe that each update of a cell \(c[i, j] \in X_{\text{11}}\) must use either (i) \(c[i, k] \in U_{\text{12}} \land c[k, j] \in X_{\text{21}}\), or (ii) \(c[i, k] \in U_{\text{11}} \land c[k, j] \in X_{\text{11}}\), or (iii) \(c[i, k] \in X_{\text{11}} \land c[k, j] \in V_{\text{11}}\). Case (i) is handled by calling function \(C_{\text{par}}(X_{\text{11}}, U_{\text{12}}, X_{\text{21}})\) which we describe later, and the remaining two cases are handled by calling \(B_{\text{par}}(X_{\text{11}}, U_{\text{11}}, V_{\text{11}})\) recursively. Similar argument holds for updating \(X_{\text{22}}\). Once we have updated \(X_{\text{11}}\) and \(X_{\text{22}}\), next we can update \(X_{\text{12}}\). Each update of a cell \(c[i, j] \in X_{\text{12}}\) must use either (i) \(c[i, k] \in U_{\text{12}} \land c[k, j] \in X_{\text{22}}\), or (ii) \(c[i, k] \in X_{\text{11}} \land c[k, j] \in V_{\text{12}}\), or (iii) \(c[i, k] \in U_{\text{11}} \land c[k, j] \in X_{\text{12}}\), or (iv) \(c[i, k] \in X_{\text{12}} \land c[k, j] \in V_{\text{22}}\). The first two cases can be solved by calling \(C_{\text{par}}(X_{\text{12}}, U_{\text{12}}, X_{\text{22}})\) and \(C_{\text{par}}(X_{\text{12}}, X_{\text{11}}, V_{\text{12}})\) recursively, and the last two cases are solved by calling \(B_{\text{par}}(X_{\text{12}}, U_{\text{11}}, V_{\text{22}})\) recursively.

Function \(C_{\text{par}}(X, U, V)\) updates square \(X\) using data from squares \(U\) and \(V\), i.e., \(c[i, j] \in X\) is updated using \((c[i, k], c[k, j])\) pairs such that \(c[i, k]\) lies inside \(U\) and \(c[k, j]\) lies inside \(V\), and hence, \(C_{\text{par}}\) is MM-like, and has the same form as the recursive square matrix-multiplication algorithm.

Table 3.1 shows that the kernel function of \(C_{\text{par}}\) is asymptotically dominating (i.e., invoked asymptotically more times than the other two kernel functions) and is also the only flexible kernel among the three.

\textbf{Serial Cache Complexity.} For \(f \in \{A, B, C\}\), let \(Q_f(n)\) denote the cache complexity of \(f_{\text{par}}\) on a matrix of size \(n \times n\) when run on a serial machine. Then \(Q_f(n) = \mathcal{O}(n + n^2/B)\) if \(n^2 \leq \gamma_f M\) for some suitable constant \(\gamma_f \in (0, 1]\). Otherwise, \(Q_A(n) = 2Q_A(n/2) + Q_B(n/2), Q_B(n) = 4(Q_B(n/2) + Q_C(n/2)),\) and \(Q_C(n) = 8Q_C(n/2)\).

Solving, \(Q_A(n) = \mathcal{O}\left(n + n^2/B + n^3/M + n^3/(B\sqrt{M})\right)\).

\textbf{Span.} For \(f \in \{A, B, C\}\), let \(T_f(n)\) denote the span of \(f_{\text{par}}\) on a matrix of size \(n \times n\). Then \(T_f(n) = \Theta(1)\) if \(n = 1\). Otherwise, \(T_A(n) = T_A(n/2) + T_B(n/2) + \Theta(1), T_B(n) = 3(T_B(n/2) + T_C(n/2)) + \Theta(1),\) and \(T_C(n) = 2T_C(n/2) + \Theta(1)\). Solving, \(T_A(n) = \mathcal{O}(n \log_3 n)\).
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### 3.3.2 Protein Accordion Folding

A protein can be viewed as a string $P[1:n]$ over the alphabet $\{A, R, N, D, C, E, Q, G, H, I, L, K, M, F, P, S, T, W, Y, V\}$ of amino acids\(^5\). A protein sequence is never straight, and instead, it folds itself in a way that minimizes the potential energy. Some of the amino acids (e.g., A, I, L, F, G, P, V) are called hydrophobic as they do not like to be in contact with water. A desire to minimize the total hydrophobic area exposed to water is a major driving force behind the folding process. In a folded protein, hydrophobic amino acids tend to clump together in order to reduce water-exposed hydrophobic area.

In the **protein accordion folding problem (PAF)** we assume that a protein is folded into a 2D square lattice in such a way that the number of pairs of hydrophobic amino acids that are next to each other in the grid (vertically or horizontally) without being next to each other in the protein sequence is maximized (see [112]). We assume that the fold is always an accordion fold where the sequence first goes straight down, then straight up, then again straight down, and so on. Beta sheets often fold this way (Figure 3.3).

The recurrence below computes the optimal accordion score, $S[i,j]$ of the protein segment $P[i:j]$ which assumes $S[i,j] = 0$ for $j \geq n - 1$. The optimal score for the entire sequence is given by

$$S[i,j] = \max_{1\leq j\leq n} \{SOF(i,j,k) + S[j+1,k]\}$$

The function $SOF(i,j,k)$, which stands for **SCORE-ONE-FOLD**, counts the number of aligned hydrophobic amino acids when the protein segment $P[i:k]$ is folded only once at indices $(j,j+1)$.

The function is illustrated graphically in Figure 3.4. Observe that

$$SOF(i,j,k) = \begin{cases} 
SOF(1,j,k) & \text{if } k \leq 2j - i + 1, \\
SOF(1,j,2j - i + 1) & \text{otherwise.}
\end{cases} \quad (3.1)$$

---

\(^5\)Amino acids: Alanine (A), Arginine (R), Asparagine (N), Aspartic acid (D), Cysteine (C), Glutamic acid (E), Glutamine (Q), Glycine (G), Histidine (H), Isoleucine (I), Leucine (L), Lysine (K), Methionine (M), Phenylalanine (F), Proline (P), Serine (S), Threonine (T), Tryptophan (W), Tyrosine (Y), Valine (V).
Hence, in $\mathcal{O}(n^2)$ time one can precompute an array $F[1:n,1:n]$ such that for all $1 \leq i < j < k-1 < n$, $\text{SOF}(i,j,k) = F[j+1, \min\{k,2j-i+1\}]$.

Thus Recurrence for accordion fold, $S$ reduces to the following.

$$S[i,j] = \begin{cases} 0 & \text{if } j \geq n-1, \\ \max_{j+1 \leq k \leq n} \{\text{SOF}[j+1, \min\{k,2j-i+1\}] + S[j+1,k]\} & \text{otherwise.} \end{cases} \tag{3.2}$$

In Figure 3.5 we present a CORDAC algorithm for computing $S[1:n,1:n]$ based on the recurrence above. The algorithm uses four recursive functions $A_{\text{fold}}$, $B_{\text{fold}}$, $C_{\text{fold}}$ and $D_{\text{fold}}$. Function $A_{\text{fold}}(X)$ updates the upper triangular part of $X$ (which is originally set to $(S[1:n,1:n], F[1:n,1:n])$) using data completely inside that part of $X$. Function $A_{\text{fold}}$ recursively calls itself and functions $B_{\text{fold}}$ and $C_{\text{fold}}$. Function $B_{\text{fold}}(X, V)$ updates a square $X$ using data from $X$ and from the upper triangular part of another square $V$ that lies below $X$ in the original input $n \times n$ square. This function recursively calls itself and function $D_{\text{fold}}$. Function $C_{\text{fold}}(X, U)$ updates the upper triangular part of $X$ using data from $X$ and a square $U$ that lies to the right of $X$. Function $C_{\text{fold}}$ recursively calls itself and function $D_{\text{fold}}$. Finally, function $D_{\text{fold}}(X, V)$ updates a square $X$ using data from another square $V$ that lies below and to the right of $X$. This function recursively calls only itself and is flexible. Table 3.1 shows that though the iterative kernels $B_{\text{fold-loop}}$ and $D_{\text{fold-loop}}$ are both flexible (no read-write constraint), only $D_{\text{fold-loop}}$ is asymptotically dominating.

**Serial Cache Complexity.** For $f \in \{A, B, C, D\}$, let $Q_f(n)$ denote the cache complexity of $f_{\text{fold}}$ on a sequence of length $n$ when run on a serial machine. Then $Q_f(n) = \mathcal{O}(n + n^2/B)$ if $n^2 \leq \gamma_f M$ for some suitable constant $\gamma_f \in (0,1]$. Otherwise, $Q_A(n) = 2Q_A\left(\frac{n}{2}\right) + Q_B\left(\frac{n}{2}\right) + Q_C\left(\frac{n}{2}\right)$, $Q_B(n) = 4Q_B\left(\frac{n}{2}\right) + 2Q_D\left(\frac{n}{2}\right)$, $Q_C(n) = 4Q_C\left(\frac{n}{2}\right) + 2Q_D\left(\frac{n}{2}\right)$, and $Q_D(n) = 8Q_D\left(\frac{n}{2}\right)$.

Solving, $Q_A(n) = \mathcal{O}\left(n + \frac{n^2}{M} + \frac{n^3}{M^2} + \frac{n^3}{B\sqrt{M}}\right)$.

**Span.** For $f \in \{A, B, C\}$, let $T_f(n)$ denote the span of $f_{\text{fold}}$ on a sequence of length $n$. Then $T_f(n) = \Theta(1)$ if $n = 1$. Otherwise, $T_A(n) = 2T_A\left(\frac{n}{2}\right) + T_B\left(\frac{n}{2}\right) + T_C\left(\frac{n}{2}\right) + \Theta(1)$, $T_B(n) = T_B\left(\frac{n}{2}\right) + T_D\left(\frac{n}{2}\right) + \Theta(1)$, $T_C(n) = 2\max\left\{T_C\left(\frac{n}{2}\right), T_D\left(\frac{n}{2}\right)\right\} + \Theta(1)$, and $T_D(n) = 2T_D\left(\frac{n}{2}\right) + \Theta(1)$.

Solving, $T_A(n) = \mathcal{O}(n \log n)$. 
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bioinformatics, for which corresponds to a gap in Chapter 3.

The cost of such a gap is not necessarily equal to the sum of the costs of each individual deletion recognition. When transforming a string into another string corresponds to a gap in this general setting. Then is the same as that of the standard edit distance problem. Let \( A_{\text{fold}}(X) \) is the cost of transforming \( X = \{1:n, 1:n\} \) into another string \( Y = \{1:n, 1:n\} \) under this general setting.

### 3.3.3 Sequence Alignment with General Gap Penalty

The problem of sequence alignment with general gap penalty (gap problem) \([83, 84, 189]\) is a generalization of the edit distance problem that arises in molecular biology, geology, and speech recognition. When transforming a string \( X = x_1x_2 \ldots x_m \) into another string \( Y = y_1y_2 \ldots y_n \), a sequence of consecutive deletes corresponds to a gap in \( X \), and a sequence of consecutive inserts corresponds to a gap in \( Y \). Although, an affine gap penalty function is predominantly used in bioinformatics, for which \( O(n^2) \) algorithms are available \([189, 50]\), in many applications the cost of such a gap is not necessarily equal to the sum of the costs of each individual deletion (or insertion) in that gap. To handle any general case, we define two new cost functions \( w \) and \( w' \), where \( w(p,q) \) for \( 0 \leq p < q \leq m \) is the cost of deleting \( x_{p+1} \ldots x_q \) from \( X \), and \( w'(p,q) \) for \( 0 \leq p < q \leq n \) is the cost of inserting \( y_{p+1} \ldots y_q \) into \( X \). The substitution function \( S(x_i, y_j) \) is the same as that of the standard edit distance problem. Let \( G[i, j] \) denote the minimum cost of transforming \( X_i = x_1x_2 \ldots x_i \) into \( Y_j = y_1y_2 \ldots y_j \) (where \( 0 \leq i \leq m \) and \( 0 \leq j \leq n \)) under this general setting. Then \( G[0, 0] = 0 \), \( G[0, j] = w(0, j) \) for \( 1 \leq j \leq n \), and \( G[i, 0] = w'(0, i) \) for \( 1 \leq i \leq m \).
Flexible Function

Chapter 3. Dynamic Programming using Matrix-multiplication-like Flexible Kernel

\[ A_{gap}(X) \]
1. if \( X \) is a small matrix then \( A_{gap-loop}(X) \)
   \[ \text{else} \]
2. \( A_{gap}(X_{11}) \)
3. \( \text{par} : B_{gap}(X_{12}, X_{11}), C_{gap}(X_{21}, X_{11}) \)
4. \( \text{par} : A_{gap}(X_{12}), A_{gap}(X_{21}) \)
5. \( B_{gap}(X_{22}, X_{21}) \)
6. \( C_{gap}(X_{22}, X_{12}) \)
7. \( A_{gap}(X_{22}) \)

\[ B_{gap}(X, U) \] //Flexible Function
1. if \( X \) is a small matrix then \( B_{gap-loop}(X, U) \)
   \[ \text{else} \]
2. \( \text{par} : B_{gap}(X_{11}, U_{11}), B_{gap}(X_{12}, U_{11}), B_{gap}(X_{21}, U_{21}), B_{gap}(X_{22}, U_{22}) \)
3. \( \text{par} : B_{gap}(X_{11}, U_{12}), B_{gap}(X_{12}, U_{12}), B_{gap}(X_{21}, U_{22}), B_{gap}(X_{22}, U_{22}) \)

\[ C_{gap}(X, V) \] //Flexible Function
1. if \( X \) is a small matrix then \( C_{gap-loop}(X, V) \)
   \[ \text{else} \]
2. \( \text{par} : C_{gap}(X_{11}, V_{11}), C_{gap}(X_{12}, V_{11}), C_{gap}(X_{21}, V_{11}), C_{gap}(X_{22}, V_{12}) \)
3. \( \text{par} : C_{gap}(X_{11}, V_{21}), C_{gap}(X_{12}, V_{22}), C_{gap}(X_{21}, V_{21}), C_{gap}(X_{22}, V_{22}) \)

**Figure 3.6:** Parallel cache-oblivious recursive divide-and-conquer (CORDAC) algorithms for solving the gap problem. For simplicity, we assume \( n \) to be a power of 2. \( A_{gap}(G[1 : n, 1 : n]) \) is the initial function call, where \( G[0 : n, 0 : n] \) is the \((n + 1) \times (n + 1)\) input matrix.

\[ 1 \leq i \leq m. \] Otherwise,

\[
G[i, j] = \min \left\{ \begin{array}{l}
G[i - 1, j - 1] + S(x_i, y_j), \\
\min_{0 \leq q < j} \{ G[i, q] + T(x_q, y_j) \}, \\
\min_{0 \leq p < i} \{ G[p, j] + T(x_j, y_i) \} \end{array} \right. 
\]

In the rest of the discussion, we will assume \( n = n \) for simplicity.

The parallel iterative DP algorithm PAR-LOOP-GAP shown in Figure 3.2 solves the gap problem. In Figure 3.6 we present a parallel CORDAC algorithm for solving the problem which uses three recursive functions \( A_{gap}, B_{gap} \) and \( C_{gap} \). \( A_{gap} \) updates a square \( X \) based on values inside itself, \( B_{gap}(X, U) \) updates a square \( X \) using values from another square \( U \) that lies left to \( X \), and \( C_{gap}(X, U) \) updates a square \( X \) based on another square \( V \) that lies below \( X \). The iterative kernels invoked by \( B_{gap} \) and \( C_{gap} \) are asymptotically dominating and flexible (Table 3.1). Table 3.1 shows the span and cache complexity of these algorithms.

**Serial Cache Complexity.** For \( f \in \{A, B, C\} \), let \( Q_f(n) \) denote the cache complexity of \( f_{gap} \) on sequences of length \( n \) when run on a serial machine. Then \( Q_f(n) = O(n + n^2/B) \) if \( n^2 \leq \gamma_f M \) for some suitable constant \( \gamma_f \in (0, 1) \). Otherwise, \( Q_A(n) = 4Q_A \left( \frac{n}{2} \right) + 2QB \left( \frac{n}{2} \right) + 2QC \left( \frac{n}{2} \right) \), \( Q_B(n) = 8QB \left( \frac{n}{2} \right) \), and \( Q_C(n) = 8QC \left( \frac{n}{2} \right) \). Solving, \( Q_A(n) = O \left( \frac{n^3}{B \sqrt{M}} + \frac{n^3}{M} + \frac{n^2}{B} + n \right) \).

**Span.** For \( f \in \{A, B, C\} \), let \( T_f(n) \) denote the span of \( f_{gap} \) on a sequence of length \( n \). Then \( T_f(n) = \Theta(1) \) if \( n = 1 \). Otherwise, \( T_A(n) = 3T_A \left( \frac{n}{2} \right) + \max \{ T_B \left( \frac{n}{2} \right), T_C \left( \frac{n}{2} \right) \} + T_B \left( \frac{n}{2} \right) + T_C \left( \frac{n}{2} \right) + \Theta(1), T_B(n) = 2T_B \left( \frac{n}{2} \right) + \Theta(1), \) and \( T_C(n) = 2T_C \left( \frac{n}{2} \right) + \Theta(1) \). Solving, \( T_A(n) = O \left( n^{\log_3^2} \right) \).
3.3.4 All Pairs Shortest Path Problem

Consider a directed graph $G = (V, E)$, where $V = \{v_1, v_2, \ldots, v_n\}$, and each edge $(v_i, v_j)$ is labeled by an element $l(v_i, v_j)$ of some closed semiring $(S, \oplus, \odot, 0, 1)$. For $i, j \in [1, n]$ and $k \in [0, n]$, let $d^{(k)}[i, j]$ denote the cost of the smallest cost path from $v_i$ to $v_j$ with no intermediate vertex higher than $v_k$. Then $d^{(n)}[i, j]$ is the cost of the shortest path from $v_i$ to $v_j$. The following recurrence computes all $d^{(k)}[i, j]$ for $k > 0$ assuming $d^{(0)}[i, i] = 1$ and $d^{(0)}[i, j] = l(v_i, v_j)$ for all $i, j \in [1, n]$:

$$d^{(k)}[i, j] = d^{(k-1)}[i, j] \oplus \left( d^{(k-1)}[i, k] \odot d^{(k-1)}[k, j] \right).$$

Floyd-Warshall’s all pairs shortest path (FW-APSP) algorithm [77, 188] performs computations over a particular closed semiring $(\mathbb{R}, \min, +, +\infty, 0)$.

Figure 3.2 includes an iterative algorithm (Par-Loops-FW) that computes the entries in $d[1 : n, 1 : n]$ assuming that each $d[i, j]$ is initialized with the weight of edge $(v_i, v_j)$. The pseudocode for the CORDAC algorithm for solving this problem can be found in [50]. Table 3.1 shows that among the four recursive functions in the CORDAC algorithm, only $D_{FW}$ is flexible which is also the dominating one.

3.4 Optimizations

In this section, we discuss optimization strategies that we have used to significantly speed up implementations of the CORDAC algorithms described in Section 3.3.

3.4.1 Hybrid CORDAC

To retain the benefits of both iterative and recursive algorithms, in practice all cache-efficient algorithms use a hybrid approach where recursive subdivision continues until the problem size becomes small enough (often called the basecase size) to fit into one of the cache levels (often the largest private cache), after which a loop-based code is used to perform the computation [195]. The basecase size also needs to be large enough so that the computation done inside the basecase is able to subsume the overhead of recursion. These hybrid implementations expose optimization opportunities offered by neither the pure iterative nor the pure recursive implementation. The basecase kernels enjoy all benefits of loop-based DP (spatial locality, compiler assisted optimizations, such as, prefetching of required data, automatic vectorization, parallelization, processor pipelining, ILP, and so on), in addition to the temporal locality achieved by recursive divide and conquer. Moreover, for DP problems, this hybrid approach generates flexible instances of recursive functions and basecase kernels, which brings the following additional benefits.

> Asymptotic Improvement in Parallelism: In our two-way divide-and-conquer approach (where, each dimension of the subtask is half the dimension of its parent task) a flexible recursive function can update all four quadrants of its output submatrix in parallel as long as it avoids race conditions by not updating the same quadrant simultaneously from two or more different recursive function calls. Such a function achieves $\Theta(n)$ span (i.e., $\Theta(n^2)$ parallelism) which is
the same as that achieved by the cache-oblivious recursive matrix multiplication algorithm [81]. Table 3.1 shows that each of our CORDAC algorithms has, at least, one such flexible function and such functions are asymptotically dominating in the sense that almost all computations in the algorithm are performed inside the base cases of those functions. As a result, our CORDAC algorithms often have asymptotically better parallelism than the original parallel looping code (see Table 3.1) with or without tiling.

▷ Highly Optimizable Base Cases: Running loop-based code on small flexible basecases is often more efficient than running the same code on the original larger input as the former has better opportunities for vectorization, parallelization (comes from flexibility) and spatial locality (due to flexible loop reordering and copy-optimization).

For example, although $A_{\text{par-loop}}$ in Figure 3.5 has the same inflexible implementation as Par-Loop-Parenthesis in Figure 3.2, $C_{\text{loop}}$ is much more flexible and amenable to optimizations than $A_{\text{loop}}$. While $B_{\text{loop}}$ is not as optimizable as $C_{\text{loop}}$, it still can be better optimized than $A_{\text{loop}}$. Thus, the recursive decomposition exposes many optimization opportunities over the traditional looping code. Simply by converting the loop algorithm to a hybrid CORDAC algorithm, we got around $4 - 75\times$ speedup without optimizing it further.

3.4.2 Optimizing Kernel Functions

In addition to compiler-assisted optimizations (e.g., vectorization) we use the following major optimizations to speed up the iterative kernels of our CORDAC algorithms.

▷ Copy-optimization: We copy the data into local $b \times b$ ($b =$ basecase size) static arrays inside the kernel, and then read from those local arrays during actual computation. This improves performance provided the cost of computation is asymptotically higher than the cost of copying. Copy-optimization improves spatial locality as those copied arrays are allocated in thread-local stacks, and can be accessed using a stride length of $b$ instead of a stride length of $n$ if originally read in a column-major order.

Indeed, we only need to copy those matrices that are accessed in non-unit strides. The benefits of the copy-optimization become even more significant if one of the input matrices is accessed in column-major order (non-unit stride), and is converted to row-major while copying, so that it can be accessed in row-major order during the actual computation. Transposing the column-major accessed matrix during copy-optimization reduces cache-misses further as the converted local array can be accessed in unit-stride after the conversion. Copy-optimization improves data locality, vectorization efficiency and helps in reducing conflict misses significantly in set-associative caching systems. We found that copy-optimization can improve running times over $2\times$.

▷ Loop Reordering: Inside flexible kernels it is possible to change the looping order without hampering the correctness of the algorithm which often improves spatial locality and vectorization efficiency. For example, it is well-known that for matrix multiplication (MM), $i-k-j$ ordering (cache complexity: $\Theta(\frac{n^3}{B} + n^2)$, where $B$ is the cache line size) is typically faster than the $i-j-k$ ordering (cache complexity: $\Theta(n^3)$).
We observed the same for MM-like kernels when copy-optimization is not used. However, if copy-optimization is used inside the kernel to ensure unit stride data access, \( i-j-k \) looping order becomes faster than \( i-k-j \) looping order, especially for large \( n \). Hence, we used \( i-j-k \) ordering with copy-optimization.

### 3.4.3 Data Layout

Laying out data in memory matching the order in which they are accessed during the program execution can reduce cache misses by leveraging better spatial locality.

For CORDAC algorithms, use of a hybrid Z-Morton Row-Major (ZM\_RM) layout is beneficial, because that improves both temporal and spatial localities. In our experiments, we have observed that for some values of \( n \) (e.g., powers of 2), use of ZM\_RM layout instead of simple row-major layout can speed up a CORDAC algorithm by almost a factor of 2. Furthermore, use of ZM\_RM layout reduces set-associativity conflict misses and capacity misses, if an appropriate basecase size is chosen.

In all algorithms presented in this chapter, we have used this ZM\_RM layout and found that use of hybrid ZM\_RM layout along with copy-optimization can remove the conflict miss problem almost entirely and gives a consistently better performance.

\( > \) Z-Morton for any \( n \): One of the contributions of this work, which is, indeed, a by-product of our optimization efforts, is the use of a hybrid ZM\_RM layout that works for any arbitrary \( m \times n \) matrix and uses exactly \( mn \) space to store \( mn \) elements. Although it is very straightforward to lay out the data in ZM\_RM when \( m = n = 2^t \) for some \( t > 0 \), we are not aware of any prior work that uses hybrid ZM\_RM for any arbitrary \( m, n \) while using exactly \( mn \) space. Furthermore, there is no closed form formula that can convert a row-major index to the corresponding ZM\_RM index when the dimensions are arbitrary positive integers. There are ways of making Z-Morton work for any \( n \) through padding (see [175]), but padding uses extra space. As shown in the code snippet in Figure 3.7, to use ZM\_RM for any \( m \times n \), in a two-way CORDAC algorithm, we first calculate a \( c \) such that \( \max(m,n) > c \geq \max(m,n)/2 \). Next we compute dimensions for four quadrants as shown in the pseudocode. Then we recursively put \( m' \times n' \) items in the 1st quadrant \( (X_{11}) \), \( m' \times n'' \) items in the 2nd quadrant \( (X_{12}) \), \( m'' \times n' \) in the 3rd quadrant \( (X_{21}) \), and remaining \( m'' \times n'' \) items in the 4th quadrant \( (X_{22}) \) in ZM\_RM order. Hence, we do not need any extra space to hold the data for this kind of recursive ZM\_RM data layout. From the size of each quadrant, we figure out the starting pointer of each quadrant (where to read/write the data) recursively using a CORDAC algorithm. After laying out data in ZM\_RM layout in this way, during the actual computation, we use ZM\_RM pointers and the original row-major indices to compute desired locations on-the-fly inside the recursive functions, which incurs only \( O(1) \) overhead per recursion level.

![Figure 3.7: On-the-fly computations of Z-Morton-row-major pointers.](image-url)
3.4.4 Auto vs. Explicit Vectorization

Often explicit vectorization can lead to significant speedup over the compiler-assisted autovectorization as compilers cannot always automatically detect all possible vectorization opportunities, especially for complicated code with pointers. By explicitly vectorizing, we were able to achieve up to $5 \times$ speedup over the auto-vectorized CORDAC code (see Figure 3.8 and Table 3.4). Often vectorizing the basecase of the dominating kernel only (e.g., $C_{loop}$ for the parenthesis problem) is enough to get the major share of the speedup.

![Figure 3.8: Benefit of explicit vectorization over autovectorization for FW-APSP code.](image)

3.4.5 Opportunities for Automation

Our optimization approach for CORDAC algorithms as described above is highly systematic, and we have observed that they work really well in practice. They are suitable for automation and perhaps incorporation into a smart compiler specialized for CORDAC.

3.5 Experimental Results

In this section, we demonstrate performance benefits of parallel CORDAC approach compared to parallel looping and parallel tiled approaches on multicore, manycores (Xeon Phi), and clusters of multicore.

<table>
<thead>
<tr>
<th>Property</th>
<th>Intel32</th>
<th>Intel16</th>
<th>XeonPhi</th>
<th>Intel16E (in house)</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>Xeon E5 – 4650</td>
<td>Xeon E5 – 2680</td>
<td>Knights Comer</td>
<td>Xeon E5 – 2650</td>
</tr>
<tr>
<td>Clock</td>
<td>2.70 GHz</td>
<td>2.70 GHz</td>
<td>-</td>
<td>2.00 GHz</td>
</tr>
<tr>
<td># Cores</td>
<td>4×8 (32)</td>
<td>2×8 (16)</td>
<td>61</td>
<td>2×8 (16)</td>
</tr>
<tr>
<td>L1 data cache</td>
<td>32 KB</td>
<td>32 KB</td>
<td>32 KB</td>
<td>32 KB</td>
</tr>
<tr>
<td>Last-level cache</td>
<td>20 MB</td>
<td>20 MB</td>
<td>512 KB</td>
<td>20 MB</td>
</tr>
<tr>
<td>Memory</td>
<td>1 TB</td>
<td>32 GB</td>
<td>8 GB</td>
<td>32 GB</td>
</tr>
<tr>
<td>OS</td>
<td>CentOS 6.3</td>
<td>CentOS 6.3</td>
<td>CentOS 6.3</td>
<td>Debian</td>
</tr>
<tr>
<td>Compiler</td>
<td>icc v13.0</td>
<td>icc v13.0</td>
<td>icc v13.6</td>
<td>icc v13.0</td>
</tr>
</tbody>
</table>

**Table 3.2: System specifications. Intel16E is used for power and energy analyses.**

All programs were implemented using C++ with Intel® Cilk™ Plus extension for shared memory and MPI for distributed memory parallelization. For each DP problem, we implemented four versions:

- **LOOPDP**: optimized parallel looping code with padding to mitigate set-associativity problem at powers of 2.
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▷ CO: unoptimized parallel CORDAC.

▷ CO\_Opt: optimized CORDAC with copy-optimization.

▷ COZ: CO\_Opt with ZM\_RM layout for data storage.

For parenthesis and FW-APSP problems, we further optimized COZ versions with explicit vectorization for CPU and Xeon Phi architectures separately. However, unless otherwise stated, no COZ version incorporates explicit vectorization. We also implemented a hybrid CPU + Xeon Phi version where we dynamically offload subproblems to the coprocessor (Xeon Phi) if it is idle and use the CORDAC approach to solve them on the coprocessor.

All versions incorporate compiler-assisted optimizations. We compiled all programs with -O3 -ip -parallel -AVX optimization parameters. We used a basecase size of 64 × 64 for parenthesis, gap and protein folding and 128 × 128 for FW-APSP. Machines from the Stampede Supercomputing Cluster [5] were used to run the experiments and the system specifications can be found in Table 3.2. We used PAPI-5.2 [4] to collect cache misses and LIKWID [184] for the energy/power statistics. The energy/power measurements were end-to-end. Metrics shown in Table 3.3 were used to compare the performance of different algorithms.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Meaning</th>
<th>Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td>UPS</td>
<td>Number of Updates Per Second</td>
<td>Higher</td>
</tr>
<tr>
<td>Strong Scalability ($T_1 / T_p$)</td>
<td>Runtime of LOOPDP on 1 core / Runtime on p cores</td>
<td>Higher</td>
</tr>
<tr>
<td>Cache-miss ratio</td>
<td>Cache-miss of LOOPDP / Cache-miss of CORDAC</td>
<td>Higher</td>
</tr>
<tr>
<td>Energy profile</td>
<td>Energy consumption ratio of LOOPDP vs. CORDAC</td>
<td>Higher</td>
</tr>
</tbody>
</table>

Table 3.3: Metrics for performance comparison of different implementations.

3.5.1 Performance on Shared-Memory Machines

Speedup and Scalability on CPU, Xeon Phi and Hybrid Platforms. We ran all programs on the Intel16 and Xeon Phi Machines with $n \approx 100$ to $n \approx 16000$ where $n \times n$ is size of the DP table. Table 3.4 summarizes the results. We observed that explicit vectorization contributed up to $5 \times$ speedup over the auto-vectorized code. For parenthesis problem, the explicitly vectorized COZ runs $278 \times$ and hybrid CPU + Xeon Phi version runs $395 \times$ faster; for FW-APSP explicitly vectorized COZ is $24 \times$ and CPU + Xeon Phi is $35 \times$ faster than LOOPDP when $n = 32768$. Overall, the hybrid CPU + Xeon Phi version runs $42 – 50\%$ faster than the pure vectorized CPU version when $n \approx 2^{15}$.

Runtime, Cache Miss, Energy Performance and Scalability. Figures 3.9, 3.10, 3.11 and 3.12 show performance trends for all four problems on Intel16 in terms of UPS, strong scalability, cache-miss and energy consumption ratios. Clearly, CORDAC algorithms (COZ, CO\_Opt, CO) outperform LOOPDP under all these metrics. Overall, COZ algorithms are $1.2 – 2 \times$, and CO\_Opt algorithms are $1.1 – 1.8 \times$ faster than the corresponding unoptimized CO algorithms.

For all four problems, the UPS curve of the unoptimized CO algorithm has occasional dips due to set-associativity conflict misses. We were able to avoid those dips in CO\_Opt and COZ versions using our optimizations. For the parenthesis and gap problems, we get better speedups w.r.t LOOPDP than for FW-APSP and Protein Folding. Theoretical bounds listed in Table 3.1 also
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Figure 3.9: Parenthesis problem: (a) Giga updates per second achieved by all algorithms, (b) ratios of total shared and private cache misses, (c) strong scalability with \#cores, $p$ when $n$ is fixed at 8192, and (d) ratios of total joule energy consumed by Package (PKG), Power Plane 0 (PP0) and DRAM.

Figure 3.10: Gap problem: (a) Giga updates per second achieved by all algorithms, (b) ratios of total shared and private cache misses, (c) strong scalability with \#cores, $p$ when $n$ is fixed at 8192, and (d) ratios of total joule energy consumed by Package (PKG), Power Plane 0 (PP0) and DRAM.
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Figure 3.11: Floyd-Warshall’s all pairs shortest path: (a) Giga updates per second achieved by all algorithms, (b) ratios of total shared and private cache misses, (c) strong scalability with #cores, p when n is fixed at 8192, and (d) ratios of total joule energy consumed by Package (PKG), Power Plane 0 (PP0) and DRAM.

Figure 3.12: Protein Accordion Folding: (a) Giga updates per second achieved by all algorithms, (b) ratios of total shared and private cache misses, (c) strong scalability with #cores, p when n is fixed at 8192, and (d) ratios of total joule energy consumed by Package (PKG), Power Plane 0 (PP0) and DRAM.
support this result. Observe that the serial cache complexity of iterative algorithms of the first group (parenthesis and gap) is \( \Theta(n^3) \) and the second group (FW-APSP and PAF) is \( \Theta(n^3/B) \). Similarly, the scalability of LOOPDP for the first group of problems is also better than the second group.

Figures 3.9 (b), 3.10 (b), 3.11 (b) and 3.12 (b) show that CORDAC algorithms always incur less cache misses in all levels of caches for \( n \geq 1000 \) which is one of the main contributors in the reduction of running times and energy consumptions. Figures 3.9 (c), 3.10 (c), 3.11 (c) and 3.12 (c) show that CORDAC algorithms scale almost linearly with number of cores, whereas the parallel iterative algorithms sometimes do not. Figures 3.9 (d), 3.10 (d), 3.11 (d) and 3.12 (d) show that, in addition to be faster, CORDAC algorithms consume \( 4 - 19 \times \) less energy in joule for the entire Package (die), PP0 (cores and their private caches) and DRAM. Fast running time and cache-efficiency have clear contributions in the energy-efficiency of these CORDAC algorithms.

**Bandwidth utilization.** Since the recursive divide-and-conquer algorithms presented in this chapter are cache-efficient, whereas the corresponding LOOPDP algorithms often aren’t, in theory, a LOOPDP algorithm would need to move a lot of data around for its computations compared to the corresponding CORDAC algorithm. As a result, the overall bandwidth utilization of a CORDAC algorithm is likely to be better than that of the corresponding LOOPDP algorithm. Our experimental results show the same. Figure 3.13 shows that for parenthesis problem, LOOPDP’s read bandwidth consumption is \( 32 \times \) more, overall (read+write) bandwidth utilization per second

---

**Table 3.4:** A Summary of the experimental results.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Speedup w.r.t parallel LOOPDP on 16 cores CPU</th>
<th>Scalability (n = 8192, p varies from 1 to 16)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Speedup w.r.t LOOPDP on 16 cores CPU</td>
<td>Scalability (n = 8192, p varies from 1 to 16)</td>
</tr>
<tr>
<td></td>
<td>CPU Not Explicitly Vectorized</td>
<td>Explicitly Vectorized</td>
</tr>
<tr>
<td>Parenthesis</td>
<td>31</td>
<td>160</td>
</tr>
<tr>
<td>Gap</td>
<td>23</td>
<td>–</td>
</tr>
<tr>
<td>FW-APSP</td>
<td>11</td>
<td>22</td>
</tr>
<tr>
<td>ProteinFolding</td>
<td>5</td>
<td>–</td>
</tr>
</tbody>
</table>

**Figure 3.13:** Evidence of better bandwidth utilization of CORDAC, wrt. the iterative algorithm (LOOPDP) for the parenthesis/matrix chain multiplication problem.

**Figure 3.14:** Speedup w.r.t LOOPDP with larger input sizes on Intel32 machine.
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is 20× more and total data volume consumed is around 200× more than that of CORDAC. We found similar results for other DP problems presented in this chapter as well.

**Results on Larger Input Sizes.** In Figure 3.14 we show that speedup of the CORDAC algorithms w.r.t LOOPDP increases with the increase of the number of cores, \( p \) and input size, \( n \). This experiment was performed on Intel32. The speedup numbers on Intel32 are almost 2× of what we achieved on Intel16 for \( n \leq 16K \). Seemingly, the LOOPDP algorithms are not able to get the benefit of increased number of cores to the same extent as the CORDAC algorithms are able to do. We stopped running Gap problem at \( n = 25K \) because the LOOPDP took over 48 hours to finish after that point.

**Impact of optimization effort.** Figure 3.15 shows impact of various optimizations (i.e., improvement w.r.t. LOOPDP) on running time, CPU and DRAM energy consumption for the parenthesis problem when input size, \( (n) \) is 16384 and number of cores (\( p \)) is 16. We used Intel16E for this experiment. In each of the plots, the numbers denote the ratio of performance (left: runtime, middle: CPU/package energy, and right: DRAM energy) of an CORDAC implementation with the given optimization/s vs. the performance of the LOOPDP/iterative implementation.

![Figure 3.15: Parenthesis Problem: Itemized breakdown of how much performance gain each optimization provides. Here, CO denotes an unoptimized CORDAC algorithm.](image)

**Tradeoff Between Runtime and Power Consumption.** Since \( \text{Power} = \frac{\text{Energy}}{\text{Time}} \), as running time increases, power consumption decreases if energy remains constant. However, in general,
energy consumption also increases with running time. Energy consumption per computation increases as the number of cores, \( p \) decreases, but energy consumption per memory access increases as \( p \) increases. Therefore, the relationship is not linear. To explore the power and runtime trade-off, we ran the LOOPDP version on \( p = 16 \) cores on Intel16E and then varied \( p \) from 16 down to 1 to get the power, runtime and energy values for the COZ version. Figure 3.16 shows the result. As we decrease \( p \), the power consumption of COZ algorithm decreases (ratio \( \frac{\text{LOOPDP}}{\text{COZ}} \)), while the running time as well as energy consumption increases. On 16 cores, although CORDAC algorithms consume less energy and run 5 – 40 × faster than LOOPDP, the power consumed is approximately the same (ratio is close to 1) for a given input size.

On the other hand, on 2 cores, although CORDAC algorithms consume less energy and power, they still run faster than LOOPDP. Therefore, if power consumption is a concern, CORDAC algorithms have the flexibility to run on fewer number of cores, while still running faster than LOOPDP.

Comparison with Parallel Tiled Codes Generated by Polyhedral Compilers. We compare our COZ and LOOPDP implementations with parallel tiled codes generated by state-of-the-art polyhedral compilers, PLuTo [29], PoCC [148] and Polly [95]. Figure 3.17 and 3.18 show a comparison of our implementations with the best result obtained from these compilers. Clearly, CORDAC algorithms run 3 – 30 × faster in the given input range. After analyzing the codes generated by these compilers, we found that for each of these problems, the compilers were able to parallelize only one of the 3 nested for loops.

Hence for FW-APSP, the parallelism and span of the generated code were worse than our LOOPDP implementation which had 2 parallel for loops. We implemented a parallel tiled version for FW-APSP with 2 nested for loops and the results are comparable to that of LOOPDP. For parenthesis and gap problems, both our LOOPDP and the polyhedral compiler generated codes used 1 parallel for loop, however, the two codes were parallelized differently in each case. None of the generated tiled codes had temporal locality. The tiled code generated for the parenthesis problem does not produce correct result for all intermediate DP cell values, although the final cell value was correct. However, removing weight function \( w(i, k, j) \) produces correct values for all intermediate cells. The results reported here includes the weight functions.

3.5.2 Extension to Distributed-Memory Settings

In this section, we describe how to extend a CORDAC algorithm to the shared-distributed-shared-memory setting which applies to all four of our CORDAC algorithms.

Prior Work. To implement divide-and-conquer algorithms under distributed-memory settings, both static and dynamic load-balancing strategies have been used. In [169], a pure distributed-memory algorithm has been implemented for the parenthesis problem, where the rows are evenly
distributed among the processes each of which uses a CORDAC algorithm to solve the subproblem assigned to it. Dynamic load-balancing approaches map the recursive division part to the available MPI processes, and then use a shared-memory algorithm inside each process when no more process is left to take the responsibility of a division. In [152] this approach has been used for mergesort algorithm, and the authors concluded that in general, a shared-memory algorithm provides better performance than distributed or distributed-shared-memory algorithms while using the same number of cores.

Although this approach can be used for our CORDAC algorithms, it is likely to be more complicated than mergesort due to the nested nature of multiple recursive functions, since we may need to devise different algorithms for each of the A, B, C and D functions.

Our Approach In this research work, we propose a novel shared-distributed-shared-memory (SDSM) framework for our CORDAC algorithms which performs dynamic load-balancing on a cluster of multicores without any change in the basic CORDAC structure. We use hierarchical dynamic load-balancing and work-stealing to balance the load among the processes. The pseudocode of this algorithm is shown in Figure 3.19. In this approach, the available processes are arranged in a multi-level hierarchy of masters and workers with all non-master pure workers placed as leaves. We describe a 3-level hierarchy below.

If we have \( K \) processes, we use one of them as a super-master, some \( M' \) of them as masters and the rest as workers. The super-master, masters and workers run multithreaded codes on \( p \) cores. The master processes work as workers for the super-master. In the super-master and master processes, 1 out of \( p \) threads is used as a dispatcher which dispatches work dynamically to the available free workers and also collects the results back from the workers.

Each super-master and master process maintains a shared job queue that can be accessed exclusively by all threads in it. If a thread is about to run a function (e.g., C) on input size \( x \), where \( \min\ offload\ threshold \leq x \leq max\ offload\ threshold \), the thread tries to lock the job queue and in case of a successful locking, it puts at most \( l - 1 \) out of its \( l \) parallelly executable recursive sub-divisions in the job queue and works on the rest while waiting for the results of the offloaded parts to come back. If a thread finishes before all its submitted jobs in the queue are processed, it steals back its latest submitted jobs left in the job queue in the current recursion level (if available) and works on the stolen part using the original SDSM algorithm as before. If a thread is unable to submit a job (because another thread is holding the lock or the job queue is full),
it will simply go ahead and divide the job even further and try again to access the job queue in the next recursion level.

A worker process, on the other hand, waits for jobs from its master, and if it gets one, it solves that using the shared-memory parallel CORDAC approach and returns the result back after it is done. Figure 3.19 gives a pseudocode for this algorithm.

```
main function (sdsd)
if (super-master) do
  spawn dispatcher()
  F_distributed()
  sync
  done = true
else if (master) do
  spawn dispatcher()
  waitforsupermaster()
  sync
  done = true
else waitformaster()

dispatcher()
1) while (!done) do
2) test for busy workers to return and free the returning worker
3) if (job q is not empty or there is free worker) do
   4) grab the next job from the queue and assign to the next free worker
   5) send the result back to the dispatcher

waitformaster()
1) while (true) do
2) receive the first msg from master and end the loop if master sends -1
3) receive input data from master
4) compute the appropriate function on the input
5) send the result back to the dispatcher
```

**Figure 3.19:** Shared-Distributed-Shared-Memory (SDSM) framework for recursive divide-and-conquer algorithm with dynamic load-balancing on a cluster of multicores.

**Distribution using Cannon’s/Fox’s Algorithms.** One may argue that the dynamic distribution is not scalable for distributed settings. We show that dynamic distribution works pretty well for these algorithms since the overall communication complexity is asymptotically lower than the computational complexity. Nevertheless, it is possible to adapt the popular Cannon’s [34] or Fox’s [79] algorithms for matrix multiplication that have linear scalability and unit efficiency for job distribution, if the flexible kernel looks MM-like (i.e., two input matrices and one output matrix) which is indeed the case for most of our dominating flexible kernels.

![Graph](image)

**Figure 3.20:** Parenthesis Problem: (a) Scalability of shared-distributed-shared-memory algorithm (offloading functions C and B). (b) Performance comparison of different work distribution techniques (offloading C only).

To distribute using Cannon’s/Fox’s method, one thread of the master process first locks all worker processes, and then uses the Cannon’s/Fox’s algorithm to distribute the work evenly among the processes. Once that thread of the master process gets the results back, it frees the lock and the workers become available for use by any thread.
3.5.3 Shared-Distributed-Shared-Memory Results

We implemented our SDSM algorithm for the parenthesis problem. Figure 3.20(a) shows strong scalability ($T_1/T_p$, where $T_p =$ running time on $p$ cores and $T_1 =$ running time of CORDAC on 1 core) of our SDSM algorithm for the parenthesis problem where we allowed offloading of functions $B$ and $C$. Function $A$ was executed entirely on the super-master. Offloading $B$ in addition to $C$ improves performance by 20%. For this experiment, we fixed $n$ at 41K and allowed offloading of problems with a size in the range of $256 - 2048$. We found that the scalability was almost linear till $p = 64$ cores, and overall the algorithm scaled well till 1024 cores. As we increased the number of cores, the average percentage of idle time as well as communication time increased suggesting that there was not enough work to keep all cores busy all the time (at each recursion level).

In Figure 3.20(b) we compare the performance of 3 different work-distribution strategies (SDSM, Fox’s and Cannon’s) for distributing work in $C_{par}(X, U, V)$. For this version of SDSM, we only allowed distribution of function $C$ since function $B$ is not MM-like and cannot be distributed using Cannons/Fox’s algorithms. We found that SDSM performs better than the other two approaches even though it uses a hierarchical dynamic load-balancing strategy.

3.5.4 Communication Complexity

Computing precise communication complexity of our SDSM algorithm is quite involved because of the dynamic load-balancing and interactions with Cilk’s randomized work-stealing scheduler. However, deriving an upper bound is fairly straightforward. Table 3.1 shows that each problem generates $O\left((n/b)^3\right)$ subproblems of size $b \times b$ each. If we only solve subproblems of size $(2^s) \times (2^s)$ where $q \leq s \leq r$ on worker processes, communication complexity will be upper-bounded by $O\left(\sum_{q \leq s \leq r} ((n/2^s)^3) \times (2^s)^2\right) = O(n^3/2^q)$. For example, we used $2^q = \Omega(\sqrt{n})$ in our experiments which led to an $O(n^{2.5})$ bound. Since the master process holds the entire DP table, the same bound holds for our approach based on Cannon’s MM algorithm.

3.6 Conclusions

In this research, we show that there is a class of dynamic programming problems that reduces to MM-like flexible recursive functions and highly optimizable flexible kernels when decomposed using recursive divide and conquer. We present high-performance cache-oblivious recursive divide-and-conquer parallel algorithms for four such problems with important applications in bioinformatics. We show that optimizing the dominating flexible functions/kernels properly is enough to get a significant performance boost for these problems. We also discuss some general optimization strategies that work well for all our recursive dynamic programming algorithms in practice. Our implementations following these optimization strategies achieve more than $5 - 150 \times$ speedup over the corresponding standard parallel and optimized loop-based algorithms on modern multicores and manycores. We also show simple extensions of these algorithms to a shared-distributed-shared setting which also demonstrates the versatility and portability of the cache-oblivious recursive divide-and-conquer approach.
Our recent work shows that it is also possible to automatically generate recursive divide-and-conquer (i.e., CORDAC) algorithms for this class of DP problems. However, it is still an open problem to generate CORDAC algorithms for more non-trivial problems. Building a specialized CORDAC compiler that can automatically optimize CORDAC algorithms is an interesting research direction to pursue. The shared-distributed-shared-memory algorithm presented for CORDAC algorithms is processor-aware. Designing a generic processor-oblivious distributed-shared memory algorithm for this class of DP problems is interesting.
Chapter 4

Cache-adaptivity, Bandwidth Benefit and Robustness of Recursive Divide and Conquer

4.1 Abstract

In Chapter 3 we have shown that cache-oblivious recursive divide-and-conquer (CORDAC) algorithms for solving a class of dynamic programming (DP) problems are high-performing in terms of running time, scalability, energy-efficiency and bandwidth performance on multicores, many-cores, hybrid multicores+manycores and clusters of multicores. However, all those performance analyses were conducted assuming an execution environment where only one program runs at a time on the entire system, which is often the case for standard production runs. Nevertheless, there are cases where we need to run programs in a multiprogramming environment such as our laptops, smart phones, many web servers and clouds. An interesting question to ask is how the performance of a program is affected by other concurrently running programs sharing the same system resources? In this chapter, we show that our CORDAC algorithms are more robust and adaptive to dynamic fluctuations in shared resources (e.g., cache-space, bandwidth, etc.) in a shared-memory multiprogramming environment compared to their tiled-loop and standard iterative counterparts.

Adaptivity with respect to a particular shared resource means, a program will run as fast as any other program solving the same problem, given a particular resource profile (e.g., size). Robustness means if a shared resource fluctuates, a program’s performance (time, cache-miss, energy consumption) will be relatively more stable than other programs under the same fluctuation. The performance stability is measured by computing the performance degradation due to fluctuations in resource profile, considering performance with no fluctuation in the total resource capacity as a baseline. Performance of an adaptive and robust algorithm is more predictable making such algorithms more desirable in a multiprogramming or multi-user environment such
as the standard operating system, database systems and compute platforms that support multiple VMs (e.g., cloud). To the best of our knowledge, we present the first empirical results on cache-adaptivity.

4.2 Introduction

In a multiprogramming environment multiple programs run concurrently, sharing common resources (e.g., bandwidth, L3 cache space). Typical examples of multiprogramming environments include standard operating systems, OS of smart phones/tablets that allow multiple apps to run concurrently, virtual machine platforms, cloud and database management systems that allow multiple queries to be processed concurrently. In a multiprogramming environment, a program running concurrently with other programs is likely to impact the performance of other programs by kicking out cached data and/or by using a portion of overall system’s bandwidth. Therefore, performance in such an execution environment is less predictable.

Having algorithm whose performance remains relatively stable in a multiprogramming environment is useful. We call such algorithms robust algorithms. Robustness means the ability of an algorithm to continue operating despite abnormalities. An algorithm is cache-adaptive if the program runs as fast as any other program solving the same problem, if some portion of the cache space is taken away. In this research, we show that parallel cache-oblivious recursive divide-and-conquer algorithms for solving a class of dynamic programming problems are more robust, cache-adaptive, energy-efficient and have better bandwidth utilization than their corresponding tiled-loop and iterative implementations.

Dynamic Programming (DP) algorithms are typically implemented using iterative loops. However, iterative implementations of DP algorithms are in general cache-inefficient, and also inflexible in the sense that the loops often cannot be suitably reordered to improve spatial or temporal cache locality and parallelism, while maintaining the correctness of the algorithm. Using tiled- or blocked-loop approach, it is often possible to improve spatial and/or temporal cache locality and parallelism which often leads to better performance compared to the straightforward iterative implementations. However, a tiled-loop approach is cache-aware and the same blocking does not work well on all machines. Blocking efficiently for different cache levels is also complicated on modern multicores with hierarchical caches. The tiled-loop approach lacks portability due to its cache-awareness. A more portable and efficient way to implement DP algorithms is to use a cache-oblivious recursive divide-and-conquer (CORDAC) technique which often achieves optimal cache-performance without sacrificing portability by being cache-oblivious.

Cache-oblivious recursive divide and conquer is an algorithmic technique that divides the problem into manageable pieces recursively until it reaches a basecase size large enough to amortize the cost of recursion. After that, it solves those small problems and then combines those solutions to get the solution for the original problem. An algorithm is cache-oblivious if it does not use knowledge of cache-parameters in the algorithm description. For example, standard iterative and CORDAC algorithms for DP problems are cache-oblivious. An algorithm is cache-aware if it uses knowledge of cache-parameters (e.g, block size of a cache) in the algorithm description. In general, a tiled-loop algorithm is cache-aware since it uses the cache-block sizes to block the loops.
Figure 4.1 shows code snippets for iterative, tiled-loop and CORDAC algorithms for the Longest Common Subsequence (LCS) problem. In this figure, the iterative code does not use any cache parameter. The tile_size in the tiled-loop algorithm is chosen in such a way that all the input and output sub-matrices to compute values for a tile fit into the desired level of cache. On the other hand, the base parameter in the CORDAC algorithm is chosen in such a way that the cost of computation inside the basecase becomes large enough to subsume the overhead of recursion.

**Contributions.** The relationships between i) cache-misses and energy-consumption; ii) cache-obliviousness, cache-optimality, and cache-adaptivity; and iii) cache-efficiency and bandwidth-utilization of different algorithmic options (iterative, tiled-loop and CORDAC) for solving DP problems are not yet known. Understanding these relationships is very important in deciding which algorithm to use in practice. It has been shown in theory for a few recursive divide-and-conquer algorithms that they are cache-adaptive [21]. However, no empirical result has been shown yet. To the best of our knowledge, we present the first empirical results to unravel some of those relationships in a multiprogramming setting by demonstrating adaptivity and robustness of recursive divide-and-conquer algorithms.

### 4.3 Adaptivity and Robustness

We consider an algorithm, \( A \) to be more robust than another algorithm, \( B \) for solving the same problem if \( A \)'s performance (runtime, cache miss, energy, bandwidth, etc.) is less degraded in a multiprogramming environment compared to \( B \). We show that CORDAC algorithms for solving dynamic programming problems are more robust compared to the corresponding tiled-loop implementations auto-generated from the state-of-the-art polyhedral compilers Pluto [29], Pocc [148], and Polly [95] in a shared-memory multiprogramming environment. In such an environment when different independent processes fight for the shared cache-space, a CORDAC implementation is more likely to adapt to less cache-space than a tiled implementation which is tiled for a particular tile size and works iteratively inside a tile. As other programs start to kick out cache blocks being used by a tiled implementation, it can not adapt to the loss of cached data efficiently. As a result, its performance is likely to hamper noticeably. On the other hand, a CORDAC implementation works recursively and keeps working on the same recursive portion until it is completely done with that portion before moving to other parts of the matrix.
In recursion, the implementation only goes deeper into that portion and even if its least recently used data is kicked out from the cache by the LRU cache replacement policy, it will still have the required portion of the data that it has already brought into the cache. Since data is accessed in a recursive fashion, even if a bigger block is kicked out from an upper level of cache, a recursive smaller block of data will be available in a lower cache which it can still utilize fully during computation. Therefore, performance will be less hampered. Although the iterative code is cache-oblivious, it is cache-inefficient (no temporal locality). Because of that it incurs orders of magnitude more cache misses than a cache-efficient implementation (e.g., CORDAC). Although its cache miss does not increase that much with the reduction in cache space, an iterative implementation saturates the bandwidth very quickly due to its cache-inefficiency, which slows it down a lot.

4.4 Experimental Results

In this section we mainly focus on the CORDAC algorithms for the parenthesis, gap and Floyd-Warshall’s all pairs shortest paths (APSP) problems from Chapter 3. For each of these problems, we show performance degradation of CORDAC, tiled and iterative implementations when multiple program instances run simultaneously compared to when they run alone (without any other programs running in the system). Figure 4.2a shows that the cache-oblivious recursive-divide-and-conquer algorithms for the parenthesis, gap, and Floyd-Warshall’s APSP problems significantly outperform their iterative counterparts when run on a 16 core Intel Xeon machine with no other program running except the program being timed. Figure 4.2b shows that CORDAC for parenthesis problem outperforms tiled-loop version generated using state-of-the-art polyhedral compilers PLuTo [29], PoCC [148] and Polly [95]. The tile size was optimized for 16 core run. Please review Chapter 3 for more results.
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**Figure 4.2:** (A) Rates of updates performed by multithreaded iterative and recursive (CORDAC) algorithms for the parenthesis problem, Floyd-Warshall’s APSP [50], and the Gap problem [39] on $2^{13} \times 2^{13}$ integer matrices, as the number of processing cores varies. (B) Rates of updates performed by multithreaded iterative, recursive and tiled-loop code generated by PLuTo [29] for the parenthesis problem as the matrix dimension varies. The Optimized-Tiled-loop is a hand-optimized version of the tiled code auto-generated by PLuTo.
Next we show how the performance changes in a multiprogramming environment. We always use a less optimized version of the CORDAC implementations (CO\textsubscript{Opt} without hand-optimizing the basecases from Chapter 3) for the results presented in this section.

Experimental setup. We used a dual-socket machine with 8-cores per socket (2 × 8 = 16-cores total) and 2 GHz Intel Sandy Bridge processors with 32 GB RAM to conduct all experiments presented in this section. Each core was connected to a 32 KB private L1 and a 256 KB private L2 cache. All cores in a socket shared a 20 MB 10-way L3 cache.

We used C++ with Intel\textsuperscript{®} Cilk\textsuperscript{TM} Plus extension to implement all algorithms and compiled with icc v13.0 compiler. All programs were compiled with -O3 -ip -parallel -AVX -xhost optimization parameters. We used PAPI 5.2 \cite{4} to count cache misses, and LIKWID \cite{184} for energy and bandwidth measurements. Energy and bandwidth measurements were end-to-end capturing everything from the start to the end of the program.

4.4.1 Robustness

We performed the following experiment to show how the performance of a program (CORDAC, iterative and tiled code) changes if multiple copies of the same program are run on the same CPU. We ran up to 4 instances of the same program on an 8-core Sandy Bridge processor with 2 threads (i.e., cores) per program/instance/process. The block size of the tiled code was optimized for best performance with 2 threads.

Parenthesis Problem. Figure 4.3 shows that with 4 concurrent processes iterative implementation slowed down by 82% and tiled code by 46%, but CORDAC implementation lost only 16% of its performance. The slowdown of tiled code resulted from its inability to adapt to the loss in the shared cache space (L3 misses increased by > 5\times), whereas L3 misses incurred by CORDAC implementation increased by less than 2.5\times. Since the iterative implementation does not have any temporal locality, loss of cache space did not significantly change its L3 misses. However, iterative implementation already incurred 90\times more L3 misses than CORDAC implementation, and with 4 such concurrent processes the burden on the DRAM bandwidth increased considerably (1126 GB total whereas for tiled-loop it was 190 GB and for CORDAC it was only 14 GB) causing significant slowdown of the program.

Figure 4.3 also demonstrates changes in energy consumption of each process as the number of concurrent processes increases. Energy values were measured using likwid-perfctr (included in LIKWID) which reads them from the MSR registers. Three types of energy were measured: package energy (PKG), which is the energy consumed by the entire processor die, PP0 energy, which is the energy consumed by all cores and their private caches, and DRAM energy, which is the energy consumed by the directly-attached DRAM. We omitted PP0 energy plots because they almost always follow the same pattern as the package energy. A single instance of tiled code consumed 39% more package energy than a CORDAC program instance while iterative implementation consumed 14\times more energy. Average package and PP0 energy consumed by the tiled code increased at a faster rate than that by the CORDAC implementation as the number of processes increased. This happened because both its running time and L3 performance degraded faster than the CORDAC implementation, both of which contributed to the faster increase in
energy consumption. However, since for iterative implementation L3 misses did not change much with the increase in the number of processes, its package energy consumption increased at a slower rate compared to that of tiled.

**Floyd-Warshall’s APSP.** Figure 4.4 shows the robustness of CORDAC compared to iterative and tiled-loop implementations for Floyd-Warshall’s APSP. The auto-generated tiled-loop code by PLuTo [29] had only one parallel loop with no temporal locality. Therefore, we wrote our own tiled version that had two parallel loops for these experiments. However, this tiled implementation also did not have any temporal locality. In fact, it is non-trivial to generate efficient tiled code with temporal locality for FW-APSP.

For FW-APSP, with 4 concurrent processes both iterative and tiled implementations slowed down by over 3x, but CORDAC implementation lost only 16% of its performance. L3 misses incurred by CORDAC implementation increased by less than a factor of 3. However, since tiled-loop and iterative implementations do not have any temporal locality, loss of cache space did
not significantly change the number of L3 misses they incurred. The iterative implementation incurred $780 \times$ and tiled-loop incurred $176 \times$ more L3 misses than CORDAC implementation, and with 4 such concurrent processes the burden on the DRAM bandwidth increased considerably causing significant slowdown of these two programs. Bandwidth consumed per second increased by $36 \times$ for both iterative and tiled implementations, whereas for CORDAC implementation the increase was $16 \times$ with 4 concurrent processes. Total data volume consumed by iterative implementation was 182 GB, for tiled-loop it was 76 GB and for CORDAC, the required data volume was only 14 GB.

**Figure 4.4:** The plots show how the performances of standard-iterative, tiled-loop and recursive codes for solving the Floyd-Warshall APSP problem (for $n = 2^{12}$) are affected as multiple instances of the same program are run on an 8-core Intel Sandy Bridge processor with 20MB shared L3 cache.

**Gap Problem.** For the Gap problem (see Figure 4.5) with 4 concurrent processes, the iterative implementation slowed down by $1.4 \times$, tiled code slowed down by $1.5 \times$, and CORDAC implementation lost 16% of its performance. L3 misses for tiled code increased by a factor of 140. On the other hand, L3 misses for CORDAC implementation increased by a factor of 2. Since iterative implementation does not have any temporal locality, loss of cache space did not
significantly change the number of L3 misses it incurred. The package energy for tiled code increased by $1.67 \times$, for iterative by $2.22 \times$, and for CORDAC by $1.69 \times$. DRAM energy of CORDAC increased by 7%, whereas for tiled it increased by 12%, although the actual DRAM energy consumption of tiled-loop was already $2 \times$ more than the CORDAC implementation. DRAM energy of iterative implementation increased by 42%. The memory bandwidth requirement per second increased by $37 \times$ for the tiled-loop implementation, whereas for CORDAC and iterative, they increased by $21 \times$. Total data volume (for all 4 instances) transferred by iterative was 2000 GB with 4 concurrent processes, for tiled-loop it was 22 GB, whereas, for CORDAC, it was 15 GB.

Figure 4.5: The plots show how the performances of standard iterative, tiled-loop and recursive codes for solving the Gap problem (for $n = 2^{13}$) are affected as multiple instances of the same program are run on an 8-core Intel Sandy Bridge processor with 20MB shared L3 cache.

All these results show how robust and adaptive CORDAC algorithms are compared to the tiled
and iterative algorithms. Therefore, we can conclude that overall degradation in performance in response to dynamic fluctuations of resources is the least in CORDAC, making them the most preferable choice in a multiprogramming environment.

### 4.4.2 Cache-adaptivity

We performed another set of experiments to measure cache-adaptivity of CORDAC and the corresponding tiled implementations. For that we measured the effect on the running times and L3 cache misses of serial CORDAC and tiled code when the available shared L3 cache space is reduced. The Cache Pirate tool [1, 70] was used to steal cache space.

![Figure 4.6](image)

**Figure 4.6:** The plots show how changes in the available shared L3 cache space affect the serial running time and the number of L3 cache misses of tiled-loop and recursive (CORDAC) algorithms for solving the parenthesis problem when $n = 2^{13}$. The code under test was run on a single core of an 8-core Intel Sandy Bridge processor with 20MB shared L3 cache. A multithreaded Cache Pirate [1, 70] was run on the remaining 7 cores to steal L3 cache space.

Figure 4.6 shows that when the available cache space was reduced to 50%, the number of L3 misses incurred by the tiled code increased by a factor of 22, but for CORDAC, the increase was only 17%. As a result, the tiled code slowed down by almost 50% while for CORDAC the slowdown was less than 3%. Thus CORDAC automatically adapts to cache sharing [21], but the tiled code does not.

### 4.5 Conclusion

We show that the benefits of cache-oblivious recursive divide-and-conquer algorithms are two-fold: they are high-performing, and their performances remain relatively stable (robustness property) in a multiprogramming environment. Based on the adaptivity and robustness results of CORDAC algorithms, we can hope that these recursive divide-and-conquer algorithms are going to be the most preferable choice for implementing DP algorithms in near future instead of the current trends of using tiled-loop or iterative algorithms, especially in a multiprogramming environment, such as the standard and mobile OS, database, virtual machine systems and cloud settings. Even in case of a single programming environment (where only one program runs

---

1. with tile size optimized for best serial performance
2. Cache Pirate allows only a single (serial) program to run, and does not reduce bandwidth.
at a time), if the OS is allowed to dynamically change resources (such as turning on power boost, turning off cores and caches to save energy, or migrate threads or even data), CORDAC algorithms should be a better choice due to their robustness and adaptivity.

Questions that still need to be answered about adaptivity and performance tradeoff are: a) how the cache-adaptivity changes based on overall parallelism, space usage and cache-complexity of a program? b) what are the relationships among energy consumption, cache-miss, bandwidth and running time? Can they be represented as simple equations? One way to answer these questions is to conduct rigorous experiments, and then use the results to conduct statistical analyses to find those relationships. However, results of such analyses are going to be biased toward the machines and parallel platforms being used. Nevertheless, we want to have answers for these questions in future.
Chapter 5

Provably Efficient Scheduling of Cache-Oblivious Recursive Wavefront Algorithms

5.1 Abstract

In the previous chapters we have shown that cache-oblivious recursive divide-and-conquer (CORDAC) algorithms for solving dynamic programming (DP) problems are high-performing in a single programming environment (i.e., an execution environment where only one program is run at a time on the entire system), and their performance also remain relatively stable, robust and adaptive in a multiprogramming environment (i.e., where multiple programs run concurrently and share system’s resources). In this chapter, we show that it is possible to improve parallelism of those CORDAC algorithms even further without losing their cache-optimality, by transforming them to cache-oblivious wavefront algorithms. Our results demonstrate that CORDAC algorithms are not only high-performing on today’s state-of-the-art (multicore) architectures, but also, can be made high-performing on future architectures with many more cores.

Iterative wavefront algorithms for evaluating dynamic programming recurrences exploit optimal parallelism but show poor cache performance. Tiled-loop wavefront algorithms can achieve optimal cache performance and high parallelism but are cache-aware and hence are not portable and not cache-adaptive. On the other hand, standard CORDAC algorithms have optimal serial cache complexity but often have low parallelism due to artificial dependencies among subtasks introduced by the recursive structure of the algorithm. Very recently we introduced cache-oblivious recursive wavefront (COW) algorithms that do not have any artificial dependencies, but are too complicated to develop, analyze, implement and generalize. Good theoretical performance guarantees of those COW algorithms often do not translate into good practical performance due to high overhead in implementation.
In this work\footnote{Jesmin Jahan Tithi and Pramod Ganapathi are equal contributors in this work.}, we show how to systematically transform standard cache-oblivious recursive divide-and-conquer algorithms into recursive wavefront algorithms (i.e., CORDAC to COW) to achieve optimal parallel cache complexity and high parallelism with negligible implementation overhead. We use closed-form formulas to compute at what time each divide-and-conquer function must be launched in order to achieve high parallelism without losing cache performance. The resulting implementations are arguably much simpler than implementations of known COW algorithms. We present theoretical analyses and experimental performance and scalability results showing the superiority of these new algorithms over the existing ones.

5.2 Introduction

Dynamic programming (DP) is a popular algorithm design technique to solve optimization problems that exhibit the overlapping subproblems and optimal substructure properties. The process involves dividing a problem into smaller subproblems, solving them, storing their results in a DP table to avoid recomputations, and combining those solutions. DP is used in many real-world application areas, and extensively in computational biology \cite{16, 67, 97, 189}. This motivates us to develop a general framework for high-performance and scalable algorithms to solve many DP problems.

For good performance on a modern multicore machine with a cache hierarchy, algorithms must have ample parallelism and should be able to use the caches efficiently at the same time. Iterative wavefront algorithms for solving DP problems have optimal parallelism but often suffer due to bad cache performance. On the other hand, though standard cache-oblivious \cite{81} recursive divide-and-conquer (CORDAC) DP algorithms have optimal serial cache complexity, they often have non-optimal parallelism. The tiled-loop wavefront algorithms achieve optimality in cache complexity and can achieve high parallelism but are cache-aware, and hence are not portable and do not adapt well when available cache space fluctuates during execution in a multiprogramming environment (see Chapter 4)). Very recently, the cache-oblivious wavefront algorithms have been proposed that have optimal parallelism and optimal serial cache complexity, but no bound on parallel cache complexity has been proved \cite{173}. Those algorithms are also very difficult to implement and analyze since they require hacking into a parallel runtime system and use atomic locks. Extensive use of atomic locks causes too much overhead for very large and higher dimensional DPs.

In this chapter, we present a provably efficient method for scheduling cache-oblivious recursive divide-and-conquer wavefront algorithms on a multicore machine which optimizes parallel cache complexity and achieves high (near optimal) parallelism. Our algorithms are also arguably simpler to implement and analyze.

Performance of a parallel program on multicore. We analyze the performance of a parallel program run on a shared-memory multicore machine using the work-span model \cite{56}. The work of a multithreaded program, denoted by $T_1(n)$, where $n$ is the input parameter, is the total number of CPU operations performed when run on a single processor\footnote{unless specified otherwise, we will use “processor” and “processing core” synonymously}. The span (a.k.a. critical-path length or depth), denoted by $T_\infty(n)$, is the maximum number of operations performed on
any processor when the program is run on an infinite number of processors. The parallel running time \( T_p(n) \) of a program when scheduled by a greedy scheduler [30] on \( p \) processors is given by

\[ T_p(n) = O\left(\frac{T_1(n)}{p} + T_\infty(n)\right). \]

The parallelism, computed by the ratio of \( T_1(n) \) and \( T_\infty(n) \), is the average amount of work done per step of the critical path.

Cache complexity is a performance metric that counts number of block transfers (or cache misses or I/O transfers or page faults) triggered by a program between adjacent levels of caches in a memory hierarchy. By \( Q_p \) we denote the total number of cache misses on a \( p \)-processor machine. So \( Q_1 \) is the serial cache complexity. We say that an algorithm has spatial locality provided each cache block it brings into a cache contains as much useful data as possible. We say that it has temporal locality provided it performs as much useful work as possible on each cache block it brings into a cache before the block gets evicted from the cache.

Iterative algorithms. Traditionally, DP algorithms are implemented using a series of (nested) loops and they can be parallelized easily. These algorithms often have good spatial locality, no temporal locality, and standard implementations may not have optimal parallelism as well. For example, an iterative algorithm for the parenthesis problem (explained in Section 5.3) has \( T_\infty(n) = \Theta(n^2) \) and \( Q_1(n) = \Theta(n^3) \).

Iterative algorithms are also implemented as tiled loops, in which case the entire DP table is blocked or tiled and the tiles are executed iteratively. For example, for a tiled iterative algorithm for the parenthesis problem with \( r \times r \) tile size, where \( r \in [2, n] \), we have

\[
T_\infty(n) = \Theta\left(\left(\frac{n}{r}\right)^2\right) \cdot \Theta\left(r^2\right) = \Theta\left(n^3\right),
\]

\[
Q_1(n, r) = \left(n/r\right)^3 \cdot \Theta\left(r^2/B + r\right) = \Theta\left(n^3/(rB) + n^3/r^2\right).
\]

Fastest iterative DP implementations have the following wavefront-like property. Let a single update on a cell \( x \) in the DP table needs to be done by reading from the cells \( \langle y_1, y_2, \ldots, y_s \rangle \). When the cells \( y_1, y_2, \ldots, y_s \) are completely updated, then the cell \( x \) can immediately get updated, either partially or fully. For example, for the parenthesis problem, the fastest iterative wavefront algorithm has a span \( T_\infty(n) = \Theta\left(n \log n\right) \), but the worst possible cache complexity \( Q_1(n) = \Theta\left(n^3\right) \).

Recursive algorithms. Cache-oblivious recursive divide-and-conquer (CORDAC) parallel DP algorithms can overcome many of the limitations of their iterative counterparts. While iterative algorithms often have poor or no temporal locality, recursive algorithms have excellent and often optimal temporal locality. One problem with recursive divide-and-conquer algorithms is that they trade off parallelism for cache optimality, and thus may end up with suboptimal parallelism.

For example, a 2-way CORDAC algorithm (where, each dimension of the subtask will be half the dimension of its parent task) for the parenthesis problem has \( T_\infty(n) = \Theta\left(n^{\log_2 3}\right) \) and \( Q_1(n) = \Theta\left(n^3/(B \sqrt{M})\right) \), that is, it has optimal serial cache complexity but non-optimal span. For \( n \)-way CORDAC algorithm, \( T_\infty(n) = \Theta\left(n \log n\right) \) and \( Q_1(n) = \Theta\left(n^3\right) \). This time, the algorithm has optimal span but worse serial cache complexity. Ideally we want to have a balance between cache complexity and span by choosing \( r \)-way CORDAC algorithm in which case both the span and the parallel cache complexity will be non-optimal, however will have best practical
Source of suboptimal parallelism in recursive algorithms. The suboptimal parallelism in 2-way CORDAC algorithms results from artificial dependencies among subproblems that are not implied by the underlying DP recurrence [173]. A 2-way CORDAC algorithm for the LCS problem splits the DP table $X$ into four equal quadrants: $X_{11}$ (top-left), $X_{12}$ (top-right), $X_{21}$ (bottom-left), and $X_{22}$ (bottom-right). It then recursively computes the quadrants in the following order: $X_{11}$ first, then $X_{12}$ and $X_{21}$ in parallel, and finally $X_{22}$. As per the recursive structure, the top-left quadrant of $X_{12}$ and $X_{21}$ i.e., $X_{12,11}$ and $X_{21,11}$, respectively, can only start executing when the execution of the bottom-right quadrant of $X_{11}$ i.e., $X_{11,22}$ completes. This dependency between subproblems or subtasks is not defined by the underlying DP recurrence but defined by the recursive structure of the algorithm. Such dependencies in a recursive algorithm are called artificial dependencies. There are artificial dependencies at several different granularities. Most often, these artificial dependencies asymptotically increase the span thereby reduce parallelism.

Recursive wavefront algorithms. By removing artificial dependencies from the recursive (CORDAC) algorithms, it is possible to develop algorithms that simultaneously achieve parallel cache-optimality, near-optimal parallelism, and cache-obliviousness. Such algorithms are called recursive wavefront (or cache-oblivious wavefront) algorithms.

We introduced recursive wavefront algorithms in [173]. However, those algorithms (also called COW algorithms) are too complicated to develop, analyze, implement, and generalize. Atomic instructions were used extensively to identify and launch ready tasks, and implementations required hacking into Cilk™’s runtime system. No bounds on parallel cache complexities of those algorithms are known.

In this chapter, we present a generic method to schedule recursive wavefront algorithms based on timing functions. These algorithms have a structure similar to the standard recursive divide-and-conquer (CORDAC) algorithms, but each recursive function call is annotated with start-time and end-time hints that are passed to the scheduler. The task scheduler will make sure that the algorithms are executed in a wavefront fashion using the timing functions. Indeed, the transformation the scheduler is expected to do based on the timing functions is straightforward, and a programmer may choose to do that herself and use a scheduler that do not accept hints (e.g., cilk’s work-stealing scheduler). The transformed code is still purely based on fork-join parallelism, and the performance bounds (e.g., parallel running time and parallel cache complexity) guaranteed by any scheduler supporting fork-join parallelism apply. The recursive wavefront algorithm for the parenthesis problem has $T_p(n) = \Theta(n \log n)$ and $Q_p(n) = O\left(n^3/(B\sqrt{M})\right)$. The bounds on $T_p$ and $Q_p$ can be obtained from the scheduler guarantees.

Related work. The tiled-loop algorithms [60, 90, 142, 154, 157, 191] have been studied extensively as tiling is the traditional way of implementing dynamic programming and other matrix algorithms. There are several frameworks to automatically produce tiled codes such as PLuTo [29], Polly [95], and PoCC [148]. However, these softwares are not designed to generate correct parallel tiled code for non-trivial DP recurrences. The major concerns with tiled programs are
that they are cache-aware and sometimes processor-aware that sacrifices portability across machines. Another disadvantage of being cache-aware is that the algorithms are not cache-adaptive \[21\], i.e., the algorithms do not adapt to changes in available cache/memory space during execution and hence may run slower when multiple programs run concurrently in a shared-memory environment \[14\] (Chapter 4). Several existing systems such as Bellman’s GAP compiler \[86\], semi-automatic synthesizer \[149\], EasyPDP \[170\], EasyHPS \[63\], pattern-based system \[123\], and parallelizing plugins \[153\] can be used to generate iterative and tiled-loop programs. Parallel task graph execution systems such as Nabbit \[10\] and BDDT \[185\] execute the DP tasks during runtime using unrolling. Due to this they might lose cache efficiency.

The classic 2-way recursive divide-and-conquer (CORDAC) algorithms with optimal serial cache complexity and good (but, not always optimal) parallelism have been developed, analyzed, and implemented in \[47, 48, 182\] (see Chapter 3). Hybrid \(r\)-way algorithms have considered in \[47\] but they are either cache- or processor-aware, and complicated to program. Pochoir \[171\] is used to generate cache-oblivious implementations for stencils. However, the recursive algorithms often have low parallelism due to artificial dependencies among subtasks. Recently Aga et al. in \[8\] proposed a speculation approach to alleviate the concurrency constraints imposed by the artificial dependencies in standard parallel recursive divide-and-conquer programs, and reported a speedup up to \(1.6\times\) on 30 cores over their baseline.

The recursive wavefront algorithms were introduced in \[173\] but they are too complicated to develop, analyze, implement, and generalize. They make extensive use of atomic instructions, and standard analysis model of fork-join parallelism does not apply. In this work we try to address these issues.

Our contributions Our major contributions in this work are as follows:

1. We show how to systematically transform recursive divide-and-conquer to cache-oblivious wavefront. We present a generic method to develop and schedule recursive wavefront algorithms based on timing functions.

2. We present two approaches for scheduling a recursive wavefront algorithm: (i) the algorithm passes timing functions and space usage info to a hint-accepting space-bounded scheduler, (ii) the programmer appropriately transforms the algorithm to use the timing functions, and uses a standard randomized work-stealing scheduler to run the program.

3. We present performance and scalability results of the presented algorithms on state-of-the-art multicore machines and show a comparative analysis with standard 2-way CORDAC and the original cache-oblivious wavefront (COW) algorithms from \[173\].

5.3 Deriving recursive wavefront algorithms

In this section, we describe how to transform a standard cache-oblivious recursive divide-and-conquer (CORDAC) DP algorithm into a recursive wavefront algorithm. The method involves augmenting all recursive function calls with timing functions to launch them as early as possible without violating any dependency constraints implied by the DP recurrence. The timing functions are derived analytically, and do not employ locks or atomic instructions.
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Programmer computes the timing functions

\[
\mathcal{A}(X, X, X)
\]

1. if \( X \) is a cell then \( \mathcal{A}_{\text{cell}}(X, X, X) \)
2. else
3. par \( \mathcal{A}(X_{11}, X_{11}, X_{11}), \mathcal{A}(X_{22}, X_{22}, X_{22}) \)
4. \( \mathcal{B}(X_{11}, X_{11}, X_{22}) \)

\[
\mathcal{B}(X, U, V)
\]

1. if \( X \) is a cell then \( \mathcal{B}_{\text{cell}}(X, U, V) \)
2. else
3. \( \mathcal{B}(X_{22}, U_{22}, V_{11}) \)
4. par \( \mathcal{C}(X_{11}, U_{12}, V_{21}), \mathcal{C}(X_{22}, X_{21}, V_{12}) \)
5. par \( \mathcal{B}(X_{11}, U_{11}, V_{11}), \mathcal{B}(X_{22}, X_{22}, V_{22}) \)
6. \( \mathcal{C}(X_{11}, U_{12}, V_{21}) \)
7. \( \mathcal{C}(X_{11}, X_{11}, V_{12}) \)
8. \( \mathcal{B}(X_{11}, U_{12}, V_{21}) \)

\[
\mathcal{C}(X, U, V)
\]

1. if \( X \) is a cell then \( \mathcal{C}_{\text{cell}}(X, U, V) \)
2. else
3. par \( \mathcal{C}(X_{11}, U_{11}, V_{11}), \mathcal{C}(X_{12}, U_{11}, V_{12}) \)
4. \( \mathcal{C}(X_{22}, X_{21}, V_{11}), \mathcal{C}(X_{22}, X_{22}, V_{22}) \)
5. par \( \mathcal{C}(X_{11}, U_{12}, V_{21}), \mathcal{C}(X_{12}, U_{12}, V_{22}) \)
6. \( \mathcal{C}(X_{22}, X_{22}, V_{22}) \)

Transformation by the scheduler-programmer

\[
\mathcal{S}_{\mathcal{A}}(X, X, X)
\]

1. return \( \mathcal{A}(x_r, x_c) \)

\[
\mathcal{S}_{\mathcal{C}}(X, U, V)
\]

//here, \( x_r = u_r, x_c = v_c \), and \( u_c = v_r \)
1. \( m \leftarrow (x_r + n - 1 + x_c)/2 \)
2. \( \hat{u} \leftarrow u_c + n - 1 \)
3. if \( u_c > m \) then
4. \( \hat{v} \leftarrow \max \{ \mathcal{C}(u_r + n - 1, u_c), \mathcal{C}(v_r, v_c) \} + 1 \)
5. else \( \hat{v} \leftarrow \max \{ \mathcal{C}(u_r + n - 1, m), \mathcal{C}(m, v_c) \} + 1 \)

\[
\mathcal{S}_{\mathcal{E}}(X, U, V)
\]

1. return \( \mathcal{E}(x_r, x_c, n - 1) \)

\[
\mathcal{E}(X, X, X)
\]

1. return \( \mathcal{E}(x_r, x_c, n - 1) \)

\[
\mathcal{E}(X, U, V)
\]

1. lef = \( \max \{ \mathcal{E}(u_r, u_c), \mathcal{E}(v_r, v_c + n - 1) \} \)
2. \( \text{real} = \max \{ \mathcal{E}(u_r, u_c + n - 1), \mathcal{E}(v_r, v_c + n - 1) \} \)
3. return \( \max \{ \text{lef}, \text{real} \} + 1 \)

\[
\mathcal{E}(u, v)
\]

1. if \( (j - i) \leq 1 \) then return \( (j - i) \) else return \( 2 \times (j - i) - 1 \)

Figure 5.1: Left: The programmer derives the timing functions from a given standard 2-way recursive divide-and-conquer DP algorithm for the parenthesis problem. A matrix region \( Z \) has its top-left corner at \((z_r, z_c)\) and is of size \( n \times n \). Right: A recursive divide-and-conquer wavefront algorithm is generated for the parenthesis problem. The programmer derives the algorithm if work-stealing scheduler is used, and the scheduler derives the algorithm if modified hint-accepting space-bounded scheduler (Section 5.5) is used. The algorithm makes use of the timing functions derived by the programmer.
Our transformation allows the updates to the DP table proceed in an order close to iterative wavefront, but from within the structure of a recursive divide-and-conquer algorithm. The goal is to reach the higher parallelism of an iterative wavefront algorithm while retaining the better cache performance (i.e., efficiency and adaptivity) and portability (i.e., cache- and processor-obliviousness) of a recursive algorithm.

Let us first define the wavefront order of applying updates to a DP table. Each update writes to one DP table cell by reading values from other cells. We say that a cell is fully updated provided it is never updated in the future. An update becomes ready when all cells it reads from are fully updated. We assume that only ready updates can be applied and each such update can only be applied once. A wavefront order of updates proceeds in discrete timesteps. In each step all ready updates to distinct cells are applied in parallel. However, if a cell has multiple ready updates only one of them is applied, and the rest are retained for future to avoid race conditions. A wavefront order does not have any artificial dependencies.

**Transformation.** It is completed in three major steps:

1. **[Construct completion-time function.]** A closed-form formula is derived based on the original DP recurrence that gives the timestep at which each DP cell is fully updated in wavefront order.

2. **[Construct start- and end-time functions.]** Cell completion times are used to derive closed-form formulas that give the timesteps in wavefront order at which each recursive function call should start and end execution.

3. **[Derive the recursive wavefront algorithm.]** Each recursive function call in the standard CORDAC algorithm is augmented with its start- and end-time functions so that the algorithm can be used to apply only the updates in any given timestep in wavefront order. We then use a variant of iterative deepening on top of this recursive algorithm to execute all timesteps efficiently in non-decreasing wavefront order.

We describe our transformation for arbitrary \( d \)-dimensional \( (d \geq 1) \) DP in which each dimension of the DP table is of the same length and is a power of 2.

**Example of transformation.** We explain our approach by applying it on a recursive algorithm for the parenthesis problem [37], which is defined as follows. Let \( C[i, j] \) denote the minimum cost of parenthesizing \( s_i \cdots s_j \). Then the 2D DP table \( C[0 : n, 0 : n] \) is filled up using the following recurrence:

\[
C[i, j] = \begin{cases} 
\infty & \text{if } 0 \leq i = j \leq n, \\
\min_{0 \leq k < j} \{ C[i, k] + C[k, j] + w(i, k, j) \} & \text{if } 0 \leq i < j - 1 < n;
\end{cases}
\]  

(5.1)

where the \( v_j \)'s and function \( w(\cdot, \cdot, \cdot) \) are given. The recurrence is evaluated by the recursive algorithm [182] given at the top of Figure 5.1 which is same as the algorithm presented in Chapter 3 Figure 3.5. In the rest of the section, we show how a recursive wavefront algorithm (shown in Figure 5.1) can be derived from the given CORDAC algorithm.

Consider the standard 2-way CORDAC algorithm for the parenthesis problem given in the top-left corner of Figure 5.1. It has three functions that update the DP table. Initially, function \( \mathcal{A}(C, C, C) \) is called, where \( C \) is the entire DP table. Then the computation progresses by recursively breaking the table into quadrants, and calling functions \( \mathcal{A}, \mathcal{B} \) and \( \mathcal{C} \) on these smaller
Case updates

CORDAC algorithm updates the entire table in 31 timesteps. In contrast, the bottom part of Table 5.1 shows how the standard 2-way CORDAC algorithm with 1 × 1 base case updates C[1 : n, 1 : n] when n = 8. We use F1 in a cell to denote that function F updates the cell at timestep t, where F ∈ {A, B, C}. Using an infinite number of processors, the standard CORDAC algorithm updates the entire table in 31 timesteps. In contrast, the bottom part of Table 5.1 shows that the fastest iterative wavefront algorithm will update C in only 18 timesteps. With a 1 × 1 base case our recursive wavefront algorithm (shown on the right hand side of Figure 5.1) will perform the updates in exactly the same order as the iterative wavefront algorithm, and terminate in 18 steps.

### 5.3.1 Constructing completion-time function

In this section, we define completion-time, and show how to compute it in O(1) time for any cell. There are two different ways to define completion time of a cell. The completion time of a cell is the time after which it will not be updated/written any more. In other words, if in a dynamic programming problem, a cell x is updated/written k times, completion time of x is the latest time when x would be written/updated. It is also possible to define completion time based on the completion time of the input cells as well. In this case, if in a DP problem a cell x needs to be updated based on values from k other cells y1, y2, ..., yk at different updates, completion time of x can be computed by taking maximum completion time of all cells that x depends on (i.e., y1, y2, ..., yk), plus 1. If for a DP problem, there are m input cells with the maximum completion time, then we need to wait at least m time steps before we can start updating x. Furthermore, if a cell also depends on its own value, we also need to add an extra 1 to the completion time to consider the self update time.

A formal definition of completion time follows:
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Definition 5.1 (Completion-time). The completion-time for a particular cell \( x \), denoted by \( \mathcal{C}(x) \), is the timestep in wavefront order at which \( x \) is fully updated. More formally,

\[
\mathcal{C}(x) = \max_t \text{ for all } \mathcal{F}_t(x, \ldots);
\]

where \( \mathcal{F}_t(x, \ldots) \) means that cell \( x \) is updated by function \( \mathcal{F} \) at timestep \( t \).

Completion-time of a cell computed from the given DP recurrence as follows.

\[
\mathcal{C}(x) = \begin{cases}
    \text{initial values initial conditions}, & \\
    r_{\text{max}}(x) + m + su(x) & \text{otherwise};
\end{cases}
\]

where \( r_{\text{max}}(x) \) is the maximum completion time of the cells on which \( x \) directly depends, i.e., \( r_{\text{max}}(x) = \max_{F(x, \ldots, y, \ldots)} \mathcal{C}(y) \), \( m \) is the number of input cells (on which \( x \) directly depends on) with that maximum completion time, and the term \( su(x) \) is 1 if there is a self-update function that reads from itself; and 0, otherwise.

The bottom part of Table 5.1 shows completion-times for the parenthesis problem for all cells of an 8 \( \times \) 8 DP table. The completion-time for any cell \((i, j)\) in the DP table can be found as follows.

\[
\mathcal{C}(i, j) = \begin{cases}
    0 & \text{if } i = j, \\
    \mathcal{C}(i, j - 1) + 1 + 1 & \text{if } i = j - 1; \\
    \mathcal{C}(i, j - 1) + 2 + 1 & \text{if } i < j - 1;
\end{cases}
\]

because \( r_{\text{max}}(i, j) = \mathcal{C}(i, j - 1) = \mathcal{C}(i + 1, j) \) (Note that \( m = 1 \) when \( i = j - 1 \) and \( m = 2 \) when \( i < j - 1 \)), and \( su(i, j) = 1 \) as the self-update function \( B \) updates the cell \((i, j)\) reading from itself. Solving the recurrence (assuming that race will be avoided by fractional timing as explained in the following section, and therefore considering \( m = 1 \) always), we get the following.

\[
\mathcal{C}(i, j) = \begin{cases}
    j - i & \text{if } (j - i) = 0, \\
    2(j - i) - 1 & \text{if } (j - i) \geq 1.
\end{cases}
\]

We also need to know start-time and end-time of each recursive function call in the wavefront order so that we can execute them appropriately. Both start-time and end-time are defined for each function and they depend on the function type and their input and output parameters. Ideally the start-time of a function in a recursive wavefront algorithm can be computed recursively by taking the smallest start-time of any sub-function called by the original function on any of the quadrants (often its a quadrant that has earliest completion time in the wavefront order). On the other hand, end-time can be computed by recursively taking the maximum end-time of any sub-function on any quadrant (often its a quadrant that has latest completion time in the wavefront order). We also need to take care of any possible race conditions into account which may happen if two different function calls with the same write cell/region become ready at the same time. In such case, both start-time and end-time need to be adjusted to avoid any potential race.

Definition 5.2 (Start-time and end-time). The start-time (resp. end-time) of a recursive function call in a recursive wavefront algorithm is the earliest (resp. latest) timestep in wavefront
order at which one of the updates to be applied by that function call (either directly or through a recursive function call) becomes ready.

Let \( F(X, Y_1, \ldots, Y_s) \) be a function call that writes to a region \( X \) by reading from regions \( Y_1, \ldots, Y_s \) of the DP table. Its start- and end-times, denoted by \( S_F(X, Y_1, \ldots, Y_s) \) and \( E_F(X, Y_1, \ldots, Y_s) \), respectively, are computed as follows.

\[
\begin{align*}
S_F(X, Y_1, \ldots, Y_s) &= \begin{cases} 
\min_{Y \in \{Y_1, \ldots, Y_s\}} S_F(X', Y_1', \ldots, Y_s') & \text{if } X \text{ is a cell,} \\
\min_{Y \in \{Y_1, \ldots, Y_s\}} E_F(X', Y_1', \ldots, Y_s') & \text{otherwise;}
\end{cases} \\
E_F(X, Y_1, \ldots, Y_s) &= \begin{cases} 
\max_{Y \in \{Y_1, \ldots, Y_s\}} S_F(X', Y_1', \ldots, Y_s') & \text{if } X \text{ is a cell,} \\
\max_{Y \in \{Y_1, \ldots, Y_s\}} E_F(X', Y_1', \ldots, Y_s') & \text{otherwise;}
\end{cases}
\end{align*}
\]

where, in the non-cellular case minimization/maximization is taken over all functions \( F'(X', Y_1', \ldots, Y_s') \) recursively called by \( F(X, Y_1, \ldots, Y_s) \). Here, \( r_a(X) \) is the problem-specific race avoidance condition used when two functions write to the same region. Though we use real-valued timesteps for simplicity, the total number of distinct timesteps remains exactly the same as that in the iterative wavefront algorithm.

For the parenthesis problem, the start-times for the three functions \( A, B, \) and \( C \) are computed as below. Let \((x_r, x_c), (u_r, u_c), \) and \((v_r, v_c)\) denote the positions of the top-left cells of regions \( X, U \) and \( V \), respectively. Note that for parenthesis problem, \( x_r = u_r, x_c = v_c, \) and \( u_c = v_r \). Then,

\[
\begin{align*}
S_A(X, X, X) &= \begin{cases} 
\min_{Y \in \{Y_1, Y_2\}} S_A(X_{11}, X_{11}, X_{11}) & \text{if } X \text{ is a cell,} \\
\min_{Y \in \{Y_1, Y_2\}} E_A(X_{11}, X_{11}, X_{11}) & \text{otherwise;}
\end{cases} \\
S_B(X, U, V) &= \begin{cases} 
\min_{Y \in \{Y_1, Y_2\}} S_B(X_{21}, U_{21}, V_{21}) & \text{if } X \text{ is a cell,} \\
\min_{Y \in \{Y_1, Y_2\}} E_B(X_{21}, U_{21}, V_{21}) & \text{otherwise;}
\end{cases} \\
S_C(X, U, V) &= \begin{cases} 
\min_{Y \in \{Y_1, Y_2\}} S_C(X_{21}, U_{21}, V_{21}) & \text{if } X \text{ is a cell,} \\
\min_{Y \in \{Y_1, Y_2\}} E_C(X_{21}, U_{21}, V_{21}) & \text{otherwise;}
\end{cases}
\end{align*}
\]

where \([ ]\) is the Iverson bracket which denotes 1 if the condition in the bracket is true and 0 otherwise. The quadrant \( X_{21} \) appears in the start time because, for those cases, the bottom-left cell of the \( X_{21} \) quadrant is the cell which always gets updated first in the wavefront order.

Both \( A \) and \( B \) read from and write to \( X \), and hence their start-times follow directly from the first recurrence in Definition 5.2. In case of \( B \), \( X \) is updated by reading from pair \( \langle U, X \rangle \) and also from \( \langle X, V \rangle \). Function \( C \) follows the second recurrence from the definition, since for \( C \) there is no overlap between the read and write regions. As \( C \) writes to the same region twice, there is a race and to avoid it we use the condition \([u_c > (x_r + x_c)/2]\) derived manually. An intuition behind this condition is that, we delay the function calls for which \( w_u - w_x < w_x - w_v \), where \( w_u \) is the wavefront where \( u \) lies on, and let the other functions to run so that no race happens.
Similarly, the end-times are as follows.

\[
E_A(X, X, X) = \begin{cases} 
C(X) & \text{if } X \text{ is a cell}, \\
E_B(X_{12}, X_{11}, X_{22}) & \text{otherwise}; 
\end{cases}
\]

\[
E_B(X_1, U, V) = \begin{cases} 
C(X) & \text{if } X \text{ is a cell}, \\
E_B(X_{12}, U_{11}, V_{22}) & \text{otherwise}; 
\end{cases}
\]

\[
E_C(X, U, V) = \begin{cases} 
\max\left\{C(U), C(V)\right\} + 1 & \text{if } X \text{ is a cell}, \\
\max\left\{E_C(X_{12}, U_{11}, V_{22})\right\} & \text{otherwise}. 
\end{cases}
\]

The quadrant \(X_{12}\) appears in the end-time recurrence because the top-right cell of the \(X_{12}\) quadrant is the cell which always gets updated the last in the wavefront order. Note that the start time and end time of a cell are always the same, since we assume that it takes only a constant amount of time to update a cell. Solving the recurrences for the start-times and end-times above, we obtain the timing functions shown in Figure 5.1.

### 5.3.2 Deriving a recursive wavefront algorithm

In this section, we describe how to use timing functions to derive a recursive wavefront algorithm from a given standard recursive divide-and-conquer (CORDAC) DP algorithm. We use the parenthesis problem as an example.

A standard CORDAC algorithm for the parenthesis problem is shown in the top-left corner of Figure 5.1. We modify it as follows, and the modified algorithm is shown on the right-hand side of the same figure.

First, we modify each function \(F\) to include a switching point \(n' \geq 1\), and switch to the original non-wavefront recursive algorithm by calling \(F_{\text{non-wave}}\) when the size of each input submatrix drops to \(n' \times n'\) or below.

We augment each function to accept a timestep parameter \(w\). We remove all serialization among recursive function calls by making sure that all functions that are called are launched in parallel. However, we do not launch a function unless \(w\) lies between its start-time and end-time which means that a function is not invoked if we know that it does not have an update to apply at timestep \(w\) in wavefront order. Observe that the function \(F_{\text{non-wave}}\) at switching does not accept a timestep parameter, but if we reach it we know that it has an update to apply at timestep \(w\). However, once we enter that function we do not stop until we apply all updates that function can apply at all timesteps \(\geq w\).

Each function is also modified to return the smallest timestep above \(w\) for which it may have at least one update that is yet to be applied. It finds that timestep by checking the start-time of each function that was not launched because the start-time was larger than \(w\), and the timestep returned by each recursive function that was launched, and taking the smallest of all of them.

Finally, we add a loop (see \textsc{RecursiveWavefront-Parenthesis} in Figure 5.1) to execute all timesteps of the wavefront in non-decreasing fashion using the modified functions. We start with timestep \(w = 0\), and invoke the main function \(A(C, C, C, w)\) which applies all updates at
timestep \( w \) and depending on the value chosen for \( n' \) possibly some updates above timestep \( w \), and returns the smallest timestep above \( w \) for which there may still be some updates that are yet to be applied. We next call function \( A \) with that new timestep value, and keep iterating in the same fashion until we are able to exhaust all timesteps.

### 5.4 Applications

In this section, we present the recursive wavefront algorithms for three other dynamic programming problems: LCS, Floyd-Warshall’s APSP, and gap problem. All of these DP problems have many applications in bioinformatics. LCS and gap problem have applications in sequence alignment and other types of biological sequence analyses, FW-APSP has application in phylogeny analysis and parenthesis problem is used in RNA secondary structure predictions. In this section, we will only give the timing functions and not the entire recursive wavefront algorithm. We give references to the papers that present the standard (non-wavefront) CORDAC algorithms from which recursive wavefront algorithms can easily be derived by plugging in the timing functions as per Section 5.3.2.

**Longest common subsequence (LCS).** The LCS problem \([46, 103]\) asks one to find the longest of all common subsequences \([56]\) between two strings. Here, we are interested in finding only the length of the LCS. In LCS DP, a cell depends on its three adjacent cells and has the same dependency structure as the standard edit distance problem (see Chapter 2).

We build on the recursive algorithm given in \([46]\) which has only one function \( A \) (i.e., named LCS-OUTPUT-BOUNDARY in \([46]\)). The timing functions are as follows.

\[
C(i, j) = i + j,
\]
\[
S_A(X) = C(x_r, x_c),
\]
\[
E_A(X) = C(x_r + n - 1, x_c + n - 1);
\]

where, \((x_r, x_c)\) is the top-left corner of \( X \). There is no self dependency or race in the function calls and therefore we omitted fractional timestamps. An intuition behind why these timesteps are correct is that, for LCS any cell on diagonal/wavefront \( w \) gets fully updated at timestep \( w \), and a cell with index \((x_r, x_c)\) lies on diagonal \((x_r + x_c)\). A cell is updated only once. Furthermore, for any quadrant/region with top-left corner at \((x_r, x_c)\) and size \( n \times n \), the top-left cell, \((x_r, x_c)\) is the first cell to be computed and the bottom-right cell, \((x_r + n - 1, x_c + n - 1)\) is the last cell to be computed in the wavefront order, and the start and end times directly follow from this observation.

**Gap problem.** Sequence alignment with general gap penalty \([83, 84, 182, 189]\) is a generalization of the edit distance problem. We build on the recursive algorithm given in \([182]\) (see Chapter 3). The timing functions are as follows.

\[
C(i, j) = 2(i + j),
\]
\[
S_F(X, Y) = (C(y_r, y_c) + [X \neq Y]).ra(X),
\]
\[
E_F(X, Y) = (C(y_r + n - 1, y_c + n - 1) + [X \neq Y]).ra(X);
\]
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where, when \( F \) is \( A \) (resp. \( B, C \)), then \( Y \) is \( X \) (resp. \( U, V \)), \((y_r, y_c)\) is the top-left corner of region \( Y \); and \( r a(X) = [c_r \geq n^1] \) for function \( C \), and \( r a(X) = 0 \), otherwise. The \([X \neq Y]\) condition has been added to take care of the self update time. The \( r a(X) \) condition is added to avoid race condition, since in gap problem, function \( B \) and \( C \) can be applied in parallel for all cells (resp. basecases/blocks) except the cells (resp. basecases/blocks) in the first row and the first column.

**Floyd-Warshall’s all-pairs shortest path (FW-APSP).** For Floyd-Warshall’s APSP \([77, 188]\) we build on the recursive algorithm given in \([48]\). However, that algorithm violates our assumption that cells can only be updated using values from fully updated cells. That violation can be removed by performing the computation in cubic space instead of quadratic space as explained in \([14, 56]\). We find the timing functions in cubic space which remain valid for the DP using quadratic space.

Completion-time is given by \( \mathcal{C}(i,j,k) = 3k + [i \neq k] + [j \neq k] \), where, \([ ~ ]\) is the Inversion bracket.

Let \((x_r, x_c, x_h)\) be the cell with the smallest coordinates in \( X \). Then for each \( F \in \{A, B, C, D\} \),

\[
S_F(X, \ldots) = \mathcal{C}(x_r, x_c, x_h),
\]

\[
E_F(X, \ldots) = \max \left\{ \mathcal{C}(x_r, x_c, x_h + n - 1), \mathcal{C}(x_r, x_c + n - 1, x_h + n - 1), \mathcal{C}(x_r + n - 1, x_c, x_h + n - 1), \mathcal{C}(x_r + n - 1, x_c + n - 1, x_h + n - 1) \right\}.
\]

Here, end time is basically computed by taking the maximum end time for four corner cells in the DP table, since in case of FW-APSP, the wavefront moves both in forward and in backward directions.

### 5.5 Scheduling recursive wavefront algorithms

In this section, we show how to schedule recursive wavefront algorithms to achieve provably good bounds (optimal or near-optimal) for both parallelism and cache performance.

Recall that our recursive wavefront algorithm switches to the original non-wavefront CORDAC algorithm when the input parameter \( n \) drops to a value \( \leq n' \). While both recursive (wavefront and non-wavefront) algorithms have the same serial work \( T_1 \), and same serial cache complexity \( Q_1 \) (as they reduce to the same serial algorithm), their spans are different. We use \( T_{\infty}^R(n') \) to denote the span of the non-wavefront algorithm for a problem of size \( n' \).

**Scheduling using work-stealing (WS) scheduler.** As explained before (see Figure 5.1), it is possible to implement these recursive wavefront algorithms by annotating each function call with their start and end time and then use a standard fork-join scheduler such as the randomized work-stealing (WS) scheduler \([27]\). In that case, all the scheduler bounds will hold for the program. For example if \( N_{\infty}(n/n') \) denotes the number of distinct wavefronts in wavefront order for a recursive wavefront algorithm on an infinite number of processors, the span of this algorithm will be \( T_{\infty}(n) = O\left( (N_{\infty}(n/n')) (\log(n/n') + T_{\infty}^R(n')) \right) \), since it takes \( O(\log(n/n')) \) time to reach a sub-problem of size \( n' \) recursively after starting from a size of \( n \). For LCS the serial work is \( T_{\infty}(n) = \Theta(n^2) \), and for other problems described in this chapter \( T_{\infty}(n) = \Theta(n^3) \). Then, the running time on \( p \) cores, \( T_p(n) = O\left( (T_1(n) + T_{\infty}(n)) / p \right) \) (w.h.p. in \( n \)) and parallel cache
complexity, $Q_p(n) = O(Q_1(n) + p(M/B)T_\infty(n))$ (w.h.p. in $n$). The later bounds directly follow from the bound provided by cilk’s work-stealing scheduler. Here, we assume that $T_1(n') = \Omega(\log n)$. The extra space used, $S_p(n) = O(p \log n)$, since any path from the root to the leaf of the recursion can be of at most of length $\Omega(\log n)$ and there can be at most $p$ active branches. More detailed formal proofs for all other bounds can be found in [44].

**Scheduling using a modified space-bounded (W-SB) scheduler.** In this section, we show how to modify a space-bounded scheduler [51] so that it can execute a recursive wavefront algorithm cache-optimally with near-optimal parallelism.

For each recursive function call, our W-SB scheduler accepts three hints: start-time, end-time and working set size (i.e., total size of all regions in the DP table accessed by the function call). Given an implementation of a standard recursive/CORDAC algorithm with each function call annotated with those three hints, the W-SB can automatically generate a recursive wavefront implementation (similar to the one on the right hand side of Figure 5.1). From the given start-times, the scheduler determines the lowest start-time and executes the tasks that can be executed at that lowest start-time. Since the scheduler knows all the cache sizes, as soon as the working set size of any function executing on a processor under a cache fits into that cache, the scheduler anchors the function to that cache in the sense that all recursive function calls made by that function and its descendants will only be executed by the processors under that anchored cache. This approach of limiting migration of tasks ensures cache-optimality [26, 51]. All bounds for runtime complexity shown for the work-stealing scheduler remain the same for space-bounded scheduler. However, the parallel cache complexity changes to $Q_p(n) = O(Q_1(n))$ which happens due to the restriction on task migration. Some formal proofs for these bounds can be found in [44].

### 5.6 Experimental results

In this section we present experimental results showing performance of recursive wavefront algorithms for the parenthesis, LCS and 2D FW-APSP problems.

We compare performance of those algorithms with the corresponding standard 2-way recursive divide-and-conquer (CORDAC) and the original cache-oblivious wavefront (COW) algorithms [173]. We used C++ with Intel® Cilk™ Plus extension to implement all algorithms presented in this section. Therefore, all implementations basically used the work-stealing scheduler provided by Cilk™ runtime system. All programs were compiled with `-O3 -ip -parallel -AVX -xhost` optimization parameters. The codes were not hand-optimized. To measure cache performance, we used PAPI-5.3 [4]. Table 5.2 lists the systems on which we ran our experiments.

<table>
<thead>
<tr>
<th>Model</th>
<th>E5-2680</th>
<th>E5-4650</th>
<th>E5-2680v3</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Cores</td>
<td>2x8</td>
<td>4x8</td>
<td>2x12</td>
</tr>
<tr>
<td>Frequency</td>
<td>2.70GHz</td>
<td>2.70GHz</td>
<td>2.50GHz</td>
</tr>
<tr>
<td>L1</td>
<td>32K</td>
<td>32K</td>
<td>32K</td>
</tr>
<tr>
<td>L2</td>
<td>256K</td>
<td>256K</td>
<td>256K</td>
</tr>
<tr>
<td>L3</td>
<td>20480K</td>
<td>20480K</td>
<td>30720K</td>
</tr>
<tr>
<td>Cache-line size</td>
<td>64B</td>
<td>64B</td>
<td>64B</td>
</tr>
<tr>
<td>Memory</td>
<td>64GB</td>
<td>1TB</td>
<td>64GB</td>
</tr>
<tr>
<td>Compiler</td>
<td>CentOS 6.6</td>
<td>CentOS 6.6</td>
<td>CentOS 6.6</td>
</tr>
<tr>
<td>OS</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 5.2: System specifications.**
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Figure 5.2: Runtime and cache misses in three levels of caches for 2-way CO (COR-DAC), COW and recursive wavefront algorithms for the Parenthesis Problem. All programs were run on 16 core machines in Stampede. All implementations used Cilk Plus’s work-stealing scheduler.

Figure 5.3: Runtime and cache misses in three levels of caches for 2-way CO (COR-DAC), COW and recursive wavefront algorithms for the LCS Problem. All programs were run on 16 core machines in Stampede. All implementations used Cilk Plus’s work-stealing scheduler.
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Figure 5.4: Runtime and cache misses in three levels of caches for 2-way CO (CORDAC), COW and recursive wavefront algorithms for the 2D FW-APSP Problem. All programs were run on 16 core machines in Stampede. All implementations used Cilk Plus's work-stealing scheduler.

Figure 5.2, 5.3, and 5.4 show performance of the following on a 16-core Sandy Bridge machine: (i) recursive wavefront algorithm that does not switch to the 2-way non-wavefront recursive algorithm and instead directly uses an iterative basecase (wave), (ii) recursive wavefront algorithm that switches to the 2-way CORDAC at some point (wave-hybrid), (iii) standard 2-way CORDAC algorithm (CO2Way), and (iv) our original cache-oblivious wavefront (COW) algorithms with atomic locks from [173]. For wave-hybrid, we have used an $n'$ in the range of 128 – 2048 ideally based on the best empirical running time. However a good guess of what this number will be is $n' = \max\{256, \text{power of 2 closest to } n^{2/3}\}$. In order to reduce overhead of recursion and to take advantage of vectorization we switch to an iterative kernel when $n$ becomes sufficiently small (e.g., 64 for wave, wave-hybrid and CO2Way). It is clear from the figures that wave and wave-hybrid algorithms perform better than the CO2Way and COW algorithms for all cases. Almost always, the speedup numbers are better when input size $n$ is small, since for those cases, improvement in parallelism matters the most.

On the Stampede 16-core machines, for parenthesis problem (Figure 5.2), wave is 2.6×, and wave-hybrid is 2× faster than CO2Way. Similarly, number of cache misses of CO2Way is slightly higher than that of both wave and wave-hybrid. For LCS (Figure 5.3) wave is 1.5×, and wave-hybrid is 1.7× faster than CO2Way. We see similar trends for cache misses as well. For Floyd-Warshall’s APSP (Figure 5.4), wave is 18%, and wave-hybrid is 10% faster than CO2Way. Therefore, even with 16 cores, the impact of improvements in parallelism and cache-misses is visible on the running time. On the other hand, though COW algorithms have excellent theoretical parallelism, their implementations use a separate scheduler that heavily uses atomic
locks, which may have impacted their performance negatively for large \( n \) and for DP with dimension \( d > 1 \).

Figures 5.5, 5.6, and 5.7 show performance results obtained on a 24-core Haswell machine. Value of \( n' \) and size of the iterative kernel were determined in the same way as we did on Stampede. For FW-APSP (Figure 5.7), \texttt{wave} is 15% and \texttt{wave-hybrid} is 10% faster than \texttt{CO-2Way}. Although we see improvements in L1 and L2 cache misses, number of L3 misses is worse probably due to the increased parallelism. For parenthesis problem (Figure 5.5), \texttt{wave} is 16% and \texttt{wave-hybrid} is 18% faster than \texttt{CO-2Way}, and we see only improvement in the L3 cache misses.

On a 32-core Sandy Bridge machine, LCS \texttt{wave} runs 2.28× faster and \texttt{wave-hybrid} runs 2.21× faster than \texttt{CO-2Way}. Similarly, in all three levels of caches, \texttt{wave} algorithms incur fewer cache misses.

For the parenthesis problem both \texttt{wave} and \texttt{wave-hybrid} are 2.1× faster than \texttt{CO-2Way}. On the other hand, \texttt{wave} for FW-APSP runs 73%, and \texttt{wave-hybrid} runs 69% faster than \texttt{CO-2Way}. For FW-APSP the improvement is less, because the measured parallelism of the \texttt{CO-2Way} is > 140 (see Table 5.3), which is more than the number of cores we were using for these experiments.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>LCS</th>
<th>Parenthesis</th>
<th>FW-APSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>\texttt{wave}</td>
<td>509.9</td>
<td>1911.0</td>
<td>1404.2</td>
</tr>
<tr>
<td>\texttt{wave-hybrid}</td>
<td>152.3</td>
<td>821.8</td>
<td>276.7</td>
</tr>
<tr>
<td>\texttt{CO-2way}</td>
<td>17.8</td>
<td>22.5</td>
<td>147.7</td>
</tr>
</tbody>
</table>

Table 5.3: Projected scalability of the new recursive wavefront algorithms computed by the Cilkview™ Scalability Analyzer. The numbers denote till how many cores the implementation should scale linearly. The input size for LCS was 262144 and for both Parenthesis and FW-APSP, \( n \) was 16384.
Chapter 5. Provably Efficient Scheduling of Cache-Oblivious Wavefront Algorithms

**Figure 5.6:** Runtime and cache misses in three levels of caches for 2-way CO (COR-DAC), COW and recursive wavefront algorithms for the LCS Problem. All programs were run on 24 core machines in Comet. All implementations used Cilk Plus’s work-stealing scheduler.

**Figure 5.7:** Runtime and cache misses in three levels of caches for 2-way CO (COR-DAC), COW and recursive wavefront algorithms for the 2D FW-APSP Problem. All programs were run on 24 core machines in Comet. All implementations used Cilk Plus’s work-stealing scheduler.
Projected parallelism. We have used the Intel® Cilkview™ scalability analyzer to compute the ideal parallelism and burdened span of our implementations. Table 5.3 shows the scalability results reported by Cilkview for all problems. These parallelism numbers show that recursive wavefront algorithms scale much better than standard 2-way recursive divide-and-conquer algorithms, making them a better choice for future multicores/manycores machines with thousands of cores.

5.7 Future Research

The next step in this research is to find out a way to automatically generate the complete-time, start and end timestamps. Then we can use them to develop an autowave system that can automatically convert a standard 2-way CORDAC algorithm to a cache-oblivious wavefront algorithm while guaranteeing cache-optimality with improved parallelism.
Chapter 6

An Efficient Cache-oblivious Viterbi Algorithm

6.1 Abstract

The dynamic programming (DP) algorithms that we have considered so far have very regular dependency structures (i.e., a cell in the DP table depends on some other cells deterministically). However, there are dynamic programming algorithms with important applications in bioinformatics for which the dependency structures are irregular (e.g., input data dependent). In this chapter we consider one such algorithm, the Viterbi algorithm and present an efficient cache-oblivious recursive divide-and-conquer technique to solve the underlying problem.

The Viterbi algorithm is used to find the most likely path through a hidden Markov model (HMM) given an observed sequence of events. This algorithm has numerous applications in bioinformatics including multiple sequence alignment, gene finding, CG island and conserved elements detection, protein secondary structure prediction and nanopore ionic flow blockades analysis. Due to its importance and computational complexity, several algorithmic strategies have been engineered to parallelize this algorithm on different parallel architectures. However, none of the existing algorithms for the Viterbi decoding problem is cache-efficient while being cache-oblivious (i.e., does not use cache-parameters in the algorithmic description). Being oblivious of machine resources (e.g., cache and processors) while also being efficient promotes portability and adaptivity. However, achieving better parallelism and cache-efficiency for the Viterbi algorithm is challenging due to its irregular dependency pattern and no opportunity for data reuse.

In this chapter, we present an efficient cache- and processor-oblivious recursive divide-and-conquer Viterbi algorithm that uses the rank convergence property of matrix operations to achieve cache-efficiency. The algorithm builds upon the parallel Viterbi algorithm of Maleki et al. (PPoPP 2014). We provide empirical analysis of our algorithm showing that our algorithm outperforms the prior best performing algorithm in terms of cache-performance, running time and energy efficiency.

1Jesmin Jahan Tithi and Pramod Ganapathi are major contributors in this work.
6.2 Introduction

The Viterbi algorithm [78, 186, 187] proposed by Andrew J. Viterbi in 1967 is a dynamic programming algorithm that finds the most probable sequence of hidden states, called “Viterbi path” for a given sequence of observed events in the context of a hidden Markov model (HMM). The hidden Markov model consists of three phases: the forward evaluation phase, the backward decoding phase and the learning phase. The Viterbi algorithm is used in the decoding phase to find the most probable path through a probabilistic HMM model and is also one of the most compute intensive kernels among these three.

The Viterbi algorithm is an example of a dynamic programming problem where the cell dependencies have irregular pattern and are data dependent. Furthermore, it requires to scan $\Theta(n^2)$ data per $\Theta(n^2)$ computations, leaving no scope for data-reuse. Therefore, it is not clear how to get temporal locality while solving Viterbi problem, since to get temporal locality we need a data read/write to computation ratio of $\omega(1)$.

Motivation. The Viterbi algorithm has numerous real world applications. Although it was originally used for speech recognition in CDMA technology [74, 87, 111, 151, 163], from the year of 1990, it had been heavily used in computational biology and bioinformatics to find the coding and non-coding regions of an unlabeled string of DNA nucleotides (i.e., gene finding) [32], prediction of protein-coding regions in genome sequences modeling families of related DNA or protein sequences and prediction of secondary structure elements in proteins [115], CpG island [67], promoter [140] and conserved elements detection [160]. Using the Viterbi algorithm, we can compute the most likely alignment of a sequence against a sequence family. Viterbi algorithm can also be used to build multiple alignments to compute an optimal alignment among a group of sequences [145].

For the sequence alignment application Satchmo [69], typically the last two phases of HMM are needed and out of those two phases, Viterbi algorithm has been found to consume 80% of the overall computational time [64]. Furthermore, biological sequences tend to be longer (consider annotating all 250 million symbols of the human chromosome 1 with a gene finding HMM which consists of hundred of states). Therefore, it is very important to develop fast and efficient Viterbi algorithm that can handle large number of states and timesteps targeting modern parallel architectures (e.g., multicores and manycores).

Problem Specification. A formal definition of the problem that the Viterbi algorithm solves is as follows: we are given an observation space $O = \{o_1, o_2, \ldots, o_m\}$, state space $S = \{s_1, s_2, \ldots, s_n\}$, observations $Y = \{y_1, y_2, \ldots, y_t\}$, transition matrix $A$ of size $n \times n$, where $A[i,j]$ is the transition probability of transiting from $s_i$ to $s_j$, emission matrix $B$ of size $n \times m$, where $B[i,j]$ is the probability of observing $o_j$ at state $s_i$, and initial probability vector (or initial solution vector) $I$, where $I[i]$ is the probability that the initial state, $x_1$ is $s_i$. Let $X = \{x_1, x_2, \ldots, x_t\}$ be a sequence of hidden states that generates $Y = \{y_1, y_2, \ldots, y_t\}$. Then the matrices $P$ and $P'$ are of size $n \times t$, where $P[i,j]$ is the probability of the most likely path of getting to state $s_i$ at observation $y_j$, and $P'[i,j]$ stores the hidden state of the most likely path. Using the Viterbi algorithm, we are interested in computing values for $P$ and $P'$. Form now on, we will call this problem as the Viterbi problem.
An example of the Viterbi problem can be this: a human wearing sunglass, taking umbrella or wearing hand-gloves can be considered as observation states \((O)\) and cloudy, raining, sunny can be considered as hidden states \((S)\). Then emission matrix \(B\) gives probability of “wearing sunglass” or “taking umbrella” given the state is “raining”. Transition matrix \(A\) gives probability of going to state “rainy” from state “cloudy”, “cloudy” to “sunny”, etc. The initial probability vector gives the probably of getting states “cloudy”, “rainy” or “sunny”. Now if the observation \(Y\) is equal to “wearing hand-glove”, using Viterbi algorithm, we will find the most probable sequence of states that led to this observation “wearing hand-glove” given the initial probability of each state.

The \(P[i, j]\) and \(P'[i, j]\) matrices can be computed using the following recurrences:

\[
P[i, j] = \begin{cases} 
I[i] \cdot B[i, y_1] & \text{if } j = 1, \\
\max_{k \in [1, n]} \{P[k, j-1] \cdot A[k, i] \cdot B[i, y_j]\} & \text{if } j > 1.
\end{cases}
\]

\[
P'[i, j] = \begin{cases} 
0 & \text{if } j = 1, \\
\arg \max_{k \in [1, n]} \{P[k, j-1] \cdot A[k, i] \cdot B[i, y_j]\} & \text{if } j > 1.
\end{cases}
\]

A simple iterative solution implementing this recurrences will take \(\Theta(n^2t)\) time and in general, will be cache inefficient. In this chapter we show how to design an efficient cache-oblivious recursive divide-and-conquer algorithm to solve this Viterbi problem. In the following sections we discuss some prior work followed by our algorithm to solve the Viterbi Problem.

### 6.3 Viterbi algorithm using rank convergence

In this section we describe Maleki et al.’s algorithm [126] for solving the Viterbi problem which uses rank-convergence properties of matrices over a closed tropical semiring where the multiply symbol \((\times)\) is replaced by a plus (+) symbol and the sum \((\sum)\) is replaced by a \(\max\) in the standard matrix multiplication. Almost all research before Maleki et al.’s work used a serial execution order across the timesteps due to the presence of strict dependencies among them, parallelizing only inside a time-step using different methods. Therefore, the parallelization opportunity was quite restricted in those cases. Maleki et al. [126] used the rank convergence property of a sequence of matrix operations over a closed tropical semiring to extract parallelism across different time-steps in the Viterbi algorithm. They generalized this

```
Viterbi-Rank(P[0..t-1], A, B)
1. p ← #processors
2. parallel for i ← 1 to p do
3.   \(l_i \leftarrow (i-1)/p; r_i \leftarrow ti/p\)
4.   if \(i > 1\) then \(P[l_i] \leftarrow \text{random vector}\)
5.   for \(j \leftarrow l_i\) to \(r_i - 1\) do
6.     \(P[j + 1] \leftarrow \text{Viterbi}(P[j], A, B[l_i..y_j+1])\)
7. converged ← false
8. while !converged do
9.   parallel for i ← 2 to p do
10.      convi ← false; s ← \(P[l_i]\)
11.     for j ← \(l_i\) to \(r_i - 1\) do
12.        s ← \(\text{Viterbi}(s, A, B[l_i..y_j+1])\)
13.        if s is parallel to \(P[j + 1]\) then
14.           convi ← true; break
15.     \(P[j + 1] \leftarrow s\)
16.    converged ← convi
```

**Figure 6.1:** Processor-aware parallel Viterbi algorithm using rank convergence as given in Maleki et al. paper [126]. This algorithm is not cache-efficient.
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idea to a class of dynamic programming problems called LTDP (linear tropical dynamic programming problems) which includes LCS, Smith-Waterman and Needleman-Wunsch as well.

Viterbi recurrence using log-likelihood. Almost all practical implementations of Viterbi algorithm use log-probabilities (i.e., logarithm of all probability values) instead of the original probability, and additions instead of the multiplications in the DP recurrence. This makes the computations faster as well as more accurate as multiplication on probability values are lossy due to fixed point precisions. In that case the Viterbi recurrence looks like the following:

\[ P[i,j] = \begin{cases} I[i] + B[i,y_1] & \text{if } j = 1, \\ \max_{k \in [1,n]} (P[k,j-1] + A[k,i] + B[i,y_j]) & \text{if } j > 1. \end{cases} \]

The above recurrence can be rewritten as a chain of matrix multiplications as follows:

\[ P[t-1] = P[0] \odot AB_1 \odot AB_2 \odot \cdots \odot AB_{t-1} \]

where \( P[j] \) is the \( j \)th solution vector (and the column vector \( P[..,j] \)) of matrix \( P \), the \( n \times n \) matrix \( AB_j \) is a suitable combination of \( A \) and \( B \), and \( \odot \) is a matrix operation defined between two matrices \( R_{n \times n} \) and \( S_{n \times n} \) as

\[ (R \odot S)[i,j] = \max_{k \in [1,n]} (R[i,k] + S[k,j]) \]

which is the same as the tropical semiring product operation as mentioned at the beginning of this section.

Before describing the algorithm, we will provide a few important definitions from the Maleki et al.’s paper which are needed to understand the algorithm. The rank of a matrix \( A_{m \times n} \) is \( r \), if \( r \) is the smallest number such that \( A \) can be written as a product of two matrices \( C_{m \times r} \) and \( R_{r \times n} \), i.e., \( A_{m \times n} = C_{m \times r} \odot R_{r \times n} \). Two vectors \( v_1 \) and \( v_2 \) are parallel, if \( v_1 \) and \( v_2 \) differ by a constant offset. For example, \([1,2,3,4]\) and \([5,6,7,8]\) are parallel vectors, because they differ by a constant offset 4.

A property of the product operation under the tropical semiring is that, the rank of the product of two matrices is always smaller or equal to the rank of the individual matrix (almost always the rank reduces), i.e., \( \text{rank}(AB) \leq \text{rank}(A) \odot \text{rank}(B) \). As a result, the rank of a sequence of matrix operations is likely to become 1 eventually, which is called rank-convergence. In a rank 1 matrix, all the column vectors are parallel to each other. Similarly, all row vectors are also parallel to each other. A nice property of a rank 1 matrix is that, all non-zero random vectors multiplied (\( \odot \)) by a rank 1 matrix will produce parallel vectors (it is similar to mapping all vectors to parallel lines).

6.3.1 Maleki et. al.’s algorithm using rank-convergence

Maleki’s algorithm (see Figure 6.1) consists of two phases: (i) parallel forward phase, and (ii) parallel fixup phase. In the forward phase, the \( t \) stages (total timesteps) are divided into \( p \) segments, where \( p \) is the number of processors, each segment having \( \lceil t/p \rceil \) stages (except possibly
the last stage). The stages in the $i^{th}$ segment consists of columns $l_i$ (exclusive) to $r_i$ (inclusive) from matrix $P$. The initial vector of the first segment is the initial vector for the entire DP problem, which is known. The initial solution vectors of all other segments are initialized to non-zero random valid probability values. A sequential Viterbi algorithm is run in all the segments in parallel. A timestep $i$ is said to converge if the computed solution vector $s_i$ is parallel to the actual solution vector $P[i]$. A segment $i$ is converged if rank of $(AB_i \odot AB_{i+1} \odot \cdots \odot AB_{j})$ is 1 for $j \in [l_i, r_i - 1]$. After the forward pass, possibly only the first segment will have correct log-probability values, since all other segments started with random initial values.

In the fixup phase, as in the forward phase a sequential Viterbi algorithm is executed for all segments simultaneously except the first segment, taking the solution vector from the prior segment computed in the previous phase (forward/fixup phase) in a temporary storage. After that, the newly computed solution vectors are compared with the solution vectors available in the original DP table. If they are parallel for all segments, the program terminates as the solutions have converged. Otherwise, the non-converged old values in the DP table are replaced with the newly computed values, and a new fixup phase starts.

Though solution vectors computed in different segments might be wrong, eventually they become parallel to the actual solution vectors either after the $p - 1$ fixup phases or earlier if rank convergence occurs at an earlier fixup phase. Note that the $(i+1)^{th}$ segment always gets fixed in the $i^{th}$ fixup phase. In the worst case, which rarely happens in practice, the fixup phase executes $p - 1$ times. Please refer to Maleki et al.’s paper [126] for a proof of why the method works.

### 6.3.2 An improved processor-oblivious algorithm

The algorithm described in Section 6.3.1 is processor-aware and can be made processor-oblivious by setting $p$ to some constant. We can chose a suitable segment size $c$ (say, 256) that is large enough, then use a parallel for loop to solve those $t/c$ segments simultaneously. Unlike Maleki et al.’s algorithm, we need to make sure that the segments are non-overlapping at their boundaries and then adjust the fixup phase accordingly as shown in Figure 6.2.

---

**Figure 6.2:** Processor-oblivious parallel cache-inefficient Viterbi algorithm using rank convergence.
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Viterbi-MI\((P_1, P_2, \ldots, P_n, A, B, t)\) //Cache-oblivious Divide and Conquer Based Viterbi-Multi-Instance

1. for \( j \leftarrow 2 \) to \( t \) do
2. \( X \leftarrow [P_1[\ldots,j], P_2[\ldots,j], \ldots, P_n[\ldots,j]] \)
3. \( U \leftarrow [P_1[\ldots,j-1], P_2[\ldots,j-1], \ldots, P_n[\ldots,j-1]] \)
4. \( V \leftarrow A \)
5. \( W \leftarrow [B[y_1], B[y_2], \ldots, B[y_q]] \)
6. \( A_{sit}(X, U, V, W) \)

\[ A_{sit}(X_{n \times q}, U_{n \times q}, V_{n \times n}, W_{n \times q}) \]

1. if \( X \) and \( V \) are small matrices do
2. \( A_{loop-sit}(X, U, V, W) \)
3. else if \( q > n \) do
4. \( parallel A_{sit}(X_L, U_L, V, W_L), A_{sit}(X_R, U_R, V, W_R) \)
5. else if \( q < n \) do
6. \( parallel A_{sit}(X_T, U_T, V_{11}, W_T), A_{sit}(X_T, U_T, V_{12}, W_B) \)
7. \( parallel A_{sit}(X_T, U_T, V_{21}, W_T), A_{sit}(X_R, U_R, V_{22}, W_B) \)
8. else
9. \( parallel A_{sit}(X_{11}, U_{11}, V_{11}, W_{11}), A_{sit}(X_{12}, U_{12}, V_{12}, W_{12}), A_{sit}(X_{21}, U_{21}, V_{22}, W_{21}), A_{sit}(X_{22}, U_{12}, V_{12}, W_{22}) \)
10. \( parallel A_{sit}(X_{11}, U_{21}, V_{11}, W_{11}), A_{sit}(X_{12}, U_{22}, V_{22}, W_{12}), A_{sit}(X_{21}, U_{21}, V_{22}, W_{21}), A_{sit}(X_{22}, U_{22}, V_{22}, W_{22}) \)

Figure 6.3: Cache-efficient parallel recursive divide-and-conquer multi-instance Viterbi algorithm.

Here is how the algorithm works. Let the initial segment size be \( c \) (i.e., \( c \) consecutive timesteps). For convenience we chose \( c = 2^i \), where \( i \in [\log c, \log t] \). We divide \( t \) timesteps into \( t/c \) independent segments each of size \( c \). Similar to Maleki et. al.’s algorithm, the first solution vectors of all except the first segment are initialized to non-zero valid random probability values. Then in the forward phase we run serial viterbi algorithm on all of the \( t/c \) segments of size \( c \) simultaneously. At the end of the forward phase solution vectors till the \( c^{th} \) column (i.e., all columns in the first segment) will have correct log-likelihood values. Other segments will have values computed from the random values chosen initially which may or may not be parallel to the expected values.

In the fixup phase, we start fixing from the second segment as the original Maleki’s algorithm. However, in each fixup phase, we work on alternative segments always leaving the first segment of the prior fixup phase. After each fixup phase, the size of each segment being considered is doubled and therefore, the number of segments becomes half with respect to the previous phase. At the end of each fixup phase, we check whether the computed solution vectors are parallel to that of the prior phase (forward or fixup phase), and if the answer is yes for all segments under consideration, the program terminates. Otherwise, the next fixup phase starts. In the worst case, the fixup phase is executed for \( \max(1, \log(t/c)) \) times after which all results are guaranteed to be correct since by that time the result from the original input has been propagated till the end. Hence, in the worst case, the program is like a serial Viterbi algorithm with a \( \log(t/c) \) factor overhead.

6.4 Cache-efficient multi-instance Viterbi algorithm

In this section, we discuss a cache-efficient Viterbi algorithm that can compute the most probable path for multiple instances of the problem at once. Since in Viterbi algorithm we need to scan \( \Theta(n^2) \) data to compute \( \Theta(n^2t) \) times, the only way we can get temporal locality is from the time dimension \( t \). However, the time dimension has a strict sequential dependency. Another way to get temporal locality is to solve multiple instances of the problem that have the same \( A \) and \( B \).
matrices (but different observation vectors) at once, so that the $\Theta(n^2)$ reads can be reused. For example, if we solve $n$ instances of the problem, by scanning the transition matrix $A$ only once, a particular column of matrix $P$ can be computed for all $n$ instances of the problem at once, thus efficiently amortizing the cost of data loading.

Two problems that have the same transition matrix $A$ and emission matrix $B$ can be considered as two instances of the same problem. An example of the multi-instance Viterbi problem is the problem of multiple sequence alignment. Different biological sequences can be considered as separate observations $Y$s of the same problem, with the same transition and emission matrices $A$ and $B$ (in fact values in the $B$ matrices for different instance can be different, provided the states are the same). Species with similar biological properties can fit in this form. Another possible usecase would be finding the most probable state sequence for many cancer genes taken from the same human body.

Figure 6.3 gives a cache-efficient and cache- and processor-oblivious recursive divide-and-conquer (CORDAC) Viterbi algorithm that can be used to solve $q$ instances of the problem at once. To exploit temporal cache locality, it solves $q$ instances of the problem simultaneously, where $q = \Omega(n^x)$ and $x > 0$, which increases computational work to $O(n^2q)$ in the two innermost loops.

Total space required for this problem is $O(n^2 + qt + qn)$. In function $A_{vit}(X, U, V, W)$ (see Figure 6.3), the matrix $U$ is an $n \times q$ matrix obtained by concatenating $(j - 1)^{th}$ columns of $q$ matrices $P_1, P_2, \ldots, P_q$, where $P_i$ is the most likely path probability matrix of problem instance $i$. The algorithm computes $X$, which is a concatenation of $j^{th}$ columns of the $q$ problem instances. Each problem instance $i$ has a different observations vector $Y_i = \{y_{i1}, y_{i2}, \ldots, y_{it}\}$. The matrix $W$ is a concatenation of $y_j^{th}$ columns of matrix $B$ obtained from different observations i.e., $B[y_{1j}], B[y_{2j}], \ldots, B[y_{qj}]$. We use $X_T, X_B, X_L,$ and $X_R$ to represent the top half, bottom half, left half, and right half of the matrix $X$, respectively. Executing the divide-and-conquer algorithm once computes the second column of all matrices $P_1$ to $P_q$. Executing the algorithm again computes the third column of the $q$ matrices. Executing the algorithm $t - 1$ times will fill the last column of all problem instances with the final log-likelihood values. Note that for each timestep, the matrix $W$ should be constructed again and again.

It is important to note that the structure of the function $A_{vit}$ is similar to the recursive divide-and-conquer-based in-place matrix multiplication algorithm (MM-kernel). When $q = n$, both algorithms have 8 recursive function calls in two parallel steps. Therefore, the complexity analysis of the multi-instance Viterbi algorithm will be similar to that of the matrix multiplication algorithm, i.e., $O\left(\frac{n^2}{B\sqrt{M}}\right) t$. The $\sqrt{M}$ factor in the denominator tells us that the algorithm has temporal locality. Note that since the matrix multiplication kernel is flexible and highly optimizable (see Chapter 3), the algorithm presented in Figure 6.3 also has similar properties.

In the next section we show how to use this cache-efficient multi-instance Viterbi algorithm to solve the original single instance Viterbi problem cache-efficiently by leveraging the rank-convergence property of a sequence of matrix operations.
In this section we present a cache-efficient cache- and processor-oblivious recursive divide-and-conquer parallel Viterbi algorithm that uses the rank-convergence property of a sequence of matrix operations to compute values for multiple timesteps in parallel. This algorithm uses the cache-efficient multi-instance Viterbi algorithm as a sub routine which leads to cache-optimality. Here is how we apply the multi-instance Viterbi algorithm to solve the standard (i.e., single instance) Viterbi problem.

We divide \( t \) timesteps into \( t/c \) independent segments each of size \( c \) (i.e., \( c \) consecutive timesteps). Let the initial segment size is \( c \). For convenience we chose \( c = 2^i \), where \( i \in [\log c, \log t] \). Similar to the algorithm presented in Figure 6.2, the first solution vectors of all except the first segment are initialized to non-zero random valid probability values. As each segment is independent, we can assume that these segments are different instances of the same problem who also have the same \( A \) and \( B \) matrices. Therefore, we can use the cache-efficient multi-instance Viterbi algorithm, \textsc{Viterbi-MI} to solve all these \( t/c \) instances at once.

In the forward phase, a multi-instance Viterbi algorithm (see Figure 6.2) is run assuming each of the \( t/c \) segments as an independent problem instance. The \( j^{\text{th}} \) columns of all segments are considered as the input, and at the end of this phase the solution vectors \( (j+1)^{\text{th}} \) columns for each of those segments are produced as output, where \( 0 \leq j < c \). The fixup phase is similar to the improved Malaki’s algorithm shown in Figure 6.2, expect that now we use cache-efficient multi-instance Viterbi algorithm to compute the next solution vectors of all segments at once instead of using a serial iterative Viterbi algorithm to compute the entire segment independently. As before, we start fixing from the second segment since the first segment is already fixed after the forward phase. In each fixup phase, we work on alternative segments always leaving out the first segment of the prior phase (already fixed by this time). After each fixup phase, the size of each segment being considered is doubled (i.e., from \( 2^i \) it becomes \( 2^{i+1} \)) and as a result, the number of segments becomes half (i.e., from \( t/(2^i) \) to \( t/(2^{i+1}) \)) with respect to the previous phase. For each step, we use cache-efficient multi-instance Viterbi algorithm (\textsc{Viterbi-MI}) to compute the solution vectors for all segments at once. At the end of each fixup phase, we

\[
\begin{align*}
\text{Viterbi-Cache-Efficient}(s[0..t-1], A, B) & \\
1. \quad n \leftarrow 2^2; t \leftarrow 2^{k-1}; c \leftarrow 2^8 \\
& \quad // \text{Forward phase} \\
2. \quad \text{size} \leftarrow c; q \leftarrow t/\text{size} \\
3. \quad \text{parallel for } i \leftarrow 0 \text{ to } q-1 \text{ do} \\
4. \quad \quad I_i \leftarrow i \times \text{size}, r_i \leftarrow I_i + \text{size} - 1 \\
5. \quad \quad \text{if } i > 0 \text{ then } s[I_i] \leftarrow \text{random vector} \\
6. \quad \text{Viterbi-MI}(s[0..r_0], s[l_1..r_1], \ldots, s[l_q-1..r_q-1], A, B, c) \\
& \quad // \text{Fixup phase} \\
7. \quad u[0..t-1] \leftarrow s[0..t-1]; \\
8. \quad \text{for } (j \leftarrow \log c \text{ to } (\log t) - 1) \text{ and } \text{converged} \text{ do} \\
9. \quad \quad \text{size} \leftarrow 2^j, q \leftarrow t/(2 \times \text{size}) \\
10. \quad \quad \text{parallel for } i \leftarrow 0 \text{ to } q-1 \text{ do} \\
11. \quad \quad \quad l_i \leftarrow (2i + 1) \times \text{size} - 1; r_i \leftarrow l_i + \text{size}; \text{conv}_i \leftarrow \text{false} \\
12. \quad \quad \quad \text{Viterbi-MI}(u[l_i..r_i], u[l_{i+1}..r_{i+1}], \ldots, u[l_q-1..r_q-1], A, B, \text{size}+1) \\
13. \quad \quad \text{parallel for } i \leftarrow 0 \text{ to } q-1 \text{ do} \\
14. \quad \quad \quad r_i \leftarrow 2(i+1) \times \text{size} - 1 \\
15. \quad \quad \quad \text{if } u[r_i] \text{ is parallel to } s[r_i] \text{ then } \text{conv}_i \leftarrow \text{true} \\
16. \quad \quad \quad \text{else } s[r_i] \leftarrow u[r_i] \\
17. \quad \quad \text{for } i \leftarrow 0 \text{ to } q-1 \text{ do} \\
18. \quad \quad \quad \text{converged} \leftarrow \text{converged} \land \text{conv}_i \\
19. \quad \quad \text{if } \text{converged} = \text{true} \text{ then break} \\
\end{align*}
\]

**Figure 6.4:** An efficient cache- and processor-oblivious parallel Viterbi algorithm using rank convergence. \textsc{Viterbi-MI} refers to \textsc{Viterbi-MI} algorithm presented in Section 6.4.
check whether the computed solution vectors are parallel to those found in the prior phase, and if the answer is “yes” for all segments under consideration, the program terminates. Otherwise, the next fixup phase starts. In the worst case, the fixup phase is executed max(1, log(t/c)) times, after which all results are guaranteed to be correct.

6.6 Experimental results

In this section, we briefly describe our implementation details and performance results. We implemented all algorithms presented in this chapter in C++ with Intel® Cilk™ Plus [3] extension and compiled them using Intel® C++ Compiler v13.0. We used PAPI 5.2 [4] to count the cache misses and LIKWID [184] to measure energy and power consumption of the program. We used a hybrid recursive divide-and-conquer (CORDAC) algorithm where the recursive implementation switched to an iterative kernel when the problem size became smaller than a predefined basecase size (e.g., 64×64) to amortize the overhead of recursion and allow vectorization. All programs were compiled with -03 -parallel -AVX -ansi-alias -opt-subscript-in-range optimization parameters and were auto vectorized by the compiler.

We used a dual socket 16-core (= 2 × 8-cores) 2.7 GHz Intel Sandy Bridge machine to run all experiments presented in the paper. Each core of this machine was connected to a 32 KB private L1 cache and a 256 KB private L2 cache. All the cores in a socket shared a 20 MB 10-way L3 cache, and the machine had 32 GB RAM shared by all cores.

The matrices A, B and I were initialized to random valid probabilities. We used log-probabilities in all implementations and hence used addition instead of multiplication in the Viterbi recurrence.
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Figure 6.6: Running time and L3 miss of our cache-efficient Viterbi algorithm and comparison with Maleki et. al.’s algorithm.

All matrices were stored in column-major order. We performed two sets of experiments to compare our cache-efficient algorithms with the iterative and the fastest known [126] Viterbi algorithms. We discuss the results in the following section.

6.6.1 Multi-instance Viterbi: Iterative vs. Recursive

We compared our cache-efficient multi-instance recursive Viterbi algorithm with the multi-instance iterative Viterbi algorithm. Both algorithms were moderately optimized. To construct matrix $W_{n \times q}$, we used a list of pointers to the respective columns and avoided direct copying which saved frequent copy overhead. Wherever possible, we used pointer swapping to interchange previous solution vector (or matrix) with the current solution vector (or matrix).

The running time and the L3 cache misses for the two algorithms are plotted in Figure 6.5. The number of states ($n$), number of timesteps ($t$) and number of instances ($q$) for those experiments were the same (hence, the overall complexity is $O(n^4)$), and varied from 32 to 4096. The variable $m$ was fixed to 32. Although in the cache-efficient multi-instance Viterbi algorithm, the number of stages does not need to be the same as the number of instances, we used $n = q$ for convenience. Note that, for biological sequence matching problems, $t$ can be in the order of billions, and $n$ can be in the order of thousands.

The cache-efficient recursive algorithm ran faster than the multi-instance iterative algorithm in most of the cases and at data point $n = q = t = 2048$, our recursive algorithm ran around 3× faster than the parallel iterative algorithm.
6.6.2 Single-instance Viterbi: Efficient recursive vs. Maleki et. al.’s

We compared our cache-efficient parallel Viterbi algorithm with Maleki et al.’s parallel Viterbi algorithm. Both implementations were optimized similarly and the reported statistics are average of 4 independent runs. In all experiments, the number of processors $p$ was set to 16. Figure 6.6 shows the running time and L3 cache misses for the two algorithms when $n = 2048$ and 4096.

When $n = 2048$, the number of timesteps $t$ was varied from $2^{11}$ to $2^{19}$ and $m$ was set to 32. Our algorithm ran faster than Maleki et al.’s original rank convergence algorithm throughout, and for $t = 2^{19}$ our algorithm ran approximately 57% faster. Our algorithm’s L3 cache misses were also lower by a significant amount, and for $t = 2^{19}$, Maleki et al.’s algorithm incurred 6.7 times more cache misses than ours.

Similarly, when $n = 4096$, the trends remained similar. The number of timesteps $t$ was increased from $2^{12}$ to $2^{18}$. At $t = 2^{18}$, our algorithm ran 33% faster, and incurred a factor of 6 fewer L3 misses than Maleki et al.’s rank convergence algorithm.

**Energy consumption.** We also ran experiments to analyze the energy consumption (taking average over three runs) of our cache-efficient recursive and Maleki et. al.’s algorithm. We used the LIKWID tool to measure CPU, Power Plane 0 (PP0), DRAM energy, and DRAM power consumption during the execution of each program. The energy measurements were end-to-end, i.e., included all costs during the entire program execution.

Note that the DRAM energy consumption is somewhat related to the L3 cache miss of a program as each L3 cache miss results in a DRAM access. Similarly, since Package/CPU energy gives the energy consumed by the entire package (all cores, on chip caches, registers and their interconnections), it is related to a program’s running time. PP0 is basically a subset of CPU energy since it captures energy consumed by only the cores and their private caches.

For $n = 2048$, the timesteps was increased from 2048 to 16384 keeping $m = 32$. Figure 6.7 gives the ratio of the energy and power consumption of Maleki et al.’s algorithm with that of ours for all three types of energy and power. The DRAM energy as well as power consumption of our algorithm were significantly less because of the reduced L3 cache misses. When $t = 16384$, Maleki et al.’s algorithm consumed 60% more DRAM energy and 30% more DRAM power than ours. The reduction in package/CPU energy was 6%.

![Figure 6.7: Energy / power consumption of our and Maleki et al.’s algorithms.](image)

### 6.7 Conclusions and Future Research

Solving the Viterbi decoding problem efficiently is very important for bioinformatics. In this chapter we proposed the first processor- and cache-oblivious efficient Viterbi algorithm. The
algorithm combines the ideas of the cache-efficient multi-instance Viterbi algorithm with the rank-convergence used by Maleki et al.’s parallel Viterbi algorithm. The significance of our algorithm lies mainly in its improved cache complexity, and cache- and processor-obliviousness, which translate to better runtime, energy and power metrics. It will be interesting to find out the cache-adaptivity and bandwidth-performance of the presented algorithms. Extending this algorithm to manycores and distributed-memory settings is also interesting. Another possible extension is to solve other irregular dynamic programming problems such as the knapsack problem using a similar algorithmic technique that we have used here.
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Optimistic Parallelization: Avoiding Locks and atomic instructions in Shared-memory Parallel BFS

7.1 Abstract

Breadth-first search (BFS) has numerous applications in bioinformatics including analysis of biological interaction networks, metabolic pathway search, finding minimum gene subsets, betweenness centrality, searching in tries, and so on. In this research we show how to use optimistic parallelization to avoid the use of locks and atomic instructions during dynamic load-balancing in level-synchronous parallel breadth-first search algorithms.

Dynamic load-balancing in parallel algorithms typically requires locks and/or atomic instructions for correctness. We show that sometimes an optimistic parallelization technique can be used to avoid the use of locks and atomic instructions during dynamic load-balancing which results in improvement in scalability and performance. In optimistic parallelization one allows potentially conflicting operations to run in parallel with the hope that everything will run without conflict, and if any occasional inconsistencies arise due to conflicts, one will be able to fix them without hampering the overall correctness of the program. We use this approach to implement two new types of high-performance lockfree parallel BFS algorithms and their variants based on centralized job queues and distributed randomized work-stealing, respectively. All of these algorithms are cache-oblivious and one of them uses recursive divide-and-conquer for dynamic load-balancing.

We derive theoretical performance bounds and prove correctness of our algorithms. We also present experimental results showing scalability of our algorithms on state-of-the-art multicore and manycore (Xeon Phi) machines, using several parallel programming platforms (cilk++, cilk plus, OpenMP) and on various kinds of graphs. Our implementations generally run faster than parallel BFS algorithms by Hong et. al. (PACT, 2011) and Leiserson and Schardl (SPAA, 2010).
where the latter paper is also free of locks and atomic instructions but does not use optimistic parallelization.

7.2 Introduction

*Optimistic parallelization* is an approach where we allow parallel execution of potentially conflicting code blocks provided we know how to handle conflicts if they actually arise [136]. In this approach, threads modify shared data optimistically and try to detect conflicts, and if conflicts arise they undo the modifications or take recovery steps. Such parallelization is specifically useful for irregular problems where it is hard to exploit fine-grained parallelism [116].

Different variations of optimistic parallelization approaches have been used for solving different problems including Delaunay mesh refinement, image segmentation using graphcuts, agglomerative clustering, and Delaunay triangulation [116], [136] and so on. However, all of them typically use locks or atomic instructions while recovering from conflicts. We show that sometimes problem-specific properties can be used to avoid the use of locks and atomic instructions even during the handling of inconsistencies in the data structure arising from the unprotected concurrent updates. We demonstrate how to use optimistic parallelization technique to avoid locks and atomic instructions during dynamic load-balancing on shared-memory multicore and manycores. For this we use *breadth-first search* – a popular graph traversal problem known to be hard to parallelize efficiently because of its irregularity. Our experimental results show that optimistic parallelization often leads to better overall load-balancing.

Breadth-first Search (BFS) is one of the basic graph search algorithms in which we explore a graph systematically level by level from a source vertex. Graphs are often used as the fundamental representational tool for solving problems in a wide range of application areas such as analyzing social networks [133], consumer-product web analysis, computational biology [129], intelligent analysis, robotics, network analysis, and even in image processing [167]. All these applications require handling of massive data and traditionally demand longer processing time and other computational resources. Therefore, efficient parallelization of graph processing algorithms such as BFS is of utmost importance in many of these application areas. BFS is used as a building block for several other important algorithms such as finding shortest paths and connected components, graph clustering [19], community structure discovery, max-flow computation and the betweenness centrality problem [80]. High performance BFS is also used in pathminer [129], for pattern searching in DNA/RNA strings using Trie [76], and for the execution of range queries of an MVP-index [127]. BFS is being used as a graph benchmark application for ranking supercomputers ([15], [13]), too.

BFS belongs to the class of parallel algorithms where the memory accesses and work distribution are both irregular and data-dependent [131]. In the standard serial BFS algorithm, a FIFO queue is used to sequentially explore the vertices of a graph level by level from a source vertex, and find the levels (or unweighted shortest distances) of other vertices from the source. In a parallel BFS algorithm, typically all vertices of a given level and all neighbors of a given vertex can be explored in parallel which gives the best theoretical bounds of $O(\frac{mn}{p} + D \log p)$ where $m$ denotes the number of edges, $n$ is the number of vertices, $D$ is the diameter of the graph, and
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\( p \) denotes the number of cores used to run the BFS. Parallel BFS algorithms are typically level-synchronous, i.e., a synchronization barrier is used after each level of the breadth-first search. This also means that there is a synchronization overhead of \( O(\log p) \) after each BFS level which increases linearly with the diameter \( D \) of the graph. Furthermore, the amount of parallelism achievable at each BFS level is constrained by the number of nodes/vertices at that particular level making performance of a BFS algorithm highly dependent on the structure of the graph itself.

Various techniques have been engineered so far to parallelize BFS algorithms, such as use of distributed-memory parallelism \([167, 194]\), shared-memory parallelism \([9, 15, 18, 105, 119]\), centralized queues, distributed queues \([11]\), and complicated concurrent data structures \([119]\). Several GPU-based implementations of BFS have also been proposed \([105, 131]\). Each year a number of new approaches are proposed on efficient and scalable parallel BFS algorithms \([31, 80, 38, 158]\). However, none of them is completely free of locks and atomic instructions and does dynamic load-balancing while using simple data structures at the same time. Most of the earlier algorithms either use locks (fine-grained or coarse-grained), or atomic instructions or complicated data structures to parallelize BFS. Some earlier endeavor of lockfree graph algorithms can be found in \([54, 55]\), however, those algorithms use atomic instructions for correctness. Note that although lock or atomic instructions based resource protection is very common, it has many disadvantages including non-scalability and inefficiency. In \([38]\), the authors proposed a lock and atomic-instruction free VIS data structure (bit array) to keep track of visited vertices in BFS. They used static load-balancing to divide the vertices, adjacency lists, and the VIS data structure, and because of static load-balancing, no lock was required. On the contrary, here we present shared-memory parallel BFS algorithms that use lock- and atomic instruction-free simple data structure with optimistic parallelization while doing dynamic load-balancing among threads at the same time.

Although different optimistic parallelization techniques have been used for efficient parallelization of several irregular problems, most of them use locks and/or atomic instructions for resolving conflicts. Cledat et al. \([52]\) has proposed another type of optimistic parallelization in which one traces the data dependency and readability to decide whether two operations can be executed in parallel, and demonstrated its use on graph coloring problem. However, the type of optimistic parallelization technique we use for BFS differs from all of these. In our approach, threads update global shared data structures without any protection. However, they can detect inconsistencies on the fly and use the perceived values to explore a segment of vertices from a queue only when they find it to be safe. In case of inconsistencies, threads retry to get consistent values. We exploit problem-specific properties to maintain correctness of the algorithm.

In this work, we use a lock- and atomic instruction-free optimistic parallelization approach to implement two types of shared-memory parallel BFS algorithms based on centralized queue and distributed randomized work-stealing for dynamic load-balancing, and show that these algorithms outperform their lock-based counterparts. We present proof of correctness of these algorithms, analyze theoretical complexity and demonstrate that the proved theoretical bounds actually hold in practice using experimental results. We also demonstrate the performance and scalability of these algorithms on different modern multicore architectures including Intel Westmere, Sandy Bridge, AMD Magny-Cours as well as on Intel Xeon Phi Many-Integrated-Cores.
To the best of our knowledge, there is only one other shared-memory parallel BFS implementation [119] that performs dynamic load-balancing without using locks and atomic instructions, and our implementations outperform that one, too. However, implementation from [119] uses a complicated data structure (called a bag) instead of optimistic parallelization to achieve the goal, whereas we use simple array-based data structures with optimistic parallelization technique.

7.3 Prior Work

In this section, we summarize some of the prior work on shared-memory parallel BFS. Leiserson et al. [119] have implemented a work-efficient parallel BFS algorithm using cilk++ which does not use locks and atomic instructions. However, it uses a specialized data structure called a bag, which is composed of reducers (a concurrent hyper-object provided by cilk++) [82] instead of standard FIFO queues. In [18], authors have proposed a hybrid of top-down (parent to child) and bottom-up (child to parent) exploration of edges during BFS, and used atomic instructions to ensure mutually exclusive writes. In [80], a NUMA (Non-uniform Memory Architecture) aware graph traversal technique has been proposed which uses a work-stealing approach and an idle thread steals from other neighboring threads running on the same socket to improve cache efficiency. This algorithm also uses atomic instructions for correctness. In [158], the authors have proposed a block-accessed shared queue data structure to implement a layered (level-synchronous) BFS and used atomic fetch_and_add to change the queue index pointer. Chhugani et al. [38] have proposed a lock and atomic-instruction free update of VIS data structure that keeps track of visited vertices during BFS. They have used static load-balancing to distribute the vertices, adjacency lists, and VIS data structure among the threads, and static work division typically does not require locks or atomic instructions. Lastly, in [105], the authors have proposed a hybrid approach which chooses an appropriate version of BFS algorithm from a) a serial version, b) two different multicore versions, and c) a GPU version, mainly based on the number of vertices in the current and the next BFS level. They have presented two level-synchronous parallel BFS algorithms for multicore which use a read-based method (random arrays instead of queues) and a read+queue based approach with and without using a visited array bitmap, respectively. Their work has adapted the queue based BFS algorithm from [9], which was claimed to be the best performing state-of-the-art parallel BFS at its time of publication. They have also used atomic instructions in their BFS for updating the visited vertices bitmap.

7.4 Our Contributions

None of the known parallel BFS algorithms based on dynamic load-balancing is free of locks (e.g. [11] uses locks), atomic instructions (e.g. [105] uses atomic case_and_set) and complicated data structures (e.g. [119] uses bags of reducers) at the same time as opposed to ours. Similarly, none of them has considered lock- and atomic instructions-free work-stealing for dynamic load-balancing which we use in our algorithms.

Our major contributions in this work are summarized below:
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- **Novel algorithms using optimistic parallelization:** We present two types of level-synchronous parallel BFS algorithms for multicores along with their variants based on:
  - *Centralized queues:* single and multiple queues
  - *Distributed queues using explicit randomized work-stealing:* with/without special considerations for scalefree graphs (i.e., power law graphs).
  - *Distributed queues using implicit randomized work-stealing provided by Cilk’s work-stealing scheduler:* uses a fork-join type recursive divide-and-conquer technique. This algorithm is also free of locks and atomic instructions.

We show how to use optimistic parallelization to avoid the use of locks and atomic instructions during dynamic load-balancing. We allow concurrent threads to update shared variables (queue indices and distance values) without locks and atomic instructions. However, we make sure that the results are still correct and the overhead of duplicate exploration (a consequence of unprotected update of queue indices) is negligibly small.

- **Theoretical analysis:** We prove correctness of the lockfree algorithms, and theoretical bounds of the corresponding lock-based algorithms.

- **Experimental analysis:** We implement these algorithms using Intel® Cilk++™ [118], Cilk™ Plus [3] and OpenMP [59] and present performance and scalability results on different architectures. Major conclusions that we have reached are as follows:
  - Lockfree versions are generally faster than the corresponding lock-based versions.
  - Work-stealing based algorithms are more scalable than centralized queue based algorithms, and scale till 244 threads on the Intel Xeon Phi architecture even with hyper-threading, where the actual number of cores in the machine is 61 with 4 hardware threads running per core.
  - For explicit work-stealing, the OpenMP implementation is slightly faster than its Cilk++ and Cilk Plus counterpart. However, OpenMP implementation is slower than the divide and conquer based lock and atomic instructions free Cilk Plus BFS implementation that uses work-stealing provided by the Cilk’s runtime scheduler.

- **Comparison with prior results:** We compare the performance of our algorithms with the following two publicly available level-synchronous parallel BFS algorithms.
  - Baseline1 [119]: To the best of our knowledge this is the only known state-of-the-art BFS algorithm that avoids the use of locks and atomic instructions during dynamic load-balancing; however, unlike our algorithms, it uses a complicated reducer-based recursive data structure (called a bag) provided by Cilk++. Furthermore, it does not use optimistic parallelization.
  - Baseline2 [105]: This algorithm uses atomic instructions and performs better than the multicore algorithm presented in [9].

### 7.5 Our Parallel BFS Algorithms for Multicores

In this section, we present sketches of our parallel BFS algorithms. In all our algorithms we use two arrays of queues (these queues are basically randomly accessible arrays) $Q_{in}[0..p-1]$
and $Q_{\text{out}}[0..p-1]$ to store vertices in the current level and the next level (assuming there are $p$ threads in the system) of BFS, respectively.

We start from a designated source vertex, $s$ and put $s$ in $Q_{\text{in}}[0]$, visit all neighbors, $\{v\}$ of $s$ and put them in the next level queue $Q_{\text{out}}[i]$, where $i$ is the id of the thread that discovered those neighbor vertices. Then we swap $Q_{\text{in}}$ and $Q_{\text{out}}$ and the next level of exploration starts. We keep exploring any unexplored vertices in $Q_{\text{in}}$ this way until there is any unexplored vertex remaining in the queue. Vertices are explored in parallel by all threads and threads put newly discovered vertices in their private output queues, $Q_{\text{out}}[\text{thead\_id}]$. No queue is protected by locks or atomic instructions. We use the term segment to denote a contiguous part of an input queue. Typically, a thread explores a segment of vertices from an input queue. We always add a sentinel (0) at the end of each queue which helps in ensuring correctness of the lockfree algorithms.

We use optimistic parallelization in our algorithms in the following way: we allow multiple threads to fetch or steal a segment from the shared distributed/centralized queues without any locks and atomic instructions, assuming that nothing will go wrong. However, because of the absence of locks and atomic instructions during the update of shared queue indices, a thread can pick either

- an invalid segment (i.e., at least one endpoint of the segment falls outside the actual queue range), or
- an overlapping segment (i.e., segment is valid but overlaps with other thread’s current segment) or
- a stale segment (i.e., segment is valid but already explored by other threads).

While invalid segments may produce wrong results, or even cause the program to crash, overlapping or stale segments can only cause duplicate explorations. In our algorithms, threads check for invalid segments while stealing or fetching a segment from the queues, and in a case of failure (i.e., actually picked an invalid segment), they retry to get a valid segment. The fact that for BFS duplicate exploration does not harm correctness helps us to use optimistic parallelization. Furthermore, several tricks can be used to eliminate duplicate explorations almost entirely. Note that because of duplicate exploration, some extra overhead may be added to the system. On the other hand, we are completely removing the overhead of locks\textsuperscript{1} and atomic instructions which are known to cause serialization and create bottlenecks when the number of threads increases. So, here the challenge is to reduce the cost of inconsistency/conflict detection and duplicate exploration to such an extent that the total overhead does not negate the total savings resulting from the avoidance of locks, atomic instructions, and complicated data structures. Similar techniques can also be used for other types of algorithms where repeated work does not introduce inaccuracy in results (e.g., DFS, IDA*, A*, and applications that pick minimum or maximum from a bunch of values, etc).

To name our algorithms, we use the convention shown in Table 7.1. Table 7.2 shows the acronyms of the presented algorithms. We have explained the lockfree algorithms in the following section. Each algorithm has a corresponding lock-based version where threads use locks to change the shared variables (queue indices, segment pointers) instead of using optimistic parallelization.

\textsuperscript{1}On a typical PC, locks are known to be more than 20 times slower than standard CPU operations [139].
Chapter 7. Avoiding locks and atomic instructions

<table>
<thead>
<tr>
<th>Subscript</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>Centralized</td>
</tr>
<tr>
<td>D</td>
<td>Decentralized</td>
</tr>
<tr>
<td>L</td>
<td>Lockfree</td>
</tr>
<tr>
<td>W</td>
<td>Work-stealing</td>
</tr>
<tr>
<td>S</td>
<td>Scalefree</td>
</tr>
</tbody>
</table>

Table 7.1: Naming convention.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Full Name</th>
<th>Acronym</th>
<th>Full Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>BFS_C</td>
<td>Centralized (with locks)</td>
<td>BFS_W</td>
<td>Work-stealing + Scalefree (with locks)</td>
</tr>
<tr>
<td>BFS_C_L</td>
<td>Centralized + Lockfree</td>
<td>BFS_W_SL</td>
<td>Work-stealing + Scalefree + Lockfree</td>
</tr>
<tr>
<td>BFS_D</td>
<td>Decentralized + Lockfree</td>
<td>BFS_W_SL_DQ</td>
<td>Divide-and-conquer Based, Implicit Work-stealing</td>
</tr>
<tr>
<td>BFS_W</td>
<td>Work-stealing (with locks)</td>
<td>Baseline1</td>
<td>Implementations from [119]</td>
</tr>
<tr>
<td>BFS_W_L</td>
<td>Work-stealing + Lockfree</td>
<td>Baseline2</td>
<td>Implementations from [105]</td>
</tr>
</tbody>
</table>

Table 7.2: Program acronyms.

7.5.1 Based on Centralized Queues

**BFS_C_L** (Centralized + Lockfree). In this algorithm, we maintain a global queue pointer $q$ with the invariant that all vertices in the queues to the left of $Q_{in}[q]$ have already been explored. Each queue, $Q_{in}[k]$, has a front pointer $Q_{in}[k].f$ initialized to 0, and we maintain the invariant that all vertices to the left of $Q_{in}[k].f$ in that queue have already been visited. Whenever a thread needs to fetch a segment, it first stores $q$ in a local variable $k$. It then keeps incrementing $k$ (if needed and as long as necessary) to find the leftmost queue with $f' < Q_{in}[k].r$ where $r$ is $Q_{in}[k]$’s rear pointer and $f'$ is a local variable that holds the value of $Q_{in}[k].f$. As soon as it finds such a $k$, it updates $q$ to $k$, and $Q_{in}[k].f$ to $f' + s$ where $s$ is the length of a segment. Observe that in the case of two or more threads changing $q$ at the same time, a thread may end up updating $q$ to a point to the left of where it should actually be, which can result in a subsequent thread receiving a segment with vertices that are already visited. The $Q_{in}[q].f$ pointer can also get updated backward in a similar way, which may cause two threads receiving the same segment for exploration.

However, as mentioned before, this type of duplicate exploration does not hamper the correctness of the algorithm. Nevertheless, to reduce the possibilities of duplicate exploration, we use the following trick: whenever a thread reads a new vertex from the queue for exploration, it empties that location by setting it to 0. Whenever a thread sees a 0 in the queue, it concludes that the current segment has already been explored or is under exploration by some other thread, or it has reached the end of the queue segment. So, it simply stops at that point and tries to get a new segment from the queues. Note that there is no possibility of creating a gap in the queues because a thread only stops when it sees a 0 (rather than stopping by checking a rear pointer) and a 0 can only appear either at the end of the queue or if the element has already been explored. While exploring the vertices, each thread puts the newly discovered vertices in their own private output queue $Q_{out}[i]$ where $i$ denotes the thread id, and after finishing the exploration of all vertices from all queues in the current level, we swap $Q_{in}$ and $Q_{out}$, and exploration starts again for the next level.

**BFS_D_L** (Decentralized + Lockfree). This algorithm builds on BFS_C_L, however, rather than having one centralized queue, we now have $j$ centralized queues for some $j \in [1, p]$, where each centralized queue consists of either $[p/j]$ or $[p/j]$ queues from $Q_{in}$. Note that $j = 1$ means it is a purely centralized approach like BFS_C_L, whereas $j = p$ means purely distributed. At the beginning of each BFS level, each thread picks a random centralized queue, and whenever the thread becomes idle, it fetches the next available segment from that centralized queue and explores vertices from that segment. However, if there is no more segment left in its chosen
centralized queue, it randomly tries at most \( c j \log j \) times (where \( c > 1 \) is a constant) to get a new nonempty centralized queue, and if it succeeds in finding such a queue, it explores vertices from that in the same way as before. It can be proved using the balls and bins model \([135]\) that w.h.p. it takes no more than \( c j \log j \) tries to check each centralized queue at least once for work provided \( c > 1 \). This process continues until all queues become empty and then, the next level of BFS starts.

### 7.5.2 Based on Distributed Randomized Work-stealing

**BFS\(_{WL}\) (Work-stealing + Lockfree).** In this algorithm, we assume that at the beginning of a BFS level, \( Q_{in}[q].r \) holds the rear pointer of \( Q_{in}[q] \) for every \( q \), and this variable remains unchanged throughout that level. Every thread maintains three variables, namely \( q \), \( f \) and \( r \) to keep track of the queue id, front pointer, and rear pointer, respectively, of the segment of vertices it is currently working on. Initially, thread \( t \in [0, p] \) gets the entire \( Q_{in}[t] \) as a single segment. As it explores the segment, it keeps updating its own \( f \) pointer accordingly. In order to reduce the chances of duplicate exploration of the same vertex by other threads, a thread clears (i.e., sets to 0) every location of the queue segment as soon as it reads the vertex stored in that location for exploration. A thread aborts working on a segment as soon as it encounters a 0 value (i.e., a cleared value) in the segment. Whenever the thread runs out of work, it chooses a random thread with enough work and tries to steal half of its work (i.e., the right half of its unexplored segment of vertices). The thief first saves the queue id \( q \), front pointer \( f \) and rear pointer \( r \) of the victim’s segment to local variables \( q' \), \( f' \) and \( r' \), respectively. It then performs the following sanity check: \( f' < r' \leq Q_{in}[q'].r \). If the check fails (means the victim has possibly moved to another queue, and the retrieved segment is invalid), the thief aborts this steal and tries another random victim. Otherwise it updates its own \( q \) and \( f \) pointers to \( q' \), \( f' + \frac{1}{2} (r' - f') \) and \( r' \), respectively, and the victim’s \( r \) pointer to \( f' + \frac{1}{2} (r' - f') \). It does not change the victim’s \( q \) and \( f \) pointers. Observe that as no thread checks its own rear pointer while exploring, any invalid change to the rear pointer of the segment (which may happen due to not using locks and atomic instructions) does not hamper correctness. If a thief changes a rear segment pointer of the victim to any invalid location, no other thread will be able to steal from that particular victim for some time until either the victim itself becomes a thief and changes its own rear pointer or exploration of a new level starts. On the contrary, if a thief gets an invalid segment from a victim, using the sanity checks as described above, it safely avoids that segment and retries for a valid segment.

**BFS\(_{W,SL}\) (Work-stealing + Scalefree + Lockfree).** The \( BFS_{W,SL} \) algorithm is optimized for scalefree graphs (whose degree distribution follow power law) that appear in real-world very frequently (e.g., many biological interaction networks, social networks, Wikipedia and so on). This algorithm uses an approach similar to that used in \( BFS_{WL} \). However, the vertices of each level are explored in two phases. In the first phase, the threads only explore the low-degree vertices using explicit work-stealing as before and push the higher degree vertices into a separate queue, \( Q_s \) (the definition of high degree can be changed using a threshold variable). At the end of this phase, we divide the adjacency list of each vertex from \( Q_s \) into \( p \) chunks and for each \( i \in [1, p] \), the \( i^{th} \) thread explores the \( i^{th} \) chunk of the adjacency list of that vertex (phase 2). No work-stealing happens in this phase. We have also experimented with another variant of \( BFS_{W,SL} \) which uses work stealing also in the second phase, and a thread is allowed to steal
half of the remaining unexplored adjacency list of a vertex if there is only one vertex left in the queue. However, this approach does not perform as well as the first approach.

**BFS_{WSLDQ}: BFS_{WSL} using Cilk’s Work-Stealing Scheduler.** We change our BFS_{WSL} algorithm to use parallel recursive divide and conquer so that we can use the benefit of Cilk’s work-stealing scheduler and avoid doing work stealing explicitly. Again, we do not use locks, atomic instructions, and complicated data structures. Each thread starts with its own queue as before. But before going for actual exploration, it recursively divides the work into two halves and spawns two threads to work on those two parts. Each thread keeps doing this until it reaches a basecase size. After reaching the pre-specified basecase size, it explores the vertices in two phases as done in BFS_{WSL}. Note that this algorithm is similar to the algorithm presented in [119] except that we use simple arrays instead of the bags (a reducer hyper-object). It is possible to avoid the use of bags because each thread can use its thread id returned by Cilk’s runtime system to identify its own output queue to write to. And thus avoiding any potential race on the output queue. Each thread separates the high degree vertices and explores them in the second phase by dividing their adjacency lists evenly among the threads. Note that by using divide and conquer and spawning on disjoint subproblems, threads put big chunks of work in the Cilk’s double-ended-queues (deque). Cilk’s runtime work-stealing scheduler allows idle threads to steal those work from the deque automatically. So in this case, the programmer does not need to implement work stealing; the work-stealing scheduler of Cilk will handle the stealing instead.

### 7.6 Extension to NUMA

It is not difficult to optimize our algorithms for NUMA (Non-Uniform-Memory-Architecture) machines. For example, for the decentralized algorithm (BFS_{DL}), we can make sure that all threads that are initially assigned to the same centralized queue are launched on the cores of the same socket. When a group of threads finishes exploring the vertices from their centralized queue pool, each of them can migrate to another random queue allocated on the same socket or in a case of no such queue available on the same socket, they explore from queues allocated on other sockets. This can also be done by assigning higher priorities to centralized queues allocated on the same socket and lower priorities to others. For the work-stealing based algorithms, we can use the following approach: while stealing, a thread randomly chooses a thread running on the same socket with higher priority. A NUMA-aware work-stealing approach for the betweenness centrality problem has been used in [80] which can also be adopted.

### 7.7 Discussion: Further Improvements

In parallel BFS algorithms, if one does not maintain any visited bitmap to keep track of visited vertices, it is possible to explore the same vertex multiple times by multiple threads. However, as explained before, this does not hamper correctness of the algorithm. Note that none of our algorithms has used any technique to remove duplicate vertices from the queues. One can use locks, try_locks or atomic instructions and/or bitmaps of visited vertices as used in [105] to
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2 The use of thread id makes this algorithm processor-aware, whereas [119] is processor-oblivious.
3 Cilk++ does not allow setting thread affinities, and so, we can use OpenMP instead.
remove duplicate vertices (or to prevent duplicate exploration by different threads) from queues.
It is also possible to depend on arbitrary concurrent write property to record only one parent
of a vertex (since a vertex can have multiple parents) as used in [23]. However, we plan to use
the following method to reduce duplicate exploration of vertices even further. Each thread will
store the queue id (or parent id) of a vertex in a global array during discovery (using arbitrary
concurrent write), and it will also check the queue id (or parent id) before exploring a vertex;
if that matches with the previously stored value (which means that this thread discovered the
vertex in the previous level), it explores the vertex, otherwise it skips that vertex. Note that this
approach does not require any locking or atomic instructions. Avoiding duplicate explorations
can be beneficial for dense and low diameter graphs where the number of duplicate vertices can be
huge. Lock and atomic-instruction free approach for tracking visited vertices have already been
proposed in [38] which can also be followed. It is also not difficult to incorporate the direction-
optimized-BFS [18] in our algorithm to get an additional performance boost as reported by
others.

7.8 Correctness

In this section, we argue the correctness of BFS\(_{WL}\). The correctness proofs of other lockfree
variants (BFS\(_{CL}\), BFS\(_{DL}\), and BFS\(_{WSL}\)) are based on similar arguments, and hence have been
omitted. We argue that in each BFS level:

1. The vertex in each non-empty location of the input queues is explored by at least one
   thread \((\text{safety property})\), and
2. At any time step, if there are unexplored queue locations in the system, at least one thread
   is exploring a queue location it has not explored before \((\text{progress property})\).

Recall that in BFS\(_{WL}\) whenever a thread picks a vertex from a queue for exploration, it sets
that queue position to 0 (zero). We call each of these zeros a wall. Each queue starts with a
sentinel zero, that is, initially, there is a wall at the end of each queue. Then new walls start to
appear at various locations of the queues as vertices are picked for exploration by threads. In
each of our lockfree algorithms once a thread starts exploring a queue from any location (and
always moving to the right), it does not stop until it hits a wall. Once a thread hits a wall, it
tries to steal a new queue segment from a random busy thread (if any).

We say that an unexplored queue location \(j\) of any given queue \(q\) (i.e., \(q[j] \neq 0\)) is visible to a
given thread \(\tau\) provided \(\tau\) is exploring (or about to start exploring) the same queue \(q\), the next
location of \(q\) to be accessed by \(\tau\) is \(q[i]\) for some \(i \leq j\), and no wall exists between \(q[i]\) and \(q[j]\),
i.e., \(q[k] \neq 0\) for \(i \leq k \leq j\).

It is not difficult to see that in every BFS level BFS\(_{WL}\) maintains the following invariant.

**Invariant 7.8.1.** At any given time, every unexplored input queue location is visible to at least
one thread.

Since at the start of a given level each thread points to the first (leftmost) location of its own
input queue, and each queue terminates at a wall, the invariant holds initially. It is also easy
to see that every steal maintains the invariant. Since once a thread starts exploring a queue

segment it does not stop until it hits a wall, and attempt to steal only if it runs out of visible vertices, the invariant implies that each queue entry will be explored by at least one thread. Invariant 7.8.1 also implies that at any given time if there are unexplored queue locations in the system, at least one thread is doing useful work, i.e., exploring a queue location it did not explore before. This property ensures that progress is always made by the algorithm.

Note that our correctness proof works under the sequential consistency model. However, we believe that modifying our algorithms and/or proofs for some of the weaker models should not be too difficult. For example, our algorithms work under a relaxed model in which a core can read the value of its own previous write before the write is made visible to other cores. As all the races are benign, the correctness of our BFS algorithm should hold on any weaker consistency models as well.

7.9 Complexity Analyses

In this section, we analyze the parallel running times of the locked versions of our algorithms on $p$ processing cores assuming that the input graph $G$ has $n$ vertices, $m$ edges, maximum degree $\Delta$ and diameter $D$. We show the analysis of lock-based version instead of lock-free versions, because it is difficult to guarantee any bound on the lockfree algorithms. However, we experimentally show that the lockfree algorithms follow the bounds proved for the lock-based algorithms.

Each algorithm starts by setting the BFS level of each vertex to $+\infty$ except that of the source vertex whose distance is set to 0. For ease of analysis (as in [119]) we assume that when a thread is exploring the adjacency list of a vertex $u$, for every $v \in \text{adj}[u]$ it tries to lock $v$ using a waitfree try_lock$(v)$, and if it succeeds in doing so, it inserts $v$ into its output queue provided the BFS level of $v$ is still $+\infty$. The thread then updates $v$’s BFS level to the correct value and releases the lock on $v$. This try_lock() approach ensures that no vertex appears more than once in the input queues (of next level) without incurring the contention overhead of a standard lock. In our actual implementations we do not lock $v$ before checking it for insertion into the queue, and as in [119], we found that even without locks, duplicate insertions happen very rarely in practice.

7.9.1 BFS$_C$ (Centralize + Lock)

At any given BFS level $l$, each thread either explores vertices or waits on a lock to acquire the next segment from the centralized queue. A thread waits $O(p)$ time for each access to the queue. Let us assume that at level $l$, there are $q_l$ vertices in the input queues, and $q'_l$ vertices are inserted into the output queues. Therefore, $q'_l = q_{l+1}$. We divide the $q_l$ vertices into segments of size $s$, then the function to get the next segment from the centralized queue will be called $(\frac{q_l}{s} + p)$ times in total since each thread tries one additional time to be sure that the queue is empty. Therefore, the total wait time and cost of getting the next segment will be $O \left( \left( \frac{q_l}{s} + p \right) p \right)$. Also, observe that a level cannot end until each thread has completed exploring the vertices in its last segment even if there is no more work left in the centralized queue. Overall, the total
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4The result of any execution is the same as if the operations of all the processors were executed in some sequential order, and the operations of each individual processor appear in this sequence in the order specified by its program.
amount of work for a given level $l$ can be computed by summing the work for exploration, for acquiring the next segment including the waiting for lock and for termination as follows: $O\left((q_i + q'_i) + \left(\frac{m}{p} + p\right) p + ps\Delta\right)$.

Let $w_l$ be the amount of work done by any thread at level $l$, and therefore, total work by all $p$ threads at level $l$ is $w_l p$. Hence, we get $w_l p = \Theta\left((q_i + q'_i) + \left(\frac{m}{p} + p + s\Delta\right) p\right)$.

\[\Rightarrow w_l = \Theta\left(\frac{1}{p}q_i + \frac{1}{p}q'_i + \frac{m}{p} + p + s\Delta\right).\]

Therefore, total work by all $p$ threads across all BFS levels is $W = \sum_{l=0}^{D} w_l$, and the parallel running time, $T_p = W/p = \Theta\left(\sum_{l=0}^{D} \left(\frac{1}{p}q_i + \frac{1}{p}q'_i + \frac{m}{p} + p + s\Delta\right)\right)$. Note that $\sum_{l=0}^{D} (q_i + q'_i) = O(n + m)$.

We consider three different cases based on the relative sizes of $q_i$, $p$ and $\Delta$, and choose the value of $s$ accordingly. For each case $i \in [1, 3]$, we compute the parallel running time $T_p^{(i)}$ of the algorithm assuming that only case $i$ arises in each BFS level. Then $T_p^{(1)} + T_p^{(2)} + T_p^{(3)}$ will be an upper bound on the overall parallel running time $T_p$ of the algorithm.

**Case 1 ($1 \leq q_i < \Delta p$):** We set $s = 1$, and obtain $T_p^{(1)} = O\left(\frac{m+n}{p} + D (q_i + p + \Delta)\right) = O\left(\frac{m+n}{p} + D\Delta p\right)$.

**Case 2 ($\Delta p \leq q_i < \Delta p^2$):** We set $s = \left\lceil\frac{q_i}{\Delta p}\right\rceil$, and get $T_p^{(2)} = O\left(\frac{m+n}{p} + D (\Delta p + p) + \sum_{l=0}^{D} \frac{q_i}{p}\right) = O\left(\frac{m+n}{p} + D\Delta p\right)$.

**Case 3 ($q_i \geq \Delta p^2$):** We choose $s = \left\lceil\sqrt{\frac{q_i}{\Delta}}\right\rceil$, leading to $T_p^{(3)} = O\left(\frac{m+n}{p} + \sum_{l=0}^{D} \left(\sqrt{q_i\Delta} + p\right)\right) = O\left(\frac{m+n}{p} + D\Delta p\right)$.

Therefore, $T_p \leq T_p^{(1)} + T_p^{(2)} + T_p^{(3)} = O\left(\frac{m+n}{p} + D\Delta p\right)$. Observe that the algorithm is work-efficient, i.e., $pT_p = O(m + n)$ provided $(m + n) = \Omega(D\Delta p^2)$.

**Theorem 7.1.** For a graph of diameter $D$ with $n$ vertices, $m$ edges and maximum degree $\Delta$, $\text{BFS}_C$ takes $O\left(\frac{m+n}{p} + D\Delta p\right)$ time when run on $p$ cores, and it is work-efficient provided $(m + n) = \Omega(D\Delta p^2)$.

### 7.9.2 BFSW (Work-stealing + Lock)

Let $\text{MIN-STEAL-SIZE}$ denote the number of vertices in a queue required to allow a steal, and $\text{MAX-STEAL-ATTEMPTS}$ denote the maximum number of steal attempts made by a thread before exiting a level. Let us consider a specific BFS level $l$. Suppose there are $q_i$ vertices in the input queues, and let $q'_i$ be the number of vertices to be inserted into the output queues. Therefore, $q'_i = q_{i+1}$. We use the following result from probability theory: for any $\alpha > 1$, if $\alpha p \log p$ balls are thrown uniformly at random into $p$ bins, then with probability at least $1 - \frac{1}{p^{\alpha}}$ each bin will contain at least one ball. We model the processors as bins, and the steal attempts as balls.

We will first assume that $q_i$ and $\text{MIN-STEAL-SIZE}$ are independent of $p$. Therefore, we can treat them as constants w.r.t. $p$. We will remove this assumption later.

We consider the steal attempts in the entire system sorted in nondecreasing order of time, and group them into rounds with each round containing $\alpha p \log p$ consecutive steal attempts in the sorted order. Hence, after each round of steal attempts each thread will be the victim of at least one steal attempt with probability at least $1 - \frac{1}{p^{\alpha}}$. Since each successful steal attempt splits the work of the victim thread into two halves, after the first round of steals, no thread will contain
more than \( \frac{3}{4} \) entries in its input queue with probability at least \( 1 - \frac{1}{p^{r+1}} \). In general, after \( k = \log \left( \frac{q_i}{\text{Min-Steal-Size}} \right) \) rounds of steal attempts all input queues will have \( \leq q_i / 2^k = \text{Min-Steal-Size} \) entries with probability at least \( 1 - \frac{k}{p^{r+1}} \). Since we assumed \( k \) to be a constant w.r.t. \( p \), this means that w.h.p. in \( p \), after \( k(\alpha p \log p) = \Theta \left( p \log p \log \left( \frac{q_i}{\text{Min-Steal-Size}} \right) \right) \) steal attempts in the entire system, no steal attempt will succeed.

Now if we do not assume \( q_i \) and \( \text{Min-Steal-Size} \) to be constants (w.r.t. \( p \)), we must choose \( \alpha \) carefully, so that \( 1 - \frac{k}{p^{r+1}} \) remains a high probability in \( p \). For example, we may choose to keep \( 1 - \frac{k}{p^{r+1}} \geq 1 - \frac{1}{p} \) which leads to \( \alpha \geq 2 + \frac{\log k}{\log p} = 2 + \frac{\log \log \left( \frac{q_i}{\text{Min-Steal-Size}} \right)}{\log p} \). In that case, w.h.p. in \( p \), after \( k(\alpha p \log p) = \Theta \left( p \log p + \log \left( \frac{q_i}{\text{Min-Steal-Size}} \right) \right) \) steal attempts in the entire system, all steal attempts will fail.

Observe that we can compute the total time \( W_l \) spent by all threads in a given level by summing up the followings: a) the total time spent by all threads waiting to be launched, b) total time spent doing real work (i.e., exploring vertices), c) total time spent trying to steal, and d) total wait time at a \( \text{sync} \) point. For our implementation, the total time spent waiting to be launched by all threads is \( O \left( \sum_{i=1}^{p} i \right) = O \left( p^2 \right) \). Assuming that no duplicate exploration happened, total time spent doing useful work is clearly \( O \left( q_i + q'_i \right) \).

Recall that we divided the steal attempts into rounds of \( \alpha p \log p \) steal attempts each, where \( \alpha > 1 \) is a parameter to be determined later to ensure that the final parallel running time holds w.h.p. in \( p \). After \( \log q_i \) rounds of steal attempts w.h.p. in \( p \) no thread will have any work worth stealing (assuming \( \text{Min-Steal-Size} = 1 \)). Let’s also assume for simplicity that \( \text{Max-Steal-Attempts} = 3 \alpha p \log p \). Thus the total number of steal attempts in level \( l \) will be \( 3(\log q_i + p) \alpha p \log p \) w.h.p. in \( p \). The total time spent at the \( \text{sync} \) point can be determined by observing that in addition to the \( O \left( \log p \right) \) idle time introduced by the \( \text{sync} \) implementation itself, w.h.p. in \( p \) a thread needs to wait for \( O \left( (\text{Min-Steal-Size}) \Delta \right) \) time so that other working threads (if any) can complete exploring their last segments of size \( \text{Min-Steal-Size} \). Hence, \( W_l = O(p^2 + (q_i + q'_i) + 3(\log q_i + p) \alpha p \log p + (\log p + \Delta) p) \) w.h.p. in \( p \). Thus parallel time spent in this level is \( \frac{W_l}{p} = O \left( \frac{q_i + q'_i}{p} + 3(\log q_i + p) \alpha \log p + \Delta \right) = O \left( \frac{q_i + q'_i}{p} + (\log n + p) \alpha \log p + \Delta \right) \) w.h.p. in \( p \), where we use the observation that \( q_i \leq n \).

Therefore, \( T_p = \sum_{i=1}^{D} \frac{W_l}{p} = O \left( \sum_{i=1}^{D} \left( \frac{q_i + q'_i}{p} + D(\log n + p) \alpha \log p + D\Delta \right) \right) \). Observing that \( \sum_{i=1}^{D} (q_i + q'_i) = O \left( m + n \right) \), we have, \( T_p = O \left( \frac{m+n}{p} + D(\log n + p) \alpha \log p + D\Delta \right) \).

Now we are in a position to determine the value of \( \alpha \). Let us first assume that \( m, n, D, \Delta \) and the \( q_i \)’s and \( q'_i \)’s in all levels are independent of \( p \) (which is indeed the case), and thus they are constants w.r.t. \( p \). Then we can simply set \( \alpha = 2 \), and the resulting \( T_p = O \left( \frac{m+n}{p} + D(\log n + p) \log p + D\Delta \right) \) will still hold w.h.p. in \( p \). The algorithm is work-efficient provided \( pT_p = O \left( \left( m + n \right) \Rightarrow m + n = \Omega \left( D\Delta' p \right) \right) \), where, \( \Delta' = \Delta + (p + \log n) \log p \).

If we drop the independence assumption from the last paragraph, a constant value of \( \alpha \) will no longer guarantee that \( T_p \) holds w.h.p. in \( p \). We find a value of \( \alpha \) below that provides such a guarantee. A round of \( \alpha p \log p \) steal attempts is successful (i.e., hits each thread at least once) with probability at least \( 1 - \frac{1}{p^{r+1}} \), and if there are \( k \) such rounds, all of them are successful with probability \( \geq 1 - \frac{k}{p^{r+1}} \). The total number of such stealing rounds across all levels is \( \sum_{i=1}^{D} (\log q_i + p) \leq D(p + \log n) \leq Dp \log n \). In order to make sure that the bound on \( T_p \) holds w.h.p. in \( p \), we enforce \( 1 - \frac{Dp \log n}{p^{r+1}} \geq 1 - \frac{1}{p} \Rightarrow \alpha \geq 3 + \frac{\log D + \log \log n}{\log p} \). Now putting
To conduct our experiments, we have used machines from the Lonestar 4 and Stampede supercomputing clusters located at the Texas Advanced Computing Center (TACC) [6], and...
the Trestles cluster at San Diego Supercomputer Center (SDSC). We have tested our parallel BFS algorithms on real-world graphs such as cage 15, cage 14, kkt-power, freescale, Wikipedia-2007 and inline-1 collected from the Florida Sparse Matrix Collection [61]. We have also used synthetic random RMAT graphs generated using the Graph-500 RMAT generator\(^5\) with millions of vertices and up to a billion of edges. All graphs were directed. Properties of the simulation environment and the input graphs are summarized in Tables 7.3 and 7.4, respectively.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Description</th>
<th>n</th>
<th>m</th>
<th>Diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cage15</td>
<td>DNA electrophoresis, 15 monomers in polymer</td>
<td>5.2M</td>
<td>99.2M</td>
<td>53</td>
</tr>
<tr>
<td>Cage14</td>
<td>DNA electrophoresis, 14 monomers in polymer</td>
<td>15.1M</td>
<td>27.1M</td>
<td>42</td>
</tr>
<tr>
<td>Freescale</td>
<td>Large circuit, Freescale Semiconductor</td>
<td>3.4M</td>
<td>18.9M</td>
<td>141</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>Gleich/Wikipedia-20070206</td>
<td>3.6M</td>
<td>45M</td>
<td>14</td>
</tr>
<tr>
<td>kkt-power</td>
<td>Optimal power flow, nonlinear optimization (KKT)</td>
<td>2M</td>
<td>8.1M</td>
<td>11</td>
</tr>
<tr>
<td>inline-1</td>
<td>Stiffness Matrix</td>
<td>3.5M</td>
<td>45M</td>
<td>222</td>
</tr>
<tr>
<td>RMAT100M</td>
<td>RMAT Graph generated using Graph-500 RMAT generator</td>
<td>10M</td>
<td>100M</td>
<td>12</td>
</tr>
<tr>
<td>RMAT11B</td>
<td>RMAT Graph generated using Graph-500 RMAT generator</td>
<td>10M</td>
<td>1B</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 7.4: Graphs and their properties. In this table, n and m denote the number of vertices and the number of edges of the graph, respectively. The diameters in the table show the maximum diameters explored by the BFS rather than the actual diameters of these graphs.

7.10.2 Performance Analysis

In this section we show the performance comparison of all BFS implementations. We compare all variants of our parallel BFS algorithms\(^6\) mentioned in Section 7.5 with the BFS implementations of Baseline1 [119] and Baseline2 [105]. The algorithm presented in [105] has both CPU and

\(^5\)parameters used: a=.45, b=.15 and c=.15.

\(^6\)The decentralized algorithm was ran with 1 centralized queue.
GPU implementations, but we compare only with the CPU implementations. Moreover, the CPU implementation has several variants, and we compare with all of them. In [105] and [119], the authors have used pthreads and Cilk++ concurrency platforms for parallelism, respectively. All programs (including codes from [119] and [105]) are compiled using the -O3 optimization parameter. We run all programs with 1000 random non-zero degree source vertices and compute the average running time per source for each. The results show that our work-stealing algorithms optimized for scalefree graphs almost always perform better than the corresponding unoptimized variant even on general graphs. Hence, we do not report the results for those unoptimized work-stealing variants.

Running Time. Tables 7.5(a) and 7.5(b) show the running times of different algorithms run on a single compute node of Lonestar (Intel Westmere) and Trestles (AMD Magny-Cours), respectively. The shaded cells mark the smallest running times in each row. If our algorithms do not achieve the minimum running time, we have highlighted the minimum time for our algorithms in addition to the absolute minimum time in a row. Observe that the lockfree versions generally run faster than the corresponding lock-based versions. Also observe that on Lonestar (12-cores), BFS\textsubscript{CL} generally outperforms both Baseline1 and Baseline2, while on Trestles (32-cores) BFS\textsubscript{WSL} does. We explain why that should be the case in the following paragraphs.

Centralized vs. Distributed: Performance Benefits of Work-stealing. Table 7.5 shows that the centralized queue based BFS implementations perform better than the work-stealing based approaches on Lonestar (12-cores/node), whereas on Trestles (32-cores/node) work-stealing BFS algorithms show better performance. This change in the best-performing approach with the increase of the number of cores has been also demonstrated in Figures 7.1(a) and 7.1(b) by the strong scalability of different variants of our BFS algorithms on the scale-free Wikipedia graph when run on Lonestar and Trestles, respectively. It is apparent that the centralized queue based versions are not scalable beyond 20 cores while the work-stealing version remains scalable till the end (i.e., up to 32 cores). This observation matches with what the theory predicts (see Theorems 7.1, 7.2 and 7.3 in Section 7.9). In the work-stealing implementation, steal attempts are more or less equally distributed among all queues, and thus the maximum number of simultaneous accesses to each queue in that implementation is fewer than that to the single shared queue pool in the centralized queue based implementation. In our centralized queue based algorithms we tried to reduce the number of accesses to the centralized queue by controlling (i.e., increasing) the segment size \( s \). However as \( s \) increases, the amount...
of time threads must wait idly until the last working thread completes execution in any BFS level also increases (please see the proof of Theorem 7.1). This gives rise to the $D\Delta p$ term in the parallel time complexity of $\text{BFS}_C$ while the largest $p$ term for $\text{BFS}_W$ and $\text{BFS}_WS$ is only $Dp(\log p + \log D + \log \log n)$ (please see the proof of Theorem 7.2). Hence, with the increase of $p$, the performance of the centralized versions degrades faster than the distributed work-stealing versions. In addition to that, the fact that the work-stealing $\text{BFS}_WS$ version is optimized for scalefree graphs may have also contributed to its scalability. Observe that unlike $\text{BFS}_C$ and $\text{BFS}_W$, no $\Delta$ term appears in the complexity of $\text{BFS}_WS$.

As mentioned before, in lockfree versions, although we are removing the overhead related to locks and atomic instructions, it causes more frequent accesses to the shared queues and this frequency increases with the number of threads. As the number of threads in the system increases, there will be more simultaneous accesses to the same centralized queue causing more threads to grab duplicate segments, which in turn will result in more duplicate work, and thus, incur more overhead. In the work-stealing algorithms, different threads access different queues for input and steal from random victims. This distributes the simultaneous accesses to the shared queues somewhat evenly among all queues and causes fewer duplicate/overlapping segments and less associated overhead compared to the centralized queue versions.

Comparison with Baseline1 and Baseline2. Figure 7.2 shows performance comparison of our algorithms with that of Baseline1 and Baseline2. For all real-world graphs in our experiments, our best-performing BFS implementation is better than both the implementations from [119] and [105]. Our algorithms perform the best for scalefree graphs and sparse graphs. However, for large synthetic RMAT graphs (graph-10M-100M and graph-10M-1B) Baseline2 performs slightly better that both Baseline1 and ours. One possible reason for this is that it uses a bitmap to track visited vertices (using atomic case & set instruction), and thus avoids duplicate exploration. Note that in our algorithms although the same vertex can appear only once in a particular thread’s output queue, it can appear in the output queue of multiple threads, if it had been discovered by those threads exactly at the same time. With 10M vertices and 1B edges, the graph-10M-1B being very dense resulted in a lot of duplicate explorations during the execution of our algorithms. On the contrary, Baseline2 runs faster by avoiding the bulk overhead of these unnecessary explorations.

![Figure 7.2: Performance in terms of Traversed Edges Per Second (TEPS) when traversing real-world graphs on machines from (a) Lonestar (12 cores) and (b) Trestles (32 cores). All programs were implemented using Intel® Cilk++™.](image-url)
7.10.3 Why Lockfree Does Better Load-balancing than Lock-based

Our experimental results show that the lockfree work-stealing ends up doing better load-balancing than the lock-based work-stealing algorithm for BFS. Here we explain why that happens based on some statistical data. Table 7.6 shows some statistics on the steal attempts made by threads in BFS\textsubscript{WS} and BFS\textsubscript{WSL}. Both implementations were run 5 times with 100 sources of the Wikipedia Graph on Intel\textsuperscript{®} Westmere (12 cores), and the average values were computed for the number of successful steal attempts and for different types of failed steal attempts. Table 7.6 shows that, though the total number of steal attempts is slightly more in BFS\textsubscript{WSL} than in BFS\textsubscript{WS}, the percentage of successful steal attempts is also higher in BFS\textsubscript{WSL}. Similarly, the number of failed steal attempts as a result of a victim being idle is lower in BFS\textsubscript{WSL}. Recall that a thread becomes idle when it runs out of work and gives up searching for work after a certain (say, MAX-STEAL-ATTEMPTS) number of failed steal attempts. Thus BFS\textsubscript{WSL} achieves better load-balancing than BFS\textsubscript{WS} which translates into better running time for BFS\textsubscript{WSL}. Since BFS\textsubscript{WSL} does not use locks, there is no failed steal attempt as a result of choosing a victim that is already locked. Instead, in BFS\textsubscript{WSL}, more steal attempts failed because the segment obtained by the thief is either too small (e.g., could happen if the victim does not have any work and so is also trying to steal), or stale (e.g., could happen if two thieves are stealing from the same victim), or invalid (e.g., could happen if more than one thief are trying to steal from the same victim and thus mess up the queue indices). In both implementations most of the steal attempts failed because of the large value used for MAX-STEAL-ATTEMPTS. A large MAX-STEAL-ATTEMPTS results in a large number of failed steal attempts at the end of each level which is reflected in the large number of steal attempts that failed because of idle victims.

Table 7.6: Statistics of successful and failed steal attempts on the Wikipedia graph when run from 100 sources. For each program we report the average of 5 independent runs. Implementations are in Cilk++.

<table>
<thead>
<tr>
<th>Program</th>
<th>Time (sec)</th>
<th>Total Steal Attempts</th>
<th>Victim Locked</th>
<th>Victim Idle</th>
<th>Segment Too Small</th>
<th>Stale Segment</th>
<th>Invalid Segment</th>
<th>Total</th>
<th>Successful Steal Attempts</th>
</tr>
</thead>
<tbody>
<tr>
<td>BFS\textsubscript{WS}</td>
<td>7.72</td>
<td>742,535</td>
<td>265,198</td>
<td>271,731</td>
<td>137,675</td>
<td>49,387</td>
<td>N/A</td>
<td>723,991</td>
<td>8,544</td>
</tr>
<tr>
<td>BFS\textsubscript{WSL}</td>
<td>7.53</td>
<td>754,535</td>
<td>N/A</td>
<td>268,710</td>
<td>399,840</td>
<td>56,849</td>
<td>221</td>
<td>725,620</td>
<td>8,915</td>
</tr>
</tbody>
</table>

7.10.4 Explicit vs. Implicit Work-stealing

Explicit Work-stealing: Performance difference of OpenMP and Cilk++. Theoret-
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... and experimental results show that $BFS_{WSL}$ is the most scalable version among all our proposed BFS algorithms. Hence, we’ve re-implemented it in OpenMP and found that the OpenMP implementation runs slightly faster than the original Cilk implementation. Figure 3 compares the performance of the two implementations on Lonestar and Trestles as the number of threads is varied. Conversion from Cilk to OpenMP is easy as our explicit work-stealing implementations are not tied to Cilk’s features, e.g., Cilk’s work-stealing scheduler, nested parallelism, hyperobject library, etc.

**Explicit vs. Implicit Work-stealing.** To show the performance difference between explicit and implicit work-stealing for load-balancing, we’ve implemented $BFS_{WSL}$ (uses explicit work-stealing) and $BFS_{WSLDQ}$ (uses recursive divide and conquer and hence implicit work-stealing provided by Cilk’s runtime scheduler) algorithms in Cilk Plus and run them on a single compute node (16-core Intel Sandy Bridge Xeon) of Stampede. Table 7.7 shows that the $BFS_{WSLDQ}$ implementation performs better than both the OpenMP and Cilk Plus implementations of $BFS_{WSL}$. Since our work-stealing implementation is not as optimized as the Intel Cilk Plus’s internal work-stealing, the result was not unexpected.

<table>
<thead>
<tr>
<th>Machine</th>
<th>Lonestar</th>
<th>Stampede</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Core</td>
<td></td>
</tr>
<tr>
<td>Cores</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parallel Platform</td>
<td>Cilk++</td>
<td>OpenMP</td>
</tr>
<tr>
<td>Kitt-power</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Cage14</td>
<td>42.6</td>
<td>32.2</td>
</tr>
<tr>
<td>Freescale</td>
<td>37.0</td>
<td>40.0</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>73.4</td>
<td>69.4</td>
</tr>
<tr>
<td>Cage35</td>
<td>141.0</td>
<td>120.0</td>
</tr>
<tr>
<td>Graph-10M-100M</td>
<td>344.8</td>
<td>315.0</td>
</tr>
</tbody>
</table>

**Table 7.7: Running time (milliseconds) on Lonestar and Stampede for cilk++, Cilk Plus and OpenMP implementations (performance difference between explicit and implicit work-stealing (recursive divide and conquer)).**

7.10.5 Performance of Work-stealing on Intel Xeon Phi

Xeon Phi (also called Many Integrated Cores or MIC) is a comparatively newer release of Intel family featuring many smaller cores, many more hardware hyper threads, and wider vector units targeting highly parallel applications. Since BFS algorithm in general has very irregular accesses to memory, BFS can actually benefit from hyper-threading and better bandwidth that Xeon Phi offers. Hyper-threading can somewhat hide the delay of irregular memory accesses. That is why it is interesting to analyze performance of BFS algorithms on Xeon Phi architecture.

Each Stampede compute node is connected to a 61-core Intel Xeon Phi (Knights Corner) coprocessor via a PCIe bus. The Xeon Phi has a DDR5 8GB memory, private L1 and L2 Caches. These 61 physical cores are connected by a bidirectional ring. Moreover, each core can run 4 hardware threads resulting in a total of 244 threads, and can reach a peak performance of 1TFLOPS. With hyper-threading, Xeon Phi schedules hardware threads running on the same core in a round-robin fashion, i.e., the same thread is not scheduled on the same core in back to back cycles. Therefore, to keep all cores busy at least 90% of the time, we should use at least 2 threads per core. Xeon Phi can run programs in two different modes: Native and Offload. In
Native mode Xeon Phi works as a general CPU, and in offload mode it works as a coprocessor and the Xeon CPU offloads portions of its computations to the Xeon Phi. For all the experiments presented in this section, we used Xeon Phi in its native mode.

**Scalability on Xeon Phi.** In this section we show the scalability of \(BFS_{W SL}\) and \(BFS_{W SLDQ}\) on Xeon Phi.

For these scalability experiments, we’ve used the Cilk Plus versions of the programs only, as those were faster than their cilk++ counterparts. We’ve also converted the code for Baseline1 to Cilk Plus for fair comparison. Figure 7.4 shows running times of \(BFS_{W SLDQ}\) for all graphs (expect the 1B graph which required more than 8GB of memory) on Xeon Phi. The Figure shows that running time decreases with number of threads for large graphs (especially more nicely for the scalefree Wikipedia and RMAT graphs). As expected, hyper-threading turned out to be favorable for memory-intensive BFS algorithm.

Figure 7.5 shows speedup (\(T_1/T_p\)) obtained by \(BFS_{W SLDQ}\) and Baseline1 on inline_1 stiffness matrix graph. The diameter of the inline_1 graph is quite large, and the number of vertices at each level is comparatively lower considering a large number of available threads. Clearly, for a graph with a large diameter and fewer vertices at each level, it is not beneficial to use many cores for level-synchronous BFS, because synchronization overhead increases with the diameter of the graph and the number of threads. In fact, the amount of work at each level becomes comparatively less than the overhead of scheduling and dynamic load-balancing for a large number of threads. For inline_1, the scalability curves of Baseline1, \(BFS_{W SLDQ}\) and \(BFS_{W SL-OMP}\) followed trends similar to that reported by authors of [158] for their algorithm and baseline; however, our speedup decreased slowly compared to their implementations. To see the overhead of work-stealing we experimented with both \(\text{MAX-STEAL-ATTEMPTS} = p\) and \(\text{MAX-STEAL} = p \log p\). We found that \(BFS_{W SL-OMP}\) is faster (actually fastest) for inline_1 if we use \(\text{MAX-STEAL-ATTEMPTS} = p\).

Figure 7.6 shows speedup obtained by \(BFS_{W SLDQ}\) and Baseline1 on the scalefree Wikipedia and RMAT graphs. Note that although \(BFS_{W SLDQ}\), \(BFS_{W SL-OMP}\) and Baseline1 did not perform that well on inline_1, for both the Wikipedia and RMAT graphs \(BFS_{W SLDQ}\) and \(BFS_{W SL-OMP}\) scaled till 243 threads. The reason behind this change in performance becomes clear when we analyze the nature of the graphs. Table 7.8 shows the number of vertices explored.
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<table>
<thead>
<tr>
<th>Graph</th>
<th>Wikipedia</th>
<th>inline_1</th>
<th>RMAT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth from Source</td>
<td>n : 3566907, m : 45030389</td>
<td>n : 503712, m : 36312630</td>
<td>n : 10000000, m : 100000000</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>53</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>36</td>
<td>369</td>
<td>175</td>
</tr>
<tr>
<td>3</td>
<td>2582</td>
<td>729</td>
<td>3574</td>
</tr>
<tr>
<td>4</td>
<td>3891296</td>
<td>1011</td>
<td>104083</td>
</tr>
<tr>
<td>5</td>
<td>1592339</td>
<td>1719</td>
<td>2302103</td>
</tr>
<tr>
<td>6</td>
<td>637166</td>
<td>2190</td>
<td>5359300</td>
</tr>
<tr>
<td>7</td>
<td>47556</td>
<td>2403</td>
<td>534230</td>
</tr>
<tr>
<td>8</td>
<td>4033</td>
<td>2076</td>
<td>9721</td>
</tr>
<tr>
<td>9</td>
<td>679</td>
<td>2271</td>
<td>136</td>
</tr>
<tr>
<td>10</td>
<td>204</td>
<td>2547</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>51</td>
<td>2829</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
<td>3642</td>
<td>-</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>3690</td>
<td>-</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>3255</td>
<td>-</td>
</tr>
<tr>
<td>15-65</td>
<td>-</td>
<td>189271</td>
<td>-</td>
</tr>
<tr>
<td>66-115</td>
<td>-</td>
<td>178497</td>
<td>-</td>
</tr>
<tr>
<td>115-165</td>
<td>-</td>
<td>85203</td>
<td>-</td>
</tr>
<tr>
<td>&gt;165</td>
<td>-</td>
<td>23268</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 7.8: Number of vertices explored at a given BFS level. Here $n$ denotes the number of vertices and $m$ denotes the number of edges.

Figure 7.6: Strong scalability on Intel® Xeon™ Phi (a) Wikipedia, (b) RMAT-1M-100M.

at each BFS level from a source for each of those graphs. Note that both Wikipedia and RMAT graphs are dense and scalefree, most of the work is done at middle levels where all threads have enough work to do. We see the opposite for the inline_1 which explains why all algorithms did not scale well on inline_1. Also note that the RMAT graph is even denser than Wikipedia and has a smaller diameter which also tells why scalability is nicer for RMAT than Wikipedia. We observed that on the Wikipedia graph with $\text{MAX-STEAL-ATTEMPTS} = p$, the OpenMP-based work-stealing implementation scaled still 243 threads on Xeon Phi which was slightly better than $BFS_{\text{WSLDQ}}$. However, for the RMAT graph, $BFS_{\text{WSLDQ}}$ outperformed others. For RMAT graph (dense, low-diameter and scalefree), the difference between $\text{MAX-STEAL-ATTEMPTS} = p$ and $\text{MAX-STEAL-ATTEMPTS} = p\log p$ is negligible. The Cilk Plus $BFS_{\text{WSLDQ}}$ and $BFS_{\text{WSL}}$ implementations scaled nicely till 130 and 243 threads for Wikipedia and RMAT, respectively.
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7.11 Conclusion and Future Research

We have presented two types of lockfree parallel BFS algorithms along with their variants based on centralized job queues and distributed randomized work-stealing and analyzed their theoretical and experimental performance on different architectures (Intel’s 12-core Westmere, 16-core Xeon, 61-core Xeon Phi, and 32-core AMD Magny Cours). We have used a novel optimistic parallelization technique to avoid the use of locks and atomic instructions. Although work-stealing is fairly popular technique for dynamic load-balancing, lockfree work-stealing is novel for BFS. Experimental results show that these algorithms are highly scalable and perform very well on massive, scalefree and sparse graphs, and achieve better performance compared to two other state-of-the-art algorithms on multi-cores and many-integrated-cores.

It would be interesting to see if optimistic parallelization technique can be used to improve the performance of other nontrivial parallel applications that require dynamic load-balancing. Lockfree optimistic parallelization for approximation algorithms where some error in the result is acceptable is also an interesting research direction to pursue.
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Theoretically Optimal Level-synchronous Parallel Work-aware BFS

8.1 Abstract

We present a work-aware work-efficient parallel level-synchronous Breadth-first Search (BFS) algorithm for shared-memory architectures which achieves the theoretical lower bound on parallel running time. The optimality holds regardless of the shape of the graph. We also demonstrate the implication of this optimality on the energy consumption of the program empirically. The key idea is to never use more processing cores than necessary to complete the work in any computation step efficiently. We keep rest of the cores idle to save energy and to reduce other resource contentions (e.g., bandwidth, shared caches, etc.). Our BFS algorithm does not use locks and atomic instructions and is easily extendible to shared-memory coprocessors.

8.2 Introduction

Given a graph \( G = (V, E) \), with vertex set \( V \) (\(|V| = n\)), edge set \( E \) (\(|E| = m\)) and diameter \( D \), a level-synchronous Breadth-first Search (BFS) traverses the graph from a given source vertex, \( s \) level by level, exploring the first level neighbors of \( s \) first, then the second level neighbors and so on until all vertices reachable from the \( s \) are explored. A straightforward way to implement a parallel level-synchronous BFS is to explore all vertices at a given level as well as all neighbors of a given vertex in parallel which takes \( \mathcal{O}(D \log(m + n)) \) time using \( \Theta(n + m) \) cores, since launching and synchronizing \( m + n \) threads require \( \Theta(\log(m + n)) \) time. In practice, the number of available processors \( P \ll m + n \). The amount of parallelism achievable at each BFS level is constrained by the number of nodes and edges to be explored in that particular level, making performance of a BFS algorithm highly dependent on the structure of the graph itself.
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In this chapter, we first analyze the theoretical lower bound for a level-synchronous BFS on shared-memory architectures assuming that \( k \) threads can be launched and synchronized in \( O(\log k) \) time, and then we present our work-aware BFS algorithm that is able to achieve that optimal lower bound.

Let \( T_s \) be the running time of the most efficient serial level-synchronous BFS algorithm, and \( T_P \) be the running time of the most efficient parallel level-synchronous BFS algorithm on \( P \geq 1 \) processing cores.

**Lower Bound for Parallel BFS.** Since \( T_s = \Theta(m + n) \), clearly, \( T_P = \Omega\left(\frac{m+n}{P}\right) \). If \( W_l \) is the amount of work at level \( l \) of a level-synchronous BFS, an optimal algorithm will incur \( \Theta(\log \min(P, W_l)) \) synchronization overhead in that level.

Hence, \( T_P = \Omega\left(\frac{m+n}{P} + \sum_{l=1}^{D} \log \min(P, W_l)\right) \).

Apart from theoretical optimality, it has been observed that (see Table 7.8 in Chapter 7) for many practical (especially scalefree) graphs, the number of vertices explored at the beginning and at the end of a BFS exploration is significantly smaller than in the middle levels [105]. Therefore, using the same amount of computational resources (i.e., the number of cores/threads, even caches) at all levels of the BFS is neither economical nor efficient. Indeed, with the increase of the number of active threads synchronization overheads, false sharing, conflict misses and DRAM and CPU energy/power also increase, and without enough work, these overheads may dominate the running time. In our work-aware BFS algorithm, we fix the number of cores based on the amount of work at each computation step instead of using all cores across the entire BFS. We demonstrate the impact of this choice on theoretical optimality as well as on energy performance on modern multicore processors.

### 8.3 Algorithm

Ideally, to achieve optimal time complexity bound for BFS we should be able to explore all vertices and all edges in parallel without incurring any asymptotically dominating overhead for work distribution. With that in mind, we first designed a BFS algorithm that uses optimal prefix sum, splitting, binary search and scanning at each level for work-distribution and vertex exploration. Prefix sum is used to compute actual amount of work that needs to be done at any step which then equally gets split among the required number of workers. Each worker then independently searches for the work item (e.g., vertex and edge id) from which it needs to start working on. However, since each thread uses binary search to find the work item, this algorithm does not achieve the theoretical optimality due to the \( O(Dp^\text{max}(\log n, \log m)) \) cost for the overall binary search.

Therefore, to achieve optimal time-complexity, we need to replace binary search with another algorithm whose cost does not asymptotically increase the time-complexity of vertex exploration. In the following part, we describe our work-aware BFS algorithm that achieves that goal.

**Theoretically optimal BFS** Our work-aware BFS algorithm uses parallel prefix-Sum, Splitting, and Scanning to achieve work-optimality for arbitrarily shaped graphs. Figure 8.1 shows the pseudocode of the algorithm. We use the \texttt{CurLevelVertices} array to store vertices that are
going to be explored in a level. The parallel for loops are implemented using recursive divide and conquer where the recursion stops and switches to an iterative loop when a division size becomes $\leq$ GRAIN\_SIZE and then each thread executes one of those divisions iteratively in parallel with other threads.

All major computations in this BFS algorithm are performed using parallel for\_s. The main loop in lines $9-31$ executes until CUR\_LEVEL\_VERTICES becomes empty. The degrees of the vertices in CUR\_LEVEL\_VERTICES are collected in EDGE\_SUM and then PARALLEL\_PREFIX\_SUM [24] is used to count the number of edges to be explored in the current level. Then each thread in parallel determines its start location (start vertex and start edge of that vertex) in CUR\_LEVEL\_VERTICES assuming an (almost) equal division of work. Each active thread explores its assigned segment of edges and stores the newly discovered vertices in a private queue. A thread also marks itself as an owner of a vertex that it stores in its queue for the next level. If multiple threads claim ownership of a vertex, only one of them becomes the owner (benign race). After the exploration, each thread deduplicates its own output queue by keeping only the vertices for which it is the final owner. Next, each thread copies the unique vertices left in its queue to the CUR\_LEVEL\_VERTICES, and the next level of BFS starts.

The FIND\_START\_EXP\_POINT module demands separate explanation since it replaces the original binary search. In this function START\_EXP\_POINT$[t]$ stores an index from the CUR\_LEVEL\_VERTICES array denoting where thread $t$ should start exploring, and START\_EXP\_POINT$[t + 1]$ stores where thread $t$ should stop and thread $t + 1$ should start exploring. Lines $2 - 3$ are used to find an optimal number of threads necessary to execute this function. We divide the work of edge-exploration evenly among the threads. The START\_THREAD\_ID variable is used to store a thread id that can potentially start at the $i^{th}$ edge, and END\_THREAD\_ID is used to store a thread id that can potentially end at the $i^{th}$ edge in the EDGE\_SUM array. In Lines $5 - 12$, for each entry in the EDGE\_SUM array in parallel we determine the START\_THREAD\_ID (i.e., a thread that should start exploring an edge connected to that node) and END\_THREAD\_ID (i.e., a thread that could possibly end at that node). This range will be empty for all except $\leq P_l$ of them, where $P_l = \min(P_l; q_l)$. Here, $q_l$ denotes the number of vertices to be explored at BFS level $l$, and $P_l = P$ denotes the number of threads that is passed as a parameter to this function. For each nonempty range, we write this node’s position as the corresponding thread’s start location. In other words, if there is any such thread, we store this vertex position $i$ at the corresponding thread’s START\_EXP\_POINT location. If there are $k \geq 1$ threads who should start from that vertex, we use exactly $k$ threads to write the vertex position on those threads’ START\_EXP\_POINT locations. Observe that, the total work done by this function is only $O(q_l + P_l)$.

For all other modules including prefix sum, we modified the algorithm to make sure that we never use more cores than needed.

### 8.4 Analysis

Our work-aware BFS algorithm achieves the lower bound proved before as follows. The entire BFS algorithm can be divided into $D$ levels where each level $l$ consists of a constant (say, $c$)
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Parallel-BFS($s$, $P$) $s$ is the source vertex from which distance is calculated. $P$ is the maximum number of processors to use. Returns $d[0ː n - 1]$ which represents the distance from $s$ to each vertex.

1. $P_l ← \text{Min}(P, n)$
2. \text{for} $u ← 0$ to $n - 1$ do //for grainsize = $n/P_l$.
3. $d[u] ← \infty$, $\text{OWNER}[u] ← P$ //initialize distance & owner.
4. $\text{D}[s] ← 0$, $\text{OWNER}[s] ← 0$ //initialize source values.
5. $\text{CurLevelVertices} ← \text{Arr}[0 : n - 1]$ //current level nodes.
6. $\text{EdgeSum} ← \text{Arr}[0 : n - 1]$/holds prefixsum of degrees.
7. $\text{CurLevelVertices}[0] ← s$ //insert source vertex.
8. $l ← 0$, $P_l ← 1$ //initial level and number of threads.
9. \text{while} $n_l ← |\text{CurLevelVertices}| > 0$ do //any vertex left.
10. $l ← l + 1$ //number of steps. All of these steps
11. $P_l ← \text{Min}(P, n_l)$ //chosen based on max work.
12. \text{for} $u ← 0$ to $n_l - 1$ do //for grainsize = $n_l/P_l$.
13. $\text{EdgeSum}[u] ← \text{Degree}[\text{CurLevelVertices}[u]]$
14. $\text{Parallel-Prefix-Sum}(\text{EdgeSum}, n_l, P_l)$ //degree sum.
15. $e_l ← \text{EdgeSum}[n_l - 1]$ //total edges going to be explored.
17. $\text{StartExpPoint} ← \text{Find-StartExpPoint}(\text{EdgeSum}, e_l, P_l)$ //Find starting exploration point for each thread.
18. $\text{Q} ← \text{explore-vertex}(\text{CurLevelVertices}, \text{EdgeSum}, \text{StartExpPoint}, d, \text{Neighbor}, \text{Degree}, e_l, P_l, l)$
19. $\text{Sizes} ← \text{Arr}[0 : P_l - 1]$ //stores output Q sizes.
20. \text{for} $i ← 0$ to $P_l - 1$ do //for grainsize = 1.
21. $\text{Q-New} ←$ queue //temporary local queue.
22. \text{for $v ∈ \text{Q}[i]$} do if $\text{OWNER}[v] = i$ then $\text{Q-New.\text{ENQUEUE}}(v)$ //keeps only the owned vertices.
23. $\text{Q}[i] ← \text{Q-New}$, $\text{Sizes}[i] ← |\text{Q[i]}|$ //recollect the size of the deduplicated queues.
24. $\text{Parallel-Prefix-Sum}(\text{Sizes}, P_l, l)$ //compute the total size of the next level queue.
25. $\text{CurLevelVertices} ← \text{Arr}[0 : \text{Sizes}[P_l - 1]]$
26. \text{for} $i ← 0$ to $P_l - 1$ do
27. \text{if $j = 0$ then $\text{Offset} ← 0$ else $\text{Offset} ← \text{Sizes}[i - 1]$}
28. \text{for $j ← \text{Offset}$ to $\text{Offset} + |\text{Q[i]}|$} do
29. $\text{CurLevelVertices}[j] ← \text{Q[i].\text{DEQUEUE}}( )$

Figure 8.1: Theoretically optimal work-aware level-synchronous parallel breadth-first search.

number of steps. All of these steps \{i\} are implemented using parallel for loops. For each such step $i$ with work $W_{i,j}$, we choose $P_{i,j} = \text{Min}(P, W_{i,j})$. We distribute the work among $P_{i,j}$ threads in $Θ(\log P_{i,j})$ parallel time. After that each thread performs $\frac{W_{i,j}}{P_{i,j}}$ work serially. Hence, the parallel running time of that step is $O\left(\frac{W_{i,j}}{P_{i,j}} + \log P_{i,j}\right)$ which reduces to $O\left(\frac{W_{i,j}}{P_{i,j}} + \log P\right)$ when $P_{i,j} = P$, and to $O(\log W_{i,j})$ when $P_{i,j} = W_{i,j}$. Hence, $O\left(\frac{W_{i,j}}{P} + \log \text{min}(P, W_{i,j}) + 1\right)$ is the parallel running time covering both cases.

Therefore, $T_P = \sum_{i=1}^{D} \sum_{j=1}^{c} O\left(\frac{W_{i,j}}{P} + \log \text{min}(P, W_{i,j}) + 1\right) = O\left(\frac{\sum_{i=1}^{D} \sum_{j=1}^{c} W_{i,j}}{P} + \sum_{i=1}^{D} \sum_{j=1}^{c} \log \text{min}(P, W_{i,j}) + cD\right) = O\left(\frac{W_i}{P} + \sum_{i=1}^{D} \log \text{min}(P, W_i)\right)$, where $W_i = \sum_{i=1}^{c} (W_{i,j})$. 121
Figure 8.2: An efficient way to find starting point in a list of vertices/edges from where a thread should start working on to get even partitioning of work.

8.5 Experimental Results

We implemented our work-aware BFS algorithm using Intel\textsuperscript{®} Cilk Plus. In this section, we show some experimental results to demonstrate the performance of our BFS algorithm on many real-world and synthetic (RMAT) graphs. We compiled our program using ‘‘-O3 -ansi-alias -opt-subscript-in-range’’ parameters and turned off the deduplication option for the experiments. Deduplication, indeed, improved performance for the dense synthetic RMAT graphs, whereas, for most of the others, performance degraded. A description of the input graphs used in these experiments can be found in Table 8.1. We need to keep in mind that, the practical benefit of this work-aware BFS should be more visible when the number of cores in the machine is more than the amount of work we have in each computation step. Therefore, our algorithm should run more efficiently on machines with a very large number of cores. When the number of cores is small, the overhead of extra work can degrade performance.

<table>
<thead>
<tr>
<th>Graph</th>
<th>N</th>
<th>M</th>
<th>MaxD</th>
<th>Graph</th>
<th>N</th>
<th>M</th>
<th>MaxD</th>
</tr>
</thead>
<tbody>
<tr>
<td>kkt-power</td>
<td>2.1E+06</td>
<td>8.1E+06</td>
<td>13</td>
<td>as-skitter</td>
<td>1.7E+06</td>
<td>1.1E+07</td>
<td>33</td>
</tr>
<tr>
<td>ca-AstroPh</td>
<td>1.9E+04</td>
<td>4.0E+05</td>
<td>12</td>
<td>freescale</td>
<td>3.4E+06</td>
<td>1.9E+07</td>
<td>148</td>
</tr>
<tr>
<td>com-amazon</td>
<td>3.3E+05</td>
<td>9.3E+05</td>
<td>13</td>
<td>cage14</td>
<td>1.5E+06</td>
<td>2.7E+07</td>
<td>38</td>
</tr>
<tr>
<td>com-dblp</td>
<td>3.2E+05</td>
<td>1.0E+06</td>
<td>25</td>
<td>com-lj</td>
<td>4.0E+06</td>
<td>3.5E+07</td>
<td>52</td>
</tr>
<tr>
<td>RoadNet-PA</td>
<td>1.1E+06</td>
<td>1.5E+06</td>
<td>146</td>
<td>wiki</td>
<td>3.6E+06</td>
<td>4.5E+07</td>
<td>16</td>
</tr>
<tr>
<td>RoadNet-TX</td>
<td>1.4E+06</td>
<td>1.9E+06</td>
<td>33</td>
<td>cage15</td>
<td>5.2E+06</td>
<td>9.9E+07</td>
<td>49</td>
</tr>
<tr>
<td>RoadNet-CA</td>
<td>2.0E+06</td>
<td>2.8E+06</td>
<td>37</td>
<td>RMAT100M</td>
<td>1.0E+07</td>
<td>1.0E+08</td>
<td>12</td>
</tr>
<tr>
<td>com-orkut</td>
<td>3.1E+06</td>
<td>3.1E+06</td>
<td>33</td>
<td>RMAT1B</td>
<td>1.0E+07</td>
<td>1.0E+09</td>
<td>6</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>com-friendster</td>
<td>6.6E+07</td>
<td>1.8E+09</td>
<td>47</td>
</tr>
</tbody>
</table>

Table 8.1: Input graphs and their properties. Here N = \#vertices, M = \#edges, and MaxD = maximum diameter explored.
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<table>
<thead>
<tr>
<th>Property</th>
<th>Intel32</th>
<th>Intel16</th>
<th>Xeon Phi</th>
<th>Intel16E</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>Intel Xeon E5 4650</td>
<td>Intel Xeon E5 2680</td>
<td>Knights Corner</td>
<td>XeonCPU E5-2650</td>
</tr>
<tr>
<td>Clock</td>
<td>2.70 GHz</td>
<td>2.70 GHz</td>
<td>-</td>
<td>2.00 GHz</td>
</tr>
<tr>
<td># cores</td>
<td>4x8 (32)</td>
<td>2x8 (16)</td>
<td>61</td>
<td>2x8 (16)</td>
</tr>
<tr>
<td>L1 data cache</td>
<td>32 KB</td>
<td>32 KB</td>
<td>32 KB</td>
<td>32 KB</td>
</tr>
<tr>
<td>Last-level cache</td>
<td>20 MB</td>
<td>20 MB</td>
<td>512 KB</td>
<td>20 MB</td>
</tr>
<tr>
<td>Memory</td>
<td>1 TB</td>
<td>32 GB</td>
<td>8 GB</td>
<td>32 GB</td>
</tr>
<tr>
<td>OS</td>
<td>CentOS 6.3</td>
<td>CentOS 6.3</td>
<td>CentOS 6.3</td>
<td>Debian</td>
</tr>
<tr>
<td>Compiler</td>
<td>icc v13.0</td>
<td>icc v13.0</td>
<td>icc v13.0</td>
<td>icc v13.0</td>
</tr>
</tbody>
</table>

Table 8.2: System specifications. Intel16E is used for Power and Energy analyses.

We used machines from the Stampede Supercomputing Cluster [6] to run the experiments and the system specifications can be found in Table 8.2. We used LIKWID[184] and MSR modules to measure the energy/power consumed by the program. We measure performance in terms of Traversed Edges Per Second (TEPS), Seconds, Joules and Watts. Only for the con-friendster graph, we used the Intel32 machine that had 1TB of memory. All other programs were run on the Intel16 machine. Energy and power statistics were collected using our inhouse Intel16E machine.

Performance on Xeon multicores. Figure 8.3 shows the runtime performance in terms of TEPS on the input graphs shown in Table 8.1. We used 100 - 1000 random sources and took the average during the TEPS computation. As the Figure shows, work-aware BFS achieves up to 3.5 Billion TEPS for large graphs and 50 Billion TEPS for small graphs.

Performance on Xeon Phi manycores. Figure 8.4 shows the performance of our work-aware BFS algorithm on Intel® Xeon™ Phi in its native mode (where Xeon Phi works as a general CPU instead of a coprocessor). It shows that work-aware BFS achieves around 0.8 billion TEPS on large graphs and 10 Billion TEPS on small graphs.

Scalability on Xeon and Xeon Phi. Figure 8.5 shows scalability of work-aware BFS on a 16-core Xeon and 61-core Intel Xeon Phi architecture in its native mode on different real-world and synthetic graphs. It shows that work-aware BFS scales almost linearly till 120 threads (61 physical cores) on Xeon Phi for large enough graphs and keeps scaling till 244 threads. Although work-aware BFS is quite scalable on Xeon, as explained earlier, for very small number of cores,
the extra work done to achieve theoretical optimality really does not pay off and sometimes degrades performance.

Energy and Power Benefit. To show the energy benefits of choosing an optimal number of cores at each computation step, we profiled work-aware BFS while running on the Wikipedia graph with 1000 random sources. We repeated each run 30 times with each source, and the entire experiment 4 times, and took the average. We ran a work-unaware version of the work-aware BFS in which the maximum number of cores were used for the entire computation. We did not explicitly turn off the cores or caches, nor made the threads sleep. Neither we used DVFS (dynamic voltage frequency scaling) to reduce the frequency of the unused cores. Instead, we spawned the optimal number of threads before each operation. The expectation is that; the other threads will not use DRAM or other shared resources.
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Figure 8.6 shows a performance comparison of these two versions. In this figure a ratio > 1 means that the work-aware BFS is doing better, otherwise, the work-unaware version is doing better. Since the first two BFS levels of the Wikipedia graph typically have very few vertices and edges (see Table 7.8 in Chapter 7), the work-aware version should win, which is, indeed, the case in Figure 8.6. Since in level 3 the amount of work at each step is more than the maximum number of cores in our multicore machine (16-core Xeon Sandybridge), the ratios drop slightly below 1. Even then interestingly the ratios for DRAM energy and power consumption are still > 1. This shows potential energy benefits of work-aware BFS especially while running on thousands of cores.

![Figure 8.6: Performance comparison of work-aware and work-unaware BFS versions.](image)

Next we ran these work-aware and work-unaware BFS implementations on Intel16E for five graphs from our input set and collected the CPU, DRAM, and Power Plane 0 (uncore) energy and power. Figure 8.7 shows the ratio of CPU energy and power, ratio of Power Plane 0 (uncore including Last Level Cache) energy and power and ratio of DRAM energy and power consumption. In all these cases, a value > 1 is better. For almost all cases, the work-aware implementation consumes less energy as well as power and runs faster than the work-unaware version.

![Figure 8.7: Energy and power efficiency on many real-world graphs.](image)

### 8.6 Conclusion and Future Research

We present a theoretically optimal level-synchronous work-aware parallel BFS algorithm which achieves optimality and reduces energy consumption by actively controlling the number of cores used in each computation step. We empirically show that for levels where the amount of work is significantly less than the available cores, this approach reduces energy and power considerably. This algorithm can bring more energy benefits while running BFS on thousands of processing cores and can be optimized with all known optimizations (e.g., direction optimizations, NUMA awareness). We believe similar techniques can be used for distributed and hybrid-coprocessor settings, which probably can bring even more energy savings.

Extending this idea to develop energy-efficient breadth-first search algorithm targeting distributed and distributed-shared memory platforms is interesting future research direction to pursue.
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Chapter 9

Hybrid Algorithm using Octrees: Polarization Energy on Clusters of Multicores

9.1 Abstract

Computing polarization energy between a ligand (i.e., a small molecule such as a drug molecule) and a receptor (e.g., a virus molecule) is of utmost importance in drug design. We have designed and implemented cache-oblivious recursive divide-and-conquer distributed-memory and distributed-shared-memory parallel algorithms for approximating Generalized Born (GB) polarization energy (e.g., polar part of free energy of hydration) of protein molecules. This is an octree-based hierarchical algorithm, built on Greengard-Rokhlin type near-far decomposition of data points (i.e., atoms and points sampled from the molecular surface) for calculating the polarization energy of protein molecules using the surface based $r^6$-approximation of Generalized Born radii of atoms. We have shown that our implementations outperform state-of-the-art GB-polarization energy implementations, such as Amber 12, GBr$^6$, Gromacs 4.5.3, NAMD 2.9 and Tinker 6.0. Using numerical and algorithmic approximations, cache-efficient data structures, efficient load-balancing and parallelization schemes, we achieve over 400× speedup w.r.t Amber with less than 1% error w.r.t. the naïve exact algorithm using as few as 144 cores (i.e., 12 compute nodes with 12 cores each) for molecules with as many as half a million of atoms.

9.2 Introduction

Whenever a molecule comes under the influence of an electric field, its charge distribution is relaxed in response to that field. The energy associated with this relaxation is known as the polarization energy ($E_{\text{pol}}$). It is typically negative in quantity, as a relaxation leads to decrease in energy [134]. Electronic polarization plays a crucial role in drug design, discovery and design of
new proteins, antivirus and antibiotics, protein-protein docking, molecular dynamics simulations for determining the molecular conformation with minimal total free energy, and so on.

The Poisson-Boltzmann [17, 88, 104, 124] model can be used to approximate $E_{pol}$. However, due to its high computational costs Poisson-Boltzmann method is rarely used for large molecules such as proteins. Instead $E_{pol}$ is approximated using the Generalized Born (GB) model [100, 141, 166] – a popular approximation model which considers solvent as a statistical continuum. However, computing $E_{pol}$ naively even based on the GB model takes time quadratic in the number of atoms in the molecule, and thus it remains computationally expensive for large molecules. Hence, another level of approximation over the original GB-approximation is required in order to reduce its complexity below quadratic, and preferably to linear.

An additional level of performance boost can be gained in GB-approximation by introducing parallelism in the computation [108]. Before multicores became widely available, distributed-memory parallel algorithms were typically used in high-performance parallel computing, and these algorithms were designed to use explicit distribution and communication of data among the compute nodes. Even though multicore computers allow implicit communication among the cores through the memory hierarchy and the shared memory space, when run on clusters of multicores, pure distributed-memory algorithms typically require separate memory space for each core of the same compute node, and explicit communication among the cores. One natural way of reducing excessive data replication and explicit communication among the cores of a compute node is to use hybrid algorithms – algorithms that use shared-memory parallelism inside each multicore node and distributed-memory parallelism across the nodes of the cluster. The goal is to reduce space usage (due to data replication) and communication time (due to explicit communication among threads) whenever possible.

The main contribution of this work is a hybrid distributed-shared-memory parallel algorithm for approximating GB polarization energy on a cluster of multicores. We use a fast approximation scheme based on a hierarchical spatial decomposition of the molecule\(^1\) [40, 41], and apply a Greengard-Rokhlin type near-far approximation scheme [93] on the decomposition. We also present detailed performance results of our approach. We show that it runs faster than other state-of-the-art implementations of GB polarization energy namely, *Amber* 12 [57], GBr\(^6\) [183], *Gromacs* 4.5.3 [102], *NAMD* 2.9 [147, 174] and *Tinker* 6.0 [72], and can handle molecules larger than most of them can process. We have also compared our hybrid algorithm with our own purely distributed-memory implementation of the same algorithm. We found that though for small molecules the hybrid algorithm runs slower, it outperforms the distributed-memory version as the size of the molecule increases.

The distributed-shared-memory and distributed-memory algorithms are based on the prior shared-memory cache-oblivious recursive divide-and-conquer algorithm [40, 41] which somewhat shows portability of a cache-oblivious recursive divide-and-conquer (CORDAC) approach to different platforms. Our distributed-shared-memory algorithm has the following properties:

- **Hybrid parallelism** > We use shared-memory parallelism inside each compute node and distributed-memory parallelism across the compute nodes.

\(^1\)consisting of atoms and points sampled from the surface of the molecule
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- **Cache- and space-efficient data structure**  
  We use octrees [107] for finding nonbonded atoms, which, unlike traditional nonbonded lists [146], always use space linear in the number of atoms in the molecule independent of any distance cutoff used. Octrees are recursive data structures and also known to be cache-friendly.

- **Space-independent speed-accuracy tradeoff**  
  The algorithm uses user-defined approximation parameters, and by tuning these parameters one can get a more accurate approximation of $E_{\text{pol}}$ at the cost of increasing the running time and vice versa. Unlike traditional distance cutoff based methods, the space usage is independent of the values of the approximation parameters.

- **Load-balancing**  
  Inside each compute node, we use dynamic load-balancing based on efficient randomized work-stealing [27], and across nodes, we use static load-balancing in order to reduce the communication overhead.

The rest of this chapter is organized as follows. In Section 9.3 we provide necessary background on polarization energy as well as on the data structures and algorithms we use. In Section 9.4 we describe related work on the estimation of polarization energy. Section 9.5 presents our algorithms along with their theoretical complexity analysis. In Section 9.6 we present simulation results and a detailed comparison with other existing approaches namely, *Amber 12, GB\textsuperscript{r6}, Gromacs 4.5.3, NAMD 2.9* and *Tinker 6.0*. Finally, Section 9.7 concludes this chapter with some future research directions.

### 9.3 Background

In this section, we first explain the mathematical expressions for estimating $E_{\text{pol}}$. Then we provide some background on the cache-efficient octree data structure, and the near-far approximation scheme from [40, 41] which we extend to the distributed-shared-memory setting.

**Polarization Energy**: The polarization energy of a molecule depends on the difference of potential of that molecule in solvent and gas-phase, and its charge density:

$$E_{\text{pol}} = \frac{1}{2} \int O_{\text{reaction}}(r) \rho(r),$$  

(9.1)

where $O_{\text{reaction}} = O_{\text{solvant}} - O_{\text{gas-phase}}$, and $O(r)$ and $\rho(r)$ are the electrostatic potential and charge density of the molecule, respectively.

In the GB-model, the polarization energy of a molecule is given by the following equation:

$$E_{\text{pol}} = \frac{1}{2} \left(1 - \frac{1}{\epsilon_{\text{solv}}}ight) \sum_{i,j} \frac{q_i \cdot q_j}{f_{ij}^{\text{GB}}},$$  

(9.2)

where $f_{ij}^{\text{GB}} = \left[ r_{ij}^2 + R_i R_j \exp \left( -\frac{r_{ij}}{R_i R_j} \right) \right]^{-\frac{3}{2}}$, and $\epsilon_{\text{solv}}$ = solvent di-electric, $r_{ij}$ = distance between atoms $i$ and $j$, $R_k$ and $q_k$ ($k \in \{i,j\}$) denote the Born radius and charge value of atom $k$, respectively.
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The effective Born radius reflects how deep a charge is buried inside the molecule. The Born radius of an atom $i$, $R_i$, shows the extent of interaction of the atom with a solvent when it is dissolved in that solvent. If the atom is close to the molecular surface, $R_i$ is small. An atom with large $R_i$ has a weaker interaction with the solvent.

To approximate Born radii and polarization energy, we have used Gaussian quadrature points sampled from the molecular surface. Gaussian quadrature attempts to obtain the best numerical estimate of an integral (e.g., molecular surface function) by picking optimal abscissas $x_i$ to evaluate the function. Gaussian quadrature is considered to be optimal as it fits all polynomials exactly up to a certain degree $[190]$. The triangulation of Gaussian quadrature function of the molecular surface yields an estimation of molecular surface normal at triangulation vertices, and at Gauss quadrature numerical integrations points in each triangle’s interior. A constant number of quadrature points per triangle are needed for high accuracy of the Born radii calculation.

The evaluation of Born radii is essentially based on the Coulomb field approximation $[96]$, which assumes that the electric displacement is in the Coulombic form. Using this approximation, Born radii can be calculated as follows, where $x_i$ represents the center of atom $i$.

$$\frac{1}{R_i} = \frac{1}{4\pi} \int \frac{1}{|r - x_i|^4} d^3r \quad (9.3)$$

We can obtain a discrete approximation of Born radii by applying Gaussian quadrature as shown in Equation 9.4 (known as $r^4$-approximation) $[66]$:

$$\frac{1}{R_i} \approx \frac{1}{4\pi} \sum_{k=1}^{N} w_k \frac{(r_k - x_i) \cdot \vec{n}_k}{|r_k - x_i|^4}, \quad (9.4)$$

where $r_k$s denote $N$ Gaussian quadrature points on the molecular surface, $\vec{n}_k$ is the unit outward surface normal at $r_k$, and $w_k$ is a weight assigned to the quadrature point in order to achieve higher order of accuracy for small $N$. However, the following approximation of Born radius (known as $r^6$-approximation) shows better accuracy for spherical solutes, e.g., proteins $[96]$:

$$\frac{1}{R_i^3} = \frac{3}{4\pi} \int_{e_x} \frac{|r_k - x_i|^6}{|r_k - x_i|^4} \approx \frac{1}{4\pi} \sum_{k=1}^{N} w_k \frac{(r_k - x_i) \cdot \vec{n}_k}{|r_k - x_i|^6}. \quad (9.5)$$

Octrees vs. Nblists: An octree is a tree data structure that recursively and adaptively subdivides a 3D space into 8 octants, and is often used as a container for rectilinear scalar field data. Octrees are very cache friendly because of their recursive nature. We use octrees to store the atoms in a molecule and the surface quadrature points. Once an octree is built, it can be used for any approximation parameter (approximation parameter is sort of similar to distance cutoff used in other molecular dynamics (MD) packages). Some existing MD packages, e.g., Amber, NAMD and Gromacs use nblists (nonbonded list) to represent interacting atom pairs. The size of the nblist of any given atom grows linearly with the number of atoms in the system, and cubically with the distance cutoff that truncates the non-bonded interactions. On the other hand, an octree uses space linear in the number of data points it holds, and its size does not change with the approximation parameter. Updating the nblist after the initial construction is costly and also not scalable with the distance cutoff. Often MD implementations that use
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**Figure 9.1:** *In the Born radius approximation algorithm two octrees are constructed: one for the atoms in the molecule, and the other for the quadrature points. Born radii of all atoms are approximated by recursively traversing both octrees simultaneously. For simplicity, the octrees are drawn as quadrees. This figure has been reused from [45] with permission.*

**nblists** run out of memory for molecules with millions of atoms. For large cutoffs, an octree is more space-efficient, update-efficient and cache-efficient compared to nblists [42].

**Approximating Born Radii and GB Energy:** This section gives a quick overview of the approximation algorithms for Born radii and polarization energy calculation described in [40]. We use the same basic ideas of near-far approximation in our distributed and distributed-shared-memory algorithms, although we change the algorithms as well as the approximation schemes for efficient work-division. Let $A$ be the set of atoms in a molecule, and $Q$ be the set of quadrature points (denoted *q*-points) sampled from the molecular surface. First, two octrees $T_A$ and $T_Q$ for $A$ and $Q$, respectively, are built, and then Born radii are approximated by traversing them simultaneously starting at their root nodes.

Approximate integrals (using Equation 9.5) are collected at appropriate internal nodes of $T_A$ and atoms of $A$. Suppose at some point during this traversal we are at node $A \in T_A$ and node $Q \in T_Q$. Let $r_A$ (resp. $r_Q$) be the radius of $A$ (resp. $Q$). If $A$ and $Q$ are far enough, i.e., the distance between their centers, $r_{AQ}$ is larger than $(r_A + r_Q) \left( \frac{\left(1+\epsilon\right)^{1/6}+1}{\left(1+\epsilon\right)^{1/6} - 1} \right)$ for some user-defined approximation parameter $\epsilon > 0$, then the contribution of all $q$-points in $Q$ to the Born radius integral of each atom in $A$ can be approximated by treating $A$ (resp. $Q$) as a single pseudo-atom (resp. pseudo $q$-point) centered at the geometric center of the atoms (resp. $q$-points) under it. These approximated contributions are collected in $A$. If $A$ and $Q$ are not far enough but at least one of them is a non-leaf, we recurse using the children of the non-leaf/non-leaves. If both are leaves, then we compute the contributions exactly using the atoms under $A$ and the $q$-points under $Q$, and collect them in the respective atoms. Next, we traverse $T_A$ top-down, and collect and add partial integrals from all ancestors of an atom to it. Finally, we compute the Born radii values from these accumulated values [40]. $E_{pol}$ is approximated using a similar technique. The pseudo-code for the Born radii and $E_{pol}$ calculation can be found in [40]. Note that the accuracy and speedup of these algorithms can be tuned by changing the approximation parameters, $\epsilon$; increasing $\epsilon$ gives better speedup while sacrificing accuracy in results more and vice-versa.
9.4 Related Work

Octree-based hierarchical treecode algorithms have already been used for energetics computations. These algorithms are typically based on Barnes-Hut clustering [109] or the Fast Multipole Method (FMM) [28], and have been implemented for both serial and distributed-memory parallel machines to compute Coulomb, London, Lennard-Jones, H-bonds potentials [65, 161], polarized Coulomb interactions [122], Yukawa potential [193], etc.

Popular Parallel $E_{pol}$ Implementations The well-known Amber 12 [57] package has an MPI-based distributed-memory implementation for GB-energy calculation. Amber also has a shared-memory parallel implementation of GB-energy which uses vectorization [164]. Gromacs [102] has OpenMP based shared-memory and MPI based distributed-memory implementations of $E_{pol}$. On the other hand, NAMD [147, 174] uses Charm++ [110] and MPI for its shared and distributed-memory implementations, respectively. Tinker-6.0 [72] is also a well-known MD package which supports OpenMP based shared-memory parallelism. On the other hand, GBr$^6$ has a serial approximation algorithm that uses volume-based $r^6$-approximation of Born radii as opposed to our surface-based $r^6$-approximation. We present the first efficient distributed-shared-memory implementation of GB energy computation. Although, most of these MD packages support multiple GB-models such as HCT [100], STILL [166], OBC [141] etc, we used STILL’s [166] model of equations.

After we published this work, several improvements have been made in most of these MD packages. Amber, Gromacs, and NAMD have their GPU versions now. Gromacs GPU version still does not support implicit solvent GB energy computation. We show some comparison results with Amber-12 and 14 GPU versions at the end.

9.5 Our Contributions

Our main contributions in this work are as follows:

- We present efficient and scalable distributed-memory and hybrid distributed-shared-memory parallel algorithms for approximating Born radii and polarization energy. A number of different load-balancing/work-distribution schemes have been explored.

- We show the theoretical time complexity analyses and detailed experimental performance analyses of the algorithms.

- We present performance comparison results of our distributed- and distributed-shared-memory parallel algorithms with five other state-of-the-art implementations of $E_{pol}$, namely, Amber 12, Amber 14 GBr$^6$, Gromacs 4.5.3, NAMD 2.9 and Tinker 6.0, which show that our implementations outperform all of them.

The major difference of our approach from algorithms presented in [40] is that we only traverse one octree instead of two, and hence the approximation scheme is also different. Figures 9.2 and 9.3 show our modified algorithms.
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Approx-Integrals\( A, Q \) (Here \( A \) denotes a node from atoms octree, and \( Q \) denotes a leaf node from quadrature points octree. For each atom \( a \) under the subtree rooted at the given node \( A \) in the atoms octree, this function approximates
\[
\sum_{q \in Q} w_q (p_a - p_q) \nu_{a}.
\]
By \( p_a = (x_a, y_a, z_a) \) we denote the center of an atom \( a \), while by \( p_q = (x_q, y_q, z_q) \), \( w_q \) and \( \nu_{a} = (n_{x_a}, n_{y_a}, n_{z_a}) \) we denote the location of a quadrature point \( q \), weight assigned to \( q \), and the unit outward normal on the molecular surface at \( q \), respectively. By \( r_A \) (resp. \( R_A \)) we denote the radius of the smallest ball that encloses all atom centers (resp. integration points) under \( A \) (resp. \( Q \)). The distance between the geometric centers of \( A \) and \( Q \) is given by \( r_{A,Q} \). We assume \( \pi Q = \sum_{q \in Q} w_q r_q \). Similarly, for \( \pi Y Q \) and \( \pi X Q \). Each atom \( a \) has a field \( s_a \) and each node \( A \) in the atoms octree has a field \( s_A \), all of which are initialized to zero. The approximated sum is added to \( s_A \) provided \( A \) and \( Q \) are far enough in space so that the sum can be approximated reasonably well (controlled by an approximation parameter \( \epsilon > 0 \)). Otherwise, the sums are computed recursively and added to the field of appropriate descendants of \( A \). By \text{child}(A) \) we denote the set of non-empty octree nodes obtained by subdividing node \( A \).

1. \textbf{if} \( r_{A,Q} > (r_A + r_Q) \) \textbf{then} \( s_A = s_A + \sum q \in Q \pi Q (r_{A,Q}) \) \textbf{far enough to approximate}

2. \textbf{elif} \text{leaf}(A) \textbf{then} \\
\quad \text{too close to approximate; compute exact value} \\
\quad \text{for each atom } a \in A \text{ do} \\
\quad \quad s_a = s_a + \sum q \in Q \pi Q (r_{A,Q}) \text{ (for each quadrature point } q \in Q \text{)} \\

3. \textbf{else} \forall A' \in \text{child}(A) : \text{Approx-Integrals}(A', Q) \\

Push-Integrals-to-Atoms\( A, s, s_{id}, e_{id} \) (\( A \) is a node in the atoms octree, and \( s = \sum A' \in \text{CHILD}(A) A' s_{A'} \)). This function pushes \( s + s_{id} \) to each descendant of \( A \). If \( A \) is a leaf it computes the Born radius of each atom \( a \in A \) using \( s + s_{id} + s_{A} \). Here, \( s_{id} \) and \( e_{id} \) denote the start \( id \) and end \( id \) of the atoms assigned to a process.

1. \textbf{if} \text{leaf}(A) \textbf{then} \text{forall } a \in A \text{ that falls in } [s_{id}, e_{id}]: \\
\quad R_a = \max \left\{ R_a + \frac{2}{3} \right\} \text{ //compute Born radii of } A \text{'s atoms} \\

2. \textbf{else} \forall A' \in \text{child}(A) : \text{par Push-Integrals-to-Atoms}(A', s + s_{id}, s_{id}, e_{id}) //push integrals to } A \text{'s descendants}

Approx-Epol\( U, V \) (For two given nodes \( U \) and \( V \) in the atoms octree \( T_A \) where, \( V \) is a leaf, approximate the part of \( E_{pol} \) resulting from the interaction between the set of atoms under \( U \) and \( V \). By \( r_U \) we denote the radius of the smallest sphere that encloses all atom centers under \( U \). For any atom \( u \in U \), its center, radius, charge and Born radius are given by \( (x_u, y_u, z_u), r_u, q_u, R_u \), respectively. For \( 0 \leq k < M_U = \log_{1,2} (R_{max,1}/R_{min,1}) \), \( q_{[k]} = \sum_{(\epsilon U)} (\epsilon U) \in (\epsilon U) \cap [1 + (k + 1)] q_{[k]} \), where \( R_{min,1} \) and \( R_{max,1} \) are the minimum and the maximum Born radius among all atoms in \( A \). By \text{child}(A) \) we denote the set of non-empty octree nodes obtained by subdividing node \( A \).

1. \textbf{if} \text{leaf}(U) \textbf{then} \text{return } -\sum_{(\epsilon U) \in (\epsilon U) \cap [1 + (k + 1)]} q_{[k]} / \sqrt{r_{n^2} + R_u R_v e^{-r_U / R_{min,1}}} //exact value \\

2. \textbf{elif} \text{use } \epsilon_{U,V} > (r_U + r_V) \text{ (1 + } \frac{2}{3}) \text{ then} \\
\text{return } -\sum_{\epsilon \in U \cap V} q_{[\epsilon]} / \sqrt{r_{n^2} + R_{min,1}} / \sqrt{r_{n^2} + R_{min,1}} //approximate \\

3. \textbf{else} \text{return } cos \sum_{U' \in \text{child}(U) \text{ Approx-Epol}(U', V') \text{ //recurse on } U \text{ (parallel)}}

Figure 9.2: Octree-based algorithm for 1st-approximation of Born radii.

Figure 9.3: Octree-based algorithm for approximating \( E_{pol} \) from Born radii.

9.5.1 Load Balancing

There are basically two possible ways of load-balancing in our distributed-shared- and distributed-memory algorithms:

- distribute only the work/computation (each process will have all the data),
- distribute both the data and work evenly among the processes (each process gets only a fraction of the data).

Here we only report the implementations in which we divide the work (each process has a complete set of data).
We use MPI [92] and cilk++[118] to implement our distributed and distributed-shared-memory algorithms. We choose cilk++ because our algorithms are mainly based on nested fork-join parallelism, and such recursive parallel algorithms can be implemented very easily in cilk++. Cilk++’s randomized work-stealing scheduler allows efficient parallel execution of these recursive divide-and-conquer algorithms. In the rest of this chapter, we will refer to our hybrid distributed-shared implementation as OCTMPI+CILK and the pure distributed implementation as OCTMPI.

Load-balancing on octree data structures has been discussed in [33]. We have used both static and dynamic load-balancing schemes in our algorithms. We use static load-balancing among the processes because static load-balancing is more efficient and less costly than dynamic load-balancing in this case. Our load-balancing scheme works in the following way:

> **Explicit Static Load-Balancing:** Work is divided evenly among the processes. The $i^{th}$ process computes the Born radii and $E_{pol}$ for the $i^{th}$ segment of atoms and leaf nodes, respectively, from the atoms octree.

> **Implicit Dynamic Load-Balancing:** Since the algorithm uses recursive divide-and-conquer technique and implemented using cilk++, the provably efficient work-stealing scheduler [27] of cilk++ does dynamic load-balancing among the threads inside each process.

**Different Work Distribution Approaches:** In the distributed/distributed-shared-memory algorithms, one can distribute the work of calculating Born radii and polarization energy among the computing processes (a process consists of one or more cores), either by dividing the leaf nodes (NODE-BASED-WORK-DIVISION²) or by dividing the atoms (ATOM-BASED-WORK-DIVISION³).

**Work Distribution for Born Radii Calculation:** For Born radii calculation work can be divided by dividing the atoms or nodes from any of the two octrees (atoms octree or quadrature points octree) evenly among the processes, assigning the job of computation on a particular segment of nodes or atoms to a particular process. To compute Born Radii, we distribute the work in two phases. Firstly, we evenly divide the leaf nodes from the quadrature points octree to the MPI processes. We assign the work of computing approximated integrals for the $i^{th}$ segment of leaf nodes to the $i^{th}$ MPI process. In the second phase (in PUSH-INTERGRALS-TO-ATOMS), we divide the atoms evenly among the processes, and the $i^{th}$ MPI process computes the final Born Radii for the $i^{th}$ segment of the atoms. Note that each MPI process only traverses the atoms octree, and for each leaf node of the quadrature points octree that has been assigned to it, it computes the approximated integrals. In another implementation, we divide the atoms in both of these phases, and each process traverses both octrees ($T_A$ and $T_Q$), but computes only for those nodes and atoms that fall within its range.

**Work Distribution for $E_{pol}$ Calculation:** For $E_{pol}$ calculation, we first divide the leaf nodes of the atoms octree into $P$ equal segments, where $P$ is the number of MPI processes. Then we assign the work of computing the interaction of the $i^{th}$ segment of leaf nodes with the entire atoms octree to the $i^{th}$ MPI process. In this case, each process computes the interaction energy

²Each compute node computes only for the leaves assigned to it.
³Each compute node computes only for the atoms assigned to it.
due to all leaf nodes assigned to it, either by considering them in parallel (in $OCT_{MPI+CILK}$) or by taking them one at a time (in $OCT_{MPI}$) while it traverses the other atoms octree. We refer to the work division that divides leaf nodes for Born radii and energy computation as the node–node work division.

Other combinations of work divisions (e.g., atom–node, atom–atom, qpoint–node, node–atom, etc.) are also possible, but the node–node type work division scheme performed better than other alternatives in the experiments we conducted. We have observed that atom–node work division takes slightly more time than the purely node based (node–node) work division. Moreover, in node–node work division, only leaf nodes (of one octree) are considered during interaction computation (with another octree) which leads to less approximation compared to approximating at internal nodes. For this reason, the node–node work division performs better than others with respect to the percentage of error in the energy value. The error of atom based work division keeps changing with the number of processes even when the approximation parameters are kept fixed, because different division boundaries can split the same treenode differently in atom-based work division. On the contrary, for node-based work division, the error is constant for constant parameters, because each compute node always gets a full treenode, and hence the approximation does not change with the change of division boundaries. We have also observed the same trend of errors in Gromacs that also uses atom based work division techniques.

**Dynamic load-balancing among threads:** In our distributed-shared-memory algorithm, inside each compute node multiple threads (or cores) are used to accomplish the work assigned to a process. The cilk++ runtime system provides dynamic load-balancing among threads using a randomized work-stealing scheduler [27]. In cilk++ work-stealing scheduler, each thread maintains a double ended queue (deque) to store its outstanding work/tasks and adds the newly generated work to the bottom of the queue. On the other hand, when a thread runs out of work, it chooses a random victim thread and steals work from the top of the victim’s queue (top task is ideally the biggest task) which helps to reduce inter-thread communication and guarantees progress [118].

### 9.5.2 Algorithm

Figure 1.4 shows a sketch of our hybrid distributed-shared-memory parallel octree based GB-radii and $E_{pol}$ computation algorithms, where $p$ denotes the number of threads running concurrently in shared-memory and is upper bounded by the number of cores in a single compute node. If the distributed-shared-memory algorithm runs with $P$ processes, each running $p$ threads internally, the corresponding distributed-memory algorithm should run $P \times p$ MPI processes to achieve the same level of parallelism (using the same number of cores).

It is important to design hybrid (distributed-shared) algorithms and explore their performance for the following reasons.

- Most modern supercomputers are networks of multicores, and hence, the future computation model is likely to be of a distributed-shared-memory type.
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Distributed/Distributed-Shared-memory Octree Based GB-Polarization Energy Computation Algorithm

( Suppose, we have \( P \) processes, each of which is running \( p \) threads internally. Therefore, if \( p = 1 \), it’s a purely distributed approach and if \( p > 1 \), it’s a distributed-shared approach. We first divide the work among the processes as evenly as possible. Inside each process (or node), work is further distributed among multiple threads dynamically by the cilk++ framework.)

1. Each compute node builds atoms-octree, \( T_A \) and quadrature-points-octree, \( T_Q \) independently.

2. For \( 1 \leq i \leq P \) [in parallel], the \( i^{th} \) process calculates the approximated integrals due to the \( i^{th} \) segment of leaf nodes from the quadrature points octree by traversing \( T_A \) using the APPROX-INTEGRALS algorithm. //Node based work division.

3. Each process gathers the partial approximated integrals due to other segments of leaf nodes computed by other processes using MPI_Allreduce.

4. For \( 1 \leq i \leq P \) [in parallel], the \( i^{th} \) process calls the PUSH-INTEGRALS-TO-ATOMS function and computes final Born radii for the \( i^{th} \) segment of atoms. //Atom based work division.

5. Each process gathers the Born radii of other segments of atoms from other processes.

6. Each process traverses \( T_A \), and for \( 1 \leq i \leq P \) [in parallel], the \( i^{th} \) process calculates partial energy by computing the one-to-one interactions of the \( i^{th} \) segment of leaf nodes from \( T_A \) on other nodes of \( T_A \). //Node based work division.

7. The master process accumulates partial energy values from step 6 and generates the final \( E_{pol} \).

Figure 9.4: Octree-based distributed- and distributed-shared-memory algorithm.

▷ A pure distributed-memory approach typically requires more memory than its distributed-shared-memory counterpart.\(^4\)

▷ Running a single multi-threaded process with two threads on the same compute node (multicore machine) incurs less communication overhead than running two single-threaded processes on two different compute nodes.

▷ No distributed-shared-memory implementation of GB-energy is available yet (at the time of publication).

Suppose, in a shared-memory algorithm \( k \) threads share the same data of size \( s \). Now if we launch these \( k \) threads as \( k \) different processes as in a distributed-memory setting, each process will require a separate copy of the same data occupying \( ks \) space in total. As long as this \( ks \) data fits in the shared-cache/main memory, the speedups from both distributed and distributed-shared memory approaches should be comparable. However, as \( k \) independent processes (distributed) use \( k \) times more memory than used by one process with \( k \) threads (shared), at some point, the distributed-shared-memory algorithm should outperform the distributed-memory algorithm. This happens when the input becomes so large that the \( ks \) data does not fit into the shared-cache/main memory and incurs severe memory overhead (page fault/cache misses and excessive pressure on bandwidth) causing a slowdown of the program. Moreover, the typical cost of communication among \( k \) threads in shared-memory < the cost of communication among \( k \) processes on a single compute node/socket < the cost of communication among \( k \) processes on different sockets < the cost of communication among computing nodes across the cluster. This also implies that as we increase the number of processes, the overhead of purely distributed algorithm will be more than the distributed-shared-memory algorithm. We have also observed similar trends in our experiments.

\(^4\)Distributed memory implementations are typically designed to replicate data instead of sharing.
9.5.3 Analysis of Time Complexity

In this section, we analyze the theoretical complexity of our distributed/distributed-shared-memory octree-based algorithms. We have used complexity results proved in [40] and [41] for this analysis. Let $P$ be the number of MPI processes, and $p$ be the number of threads running internally inside each process. Let, the molecule has $M$ atoms in it.

**Computational Cost** $T_{\text{comp}}$:

*Step 1:* Each process builds octrees from atoms and quadrature points, which takes $O(M \log M)$ time (assuming the number of Gaussian quadrature points, $m = O(M)$) [40]. Once the octrees have been built, we can approximate for any $\epsilon$ (recall that $\epsilon$ is an approximation parameter) without reconstructing them. Moreover, for drug-design and docking where we need to place the ligand at thousands of different positions w.r.t. the receptor, we can move the same octree to different positions or rotate it as needed by multiplying with proper transformation matrices, and then recompute the energy values. Therefore, we can consider the octree construction cost as a pre-processing cost and ignore it.

*Step 2:* Each process calculates the Born radii by traversing the atoms octree starting at the root node. The $i^{th}$ process computes only for the $i^{th}$ segment of leaf nodes from the quadrature points octree using the APPROX-INTegrals algorithm. Since each process gets approximately $\lceil M/P \rceil$ atoms, and inside each process each of the $p$ cores/threads again does approximately $\lceil M/P \rceil$ part of the work, it costs $O\left( \frac{1}{p} \left( \frac{M}{p} + \log M \right) \right)$ time (using results from [41]).

*Step 4:* Each process calls PUSH-INTegrals-TO-ATOM, and the $i^{th}$ process calculates Born radii only for the $i^{th}$ segment of atoms. Traversing the entire tree takes $O(M \log M)$ time but each process traverses only that part of the tree that falls in its range. Eventually each thread traverses approximately $O\left( \frac{1}{p} \left( \frac{M}{p} \right) \right)$ fraction of the tree. Therefore, this function will take $O\left( \frac{1}{p} \left( \frac{1}{p}(M \log M) \right) \right)$ time.

*Step 6:* Each process traverses $T_A$, and the $i^{th}$ process calculates partial energy by computing the one-to-one interactions of the $i^{th}$ segment of leaf nodes from $T_A$ with other nodes of $T_A$. Since each process gets $\lceil 1/P \rceil$ fraction of the total number of leaf nodes from the atoms-octree containing approximately $\lceil M/P \rceil$ atoms, each thread (or core) gets around $\lceil M/P \rceil$ of the atoms for computation. Hence, this step will take $O\left( \frac{1}{p} \left( \frac{1}{p}(M + 1) \log M \right) \right)$ time (using results from [41]).

Therefore, the total parallel computation time is, $T_{\text{comp}} = O\left( \frac{1}{p} \frac{1}{p}(M + 1) \log M \right)$.

**Communication cost** $T_{\text{comm}}$:

*Step 3 & 5:* Each process gathers the approximated integrals and Born radii of other segments from other processes. It takes $O(t_s \log P + t_w \frac{M}{p}(P - 1))$ time, where $t_s$ is the startup time and $t_w$ is the message passing time per word (costs for MPI primitives can be found in Table 4.1 of [92]).

*Step 7:* The master process accumulates partial energy values from Step 6 using MPI_Allreduce and generates the final $E_{\text{pol}}$ which takes $O(t_s \log P + t_w(P - 1))$ time.
Therefore, the total parallel time, \( T_p = T_{\text{comp}} + T_{\text{comm}} = O \left( \frac{1}{P} \left( \frac{M}{P} + 1 \right) \log M + t_s \log P + t_w \frac{M}{P} (P - 1) \right) \) 
= \( O \left( \frac{1}{P} \frac{1}{p} M \log M + t_w M \right) \).

<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processors</td>
<td>3.33 GHz-Hexa-Core 64-bit Intel-Westmere</td>
</tr>
<tr>
<td>Cores/node</td>
<td>12</td>
</tr>
<tr>
<td>RAM size and speed</td>
<td>24 GB, 1333 MHz</td>
</tr>
<tr>
<td>Cluster Interaction Type</td>
<td>InfiniBand, fat-tree topology, 40Gb/s p2p bandwidth</td>
</tr>
<tr>
<td>Cache</td>
<td>12 MB L3, 64 KB private L1, 256 KB private L2</td>
</tr>
<tr>
<td>Operating System</td>
<td>Linux CentOS 5.5.</td>
</tr>
<tr>
<td>Parallelism Platform</td>
<td>Intel Cilk-4.5.4, MPI (MVAPICH2/1.6)</td>
</tr>
<tr>
<td>Optimization parameter</td>
<td>-O3</td>
</tr>
</tbody>
</table>

Table 9.1: Simulation environment.

9.6 Simulation Results

All experiments included in this section were performed on the Lone star4 computing cluster located at the Texas Advanced Computing Center [6]. All algorithms were tested on ZDock Benchmark Suite-2.0 containing 84 complexes (168 proteins) both in bound and unbound states. We used proteins from the bound dataset only. The number of atoms per protein varied from around 400 to 16,000. Important properties of the simulation environment are summarized in Table 9.1.

We have compared three different octree based implementations, namely, the shared-memory, distributed-memory, and distributed-shared-memory implementations with \( GB_{r^0} \) [183], and the GB-polarization energy implementations from four existing well-known molecular dynamics packages, namely, Gromacs 4.5.3 [102], NAMD 2.9 [147, 174], Amber 12 [57] and Tinker 6.0 [72]. Table 9.2 summarizes some important properties of these programs. We have also reported the running times and energy values computed by the naïve serial implementations of Equations 9.2 and 9.5.

<table>
<thead>
<tr>
<th>Package</th>
<th>GB-Model</th>
<th>Parallelism</th>
<th>Name</th>
<th>GB-Model</th>
<th>Parallelism</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gromacs 4.5.3 [102]</td>
<td>OCT_{CILK}</td>
<td>Distributed (MPI)</td>
<td>GB-Model</td>
<td>STILLS</td>
<td>Shared (cilk++)</td>
</tr>
<tr>
<td>NAMD 2.9 [174]</td>
<td>OCT_{MP}</td>
<td>Distributed (MPI)</td>
<td>OCT_{CILK}</td>
<td>STILLS</td>
<td>Distributed (MPI)</td>
</tr>
<tr>
<td>Amber 12 [57]</td>
<td>OCT_{MP+CILK}</td>
<td>Distributed (MPI)</td>
<td>OCT_{CILK}</td>
<td>STILLS</td>
<td>(PM+Cilk++)</td>
</tr>
<tr>
<td>Tinker 6.0 [72]</td>
<td>Naïve</td>
<td>Shared (OpenMP)</td>
<td>Naïve</td>
<td>STILLS</td>
<td>Serial</td>
</tr>
<tr>
<td>GB_{r^0} [183]</td>
<td>STILLS</td>
<td>Serial</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9.2: Packages with GB models and types of parallelism used.

9.6.1 Dealing with NUMA Effect

To reduce the impact of NUMA (Non-uniform memory architecture) on Intel machines, we ran all the MPI programs with \( ibrun \ tacc\_affinity \), which is basically a wrapper around the \( mpi\_run \) or \( mpic\_exe\)c, and it fixes the affinity of the processes to the cores, sockets, and caches to reduce overall cache misses. On the other hand, \( cilk++ \) does not provide any thread affinity manager. The \( cilk++ \) work-stealing scheduler allows a thread to steal from any other thread. However, by stealing the oldest entry from a deque (least recently used data), it tries to reduce the number of cache misses. On Lone star4, each machine was dual socket, and we launched one process with 6 threads on each socket for the \( OCT_{MP+CILK} \) program, which bounded those 6 threads only to one socket and alleviated the NUMA effect.
9.6.2 Scalability

![Figure 9.5: Strong scalability with increasing number of cores.](image)

Figures 9.5 shows how the running time decreases and speedup increases, i.e., the scalability of our \textit{OCT}_{\text{MPI}}\textit{ and \textit{OCT}_{\text{MPI}}+\text{CILK}} implementations with the number of cores. We ran this experiment on the Blue Tongue Virus (\textit{BTV}) that has 6-millions of atoms and over 3-millions quadrature points. Since for a small number of cores (or processes), each core needs to handle a comparatively larger data segment, that segment may not fit in the cache fully at the same time leading to more cache misses. However, as the number of cores or processes increases, because of the balanced work division, each core will work only on a smaller portion of data which can easily fit into the cache.

For \textit{OCT}_{\text{MPI}} program, we ran 12 processes in each compute node, and for \textit{OCT}_{\text{MPI}}+\text{CILK} program, we ran 2 processes each running 6 threads in each compute node. For each configuration, we ran all programs 20 times and plotted the minimum and maximum running times in the Figure 9.5. We observe that the minimum running time of \textit{OCT}_{\text{MPI}}+\text{CILK} is always smaller than the minimum running time of \textit{OCT}_{\text{MPI}} after the core count reaches 180, whereas we always (independent of core count) see the opposite for the maximum running times. As the \textit{OCT}_{\text{MPI}} program has 6 times more processes than \textit{OCT}_{\text{MPI}}+\text{CILK}, the communication overhead of \textit{OCT}_{\text{MPI}} was more than \textit{OCT}_{\text{MPI}}+\text{CILK}. Similarly, the memory overhead was also more in \textit{OCT}_{\text{MPI}}. For these reasons \textit{OCT}_{\text{MPI}}+\text{CILK} eventually ran faster than \textit{OCT}_{\text{MPI}}. For \textit{BTV}, when run on a single node with 12 cores, \textit{OCT}_{\text{MPI}}+\text{CILK} (2 processes, each with 6 threads) took approximately 1.4GB of memory, whereas \textit{OCT}_{\text{MPI}}+\text{CILK} (12 processes, each with 1 thread) occupied 8.2GB, which is 5.86 times more than that of \textit{OCT}_{\text{MPI}}+\text{CILK} (as expected). This ratio continues to hold as we increase the number of compute nodes.

9.6.3 Running Time and Speedup

Next we ran \textit{OCT}_{\text{MPI}} and \textit{OCT}_{\text{MPI}}+\text{CILK} on a 12-core machine for the ZDock benchmark molecules, and compared their performance with that of \textit{OCT}_{\text{CILK}}. Note that the algorithms underlying \textit{OCT}_{\text{MPI}} and \textit{OCT}_{\text{MPI}}+\text{CILK} were different from the one used by \textit{OCT}_{\text{CILK}}. All these algorithms were run with approximation parameters set to 0.9 (Born Radii) and 0.9 (\textit{E}_{\text{pol}}).
respectively. We used approximate math for computing square root and power functions. No vectorization was used.

We observed that \( \text{OCT}_{\text{CILK}} \) showed better performance than both \( \text{OCT}_{\text{MPI}} \) and \( \text{OCT}_{\text{MPI+CILK}} \) for molecules with less than 2500 atoms, since for small molecules the communication cost dominated the computation cost. The \( \text{OCT}_{\text{MPI}} \) implementation was significantly faster than \( \text{OCT}_{\text{CILK}} \) for molecules with greater than 2500 atoms, because for larger molecules computation costs beaten communication cost, and the differences in running times increased with the size of the molecules.

The \( \text{OCT}_{\text{MPI}} \) implementation was also slightly faster than \( \text{OCT}_{\text{MPI+CILK}} \) for molecules with less than 7500 atoms. After molecule size 7500, both \( \text{OCT}_{\text{MPI}} \) and \( \text{OCT}_{\text{MPI+CILK}} \) showed similar performance. As \( \text{OCT}_{\text{MPI}} \) was using almost 6 times more memory than \( \text{OCT}_{\text{MPI+CILK}} \), the difference in performance diminishes with the size of the molecule. MPI turns out to be more optimized compared to the cilk++ implementation\(^5\) and cilk++ does not maintain thread affinity. There is an additional overhead of interfacing cilk++ and MPI. These overheads of \( \text{OCT}_{\text{MPI+CILK}} \) were prominent for smaller molecules and became less dominant as the size of the molecule increased.

Gromacs also has a shared-memory implementation of GB-energy, and we observed that for Gromacs, too, the distributed-memory implementation was slightly faster than the shared-memory implementation. Hence, in the rest of this section, we only compare with the MPI based distributed-memory implementation of Gromacs.

For comparison purposes, we ran all programs mentioned in Table 9.2 on a 12-core machine (single compute node). For the distributed implementations (NAMD, Gromacs, Amber, \( \text{OCT}_{\text{MPI}} \)), we ran 12 different MPI processes on these 12 cores. For NAMD, we were not able to find any way

\(^5\)We have used cilk-4.5.4, which is a predecessor of Intel cilk plus, and Intel cilk plus is likely to be much better optimized than cilk-4.5.4.
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to compute only the GB-energy. So, we first computed the total electrostatic potential with GB energy turned on and then computed the electrostatic energy with GB energy turned off, and took the difference to retrieve actual GB energy. We also took the difference of running times of these two runs to get the time of GB energy computation. We took the average of 10 runs to reduce noise. Figure 9.7 shows the performance of different algorithms. From the plot of running times for GB-energy (including Born radii), we observe that overall OCT\textsubscript{MPI} and OCT\textsubscript{MPI}+CILK perform the best among all algorithms. The differences in performance among Gromacs, OCT\textsubscript{MPI} and OCT\textsubscript{MPI}+CILK become prominent as the size of the molecule increases. On the other hand, Amber was much slower than both OCT\textsubscript{MPI} and Gromacs but faster than NAMD, Tinker, and GB\textsuperscript{r6}. Our results show that Tinker is slightly faster than GB\textsuperscript{r6}.

We can get a glimpse of the speedup achieved by these programs on 12 cores of one compute node (1 core for GB\textsuperscript{r6}) compared to Amber in Figure 9.7 (b) which shows that OCT\textsubscript{MPI} achieves a speedup of approximately 11 w.r.t. Amber for a molecule of size 16,301 using only 12 cores, whereas Gromacs achieves a speedup of \( \sim 2.7 \) for the same molecule (although the maximum speedup achieved by Gromacs is 6.2 for a molecule with 2260 atoms). The maximum speedup achieved by NAMD, Tinker and GB\textsuperscript{r6} for the ZDock benchmark molecules are 1.1, 2.1 and 1.14, respectively.

### 9.6.4 Energy Value

Figure 9.8 plots the GB-energy values for the ZDock benchmark molecules calculated by different algorithms mentioned in Table 9.2. The energy values computed by Amber, GB\textsuperscript{r6}, Gromacs, NAMD and OCT\textsubscript{MPI} match closely with GB-energy computed by the naïve approach. Energy values reported by Tinker were around 70% of the naïve energy. All octree based algorithms reported approximately the same energy value. We have observed that Tinker and GB\textsuperscript{r6} do not work for larger molecules (> 12\textsubscript{k} and > 13\textsubscript{k} respectively) as they run out of memory.

### 9.6.5 Change in Error and Runtime with Approximation Parameter

Recall that the octree-based algorithms are tunable because we can change the running time (as well as the error in result) by changing the approximation parameters. An increase in approximation parameter \( \epsilon \) increases error in energy value and decreases running time. However, for small molecules, running times do not depend on \( \epsilon \) at all. Figure 9.9 shows the impact of approximation parameter on our distributed-shared-memory algorithm’s percentage of error in energy value and running time. The distributed-memory algorithm also follows the same trend. For this experiment, we kept the approximation parameter of Born Radii calculation fixed at 0.9 and varied the approximation parameter of \( E_{pol} \) from 0.1 to 0.9. We ran the OCT\textsubscript{MPI}+CILK implementation

---

**Figure 9.8:** Energy value computed by different algorithms.
9.6.6 Scality with Larger Molecule

We also ran all octree-based implementations and Amber on the Cucumber Mosaic Virus (CMV) shell consisting of 509,640 atoms and 1,929,128 quadrature points. GB$^s$ and Tinker ran out of memory for CMV. We were able to run Gromacs and NAMD on CMV only for cutoff values up to 2 and 60, respectively, which are not reasonable cutoff values for such a large molecule. For CMV, OCT$\text{MPI}$ and OCT$\text{MPI}$+CILK achieved a speedup of more than 400−500 using only 12 cores of a single compute node and 300−400 times speedup using 144 cores (12 compute nodes each running 12-threads internally) w.r.t. Amber, while the errors w.r.t. the naïve energy were still less than 1\% $^6$. Note that we get such a high speedup because of three levels of acceleration: (a) from parallelism, (b) from two levels of approximations (numerical and algorithmic) in calculations (in Born Radii and $E_{pol}$), (c) from using the cache-friendly octree data structure and (d) using a recursive divide-and-conquer algorithm.

<table>
<thead>
<tr>
<th>Program</th>
<th>12 Cores (Time)</th>
<th>144 Cores (Time)</th>
<th>Speedup w.r.t. Amber using 12 Cores</th>
<th>Speedup w.r.t. Amber using 144 Cores</th>
<th>Energy Value Kcal/Mol ($10^6$)</th>
<th>% of Difference with Naïve</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCT$\text{CILK}$</td>
<td>12.5s</td>
<td>X</td>
<td>187</td>
<td>X</td>
<td>-1.48</td>
<td>-0.95</td>
</tr>
<tr>
<td>Amber</td>
<td>39min</td>
<td>3.3min</td>
<td>1</td>
<td>1</td>
<td>-1.44</td>
<td>2.2</td>
</tr>
<tr>
<td>OCT$\text{MPI}$+CILK</td>
<td>4.8s</td>
<td>0.61s</td>
<td>488</td>
<td>325</td>
<td>-1.47</td>
<td>-0.07</td>
</tr>
<tr>
<td>OCT$\text{MPI}$</td>
<td>4.5s</td>
<td>0.46s</td>
<td>520</td>
<td>430</td>
<td>-1.47</td>
<td>-0.07</td>
</tr>
</tbody>
</table>

9.6.7 Comparison with Amber GPU Implementations

After we finished this work, a lot of improvements have been made in Amber, Gromacs, and NAMD packages. For example, all of these MD packages now have GPU based implementations which in general perform much better than their CPU-based implementations that we used for

---

$^6$ At present, Amber does not support concurrent execution of more than 256 cores.
comparison in this work. So we have redone some of the experiments to compare the performance of our algorithms with Amber GPU versions [57, 58, 89] and the result has been shown in Table 9.3. For these experiments, we use CMV as an input.

<table>
<thead>
<tr>
<th></th>
<th>Amber 12 on Tesla M2090</th>
<th>Amber 12 on Kepler 20</th>
<th>Amber 14 on GTX780</th>
<th>Amber 14 on Kepler 80</th>
<th>OCT_MPI on 12-core Intel Westmere</th>
<th>OCT_MPI+CILK on 12-core Intel Westmere</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>-1410965</td>
<td>-1410965</td>
<td>-1410965</td>
<td>-1410965</td>
<td>-1470540</td>
<td>-1470530</td>
</tr>
<tr>
<td>Time</td>
<td>91.79</td>
<td>61</td>
<td>46</td>
<td>49</td>
<td>5</td>
<td>4.8</td>
</tr>
<tr>
<td>98% of Total Time</td>
<td>90</td>
<td>60</td>
<td>45</td>
<td>48</td>
<td>Speedup w.r.t. fastest Amber</td>
<td>Speedup w.r.t. fastest Amber</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>9.4</td>
</tr>
</tbody>
</table>

Table 9.3: Comparison with Amber GPU implementations on CMV.

We ran Amber 12 and Amber 14 on four different GPUs (Tesla, GTX and Kepler) with different compute capabilities. Since Amber GPU versions do not directly report the GB energy time, we consider 98% of the non-bonded energy time reported by Amber as the GB time as suggested by an Amber GPU developer [155]. Table 9.3 shows that our original OCT_MPI and OCT_MPI+CILK implementations are still 10× faster than Amber GPU implementations. Amber’s GPU implementations compute the forces, that we do not compute. This might be one reason of Amber’s slow down.

### 9.6.8 Full Vs. Half Energy

In all our implementations we target to compute all $O(M^2)$ pairwise interactions (of course some of them were approximated for being far). However, since pairwise interactions for polarization energy is symmetric (i.e., the energy between $x$ and $y$ is the same as the energy between $y$ and $x$), it is possible to compute only $O\left(\frac{M^2}{2}\right)$ energy terms. Multiplying this half energy by 2 will give the desired full energy value. Computing full energy from the half energy directly would reduce the running time by half of what we have presented here so far. We conducted one experiment where we computed half of the energy terms, and Figure 9.11 shows the result. In this case, the OCT_CILK algorithm runs $16\times$ faster than Amber, whereas in Figure 9.7 it ran around $63\times$ faster for full energy computation. Note that computing half energy not only reduces the amount of computation but also the amount of data that need to be loaded from memory/cache. That might explain why the speedup is $> 2\times$. This result shows that, it is possible to further improve all running times presented earlier in this chapter.

Figure 9.11: Speedup w.r.t. Amber when only half of the energy terms are computed.
Chapter 9. *Polarization Energy on Clusters of Multicores*

### 9.7 Conclusion

In this chapter, we have presented a hybrid distributed-shared-memory parallel octree based algorithm for approximating molecular polarization energy, and provided detailed performance comparison with popular MD packages: Gromacs, NAMD, Amber, Tinker and $GBr^6$. We have shown that our octree based polarization energy approximation algorithms run significantly faster than *Amber*, Gromacs, NAMD, Tinker, and $GBr^6$, and can handle molecules with millions of atoms which cannot be handled by most of the other implementations. The presented octree-based algorithms also have very good scalability with the number of cores and molecule size. We believe that octree is the right data-structure to use in MD packages instead of nonbonded lists that cause most MD packages to run out of memory for very large molecules. A complete MD package based on octrees and the ideas presented in this chapter will accelerate MD simulation process undoubtedly. However, for that, we need to compute forces using octrees, which is an interesting research that needs to be done.

Our experience says that if a program runs significantly faster than another program while doing the same computation, it also consumes less energy than the later. Since our octree-based algorithms are significantly faster than other available MD packages, they should also consume less energy than those packages. Analyzing the energy and bandwidth profiles, cache-adaptivity in a multi-programming environment of these algorithms is interesting. The current distributed and distributed-shared memory algorithms are processor aware, making them processor oblivious while maintaining the performance is also interesting.
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Chapter 10

Future Research

In this chapter, we discuss implications of our work to future parallel algorithm design, and ways to extend our research on other domains. We first discuss the scope of improvements and open problems related to each research work presented in the prior chapters. We end by discussing some open research problems.

Chapter 2: Dynamic programming on spatial architectures. Exploring the possibility of mapping other dynamic programming problems with non-local dependencies on the Triggered Instruction Spatial Architectures (TIA) is the next step in this research. Solving cache-oblivious wavefront (COW) algorithms \[173\] on TIA is an interesting research direction to pursue since both use the concept of a trigger: COW algorithms use the triggers in the scheduler, where triggered instruction spatial architecture implements them in hardware scheduler.

Chapter 3: CORDAC for solving dynamic programming problems. Apart from the research presented in this dissertation, we have also been working on automating the process of generating CORDAC algorithms from their corresponding serial iterative DP implementations by analyzing the data access patterns \[14\]. Having a full-fledged system that can take a serial iterative implementation of any DP problem and generate an efficient CORDAC algorithm while predicting the theoretical parallelism and cache-complexity, and then can generate an efficient implementation of the generated algorithm will immensely benefit the computational scientists (e.g., biologists, chemists and others) who occasionally deal with big scale dynamic programming problems and also need high-performance. Our work presented in Chapter 3 shows that optimization of the CORDAC algorithms in a systematic process. Building a specialized CORDAC compiler that can automatically optimize CORDAC algorithms is also an interesting research direction to pursue.

The shared-distributed-shared-memory algorithmic framework presented for CORDAC algorithms is processor-aware. Designing a processor-oblivious shared-distributed-shared-memory algorithmic framework for dynamic programming problems is challenging and interesting. Since in the near future, we are going to have machines with many more diverse architectural properties, the question that we ask is, “is it possible to design a framework that can generate and implement algorithms for cross-platform operativeness - e.g., algorithms that can work efficiently
on shared-memory, distributed-memory, distributed-shared memory and co-processor settings?”. If the answer is “yes”, building such a system will be a challenging research project.

Chapter 4: Robustness and adaptivity of CORDAC algorithms. There are many open questions regarding adaptivity and robustness that we still do not have answers to. We do not know how the cache-adaptivity changes based on overall parallelism, space usage and cache-complexity of a program. Other questions that we would like to answer in the future are as follows. Is there any predictable relationship among adaptivity, parallelism, space-usage, cache-efficiency and obliviousness (in both single and multiprogramming environments)? Are the cache-oblivious wavefront algorithms more/less adaptive than CORDAC algorithms? What are the relationships among energy consumption, cache-miss, bandwidth and running time? Can they be represented as simple equations that can portrait the asymptotic relations correctly? What about other parallel programming platforms, such as host + coprocessor setting?

Chapter 5: Provably efficient scheduling of cache-oblivious wavefront algorithms. There are a lot of opportunities to extend this work. It is highly likely that the complete-time, start and end timestamps for each cell and each recursive function call in a recursive wavefront algorithm can be automatically generated. If that is done, the next step would be to develop an autowave system that can automatically convert a standard 2-way CORDAC algorithm to a cache-oblivious wavefront algorithm while guaranteeing cache-optimality with improved parallelism.

Chapter 6: Cache-efficient Viterbi algorithm. The open problem here is to understand and find out whether it is possible to extend the ideas of rank convergence to solve other irregular DP problems such as the knapsack problem. Is it possible to improve the performance of the known recursive algorithm for LCS by using rank-convergence? It will be interesting to assess cache-adaptivity and bandwidth-performance of Viterbi algorithm. Extending Viterbi algorithm to run on manycores and distributed settings is also interesting.

Chapter 7 and 8: Optimistic parallelization and graph algorithms. It would be interesting to see if optimistic parallelization technique can be used to improve the performance of other nontrivial parallel applications that use dynamic load-balancing. Lockfree optimistic parallelization for approximation algorithms where some error in the result is acceptable is also an interesting research direction to pursue. Furthermore, even for the dynamic programming problems presented in this dissertation, where we need to take minimum or maximum from a range of values, use of optimistic parallelization may improve parallelism even further.

Chapter 9: Molecular Energetics. Since our octree based near-far approximation algorithms to compute polarization energy run orders of magnitude faster than other Molecular Dynamic (MD) packages, it is likely that other molecular energetics terms can also be computed faster by following similar octree-based approach. For other energetic terms, although shared-memory implementations are available, octree-based distributed and distributed-shared-memory algorithms still need to be implemented. A complete MD package based on octrees using similar ideas may accelerate MD simulation process significantly. However, for that to happen, we need to compute forces using octree-like data structures, which is another way to extend this work.
**Open problem: Completing the automation pipeline.** One of the major contributions of this dissertation is to show that recursive divide-and-conquer algorithms for solving dynamic programming problems are high-performing, and their performance is more robust than the other two popular options to solve them, namely the iterative and tiled-loop techniques. However, to motivate scientists to use these algorithms for their own unique dynamic programming problems, it is very important to complete the following pipeline.

![Ideal pipeline for the automatic generation of efficient recursive algorithms and their implementations.](image)

At the beginning of the pipeline a biologist or a scientist who needs to solve a dynamic programming problem would write a simple iterative solution to her problem and feed that to *Autogen* [14], which would generate a recursive divide-and-conquer (CORDAC) algorithm along with the theoretical time and cache complexity from the given serial iterative implementation. Then the output of Autogen will be fed to *AutoImp*: an automatic implementer which can read the generated pseudocode and generate an actual executable implementation of the algorithm. The generated code will then be fed to *AutoOpt*: a machine specific optimizer which will automatically optimize the code so that it leads to better practical performance on a particular machine, with a given compiler and input size. At this point, if the biologist wants, she can take the optimized implementation and run her application. Otherwise, she can use the *Autowave* to generate a cache-oblivious wavefront algorithm to get even better parallelism. The generated recursive wavefront algorithm will be fed to an *AutoWaveImp* which will generate an implementation for a recursive wavefront algorithm of the original DP problem. Finally, the *AutoOpt* will be used to optimize the generated code for a given machine and input range which can then be used by the scientist for her computation.

To summarize, the aim of this dissertation was to present algorithms/algorithimic frameworks that solve many problems in bioinformatics more efficiently than their existing solutions on modern heterogeneous parallel architectures. However, our algorithms/algorithimic techniques are generic. Some of the algorithmic frameworks are also suitable for automation on modern multicore and manycore machines. The results are very promising and should encourage the rest of the research community to use our approaches, and extend them as needed.
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