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Abstract

We present a new approach to harvesting a large-scale, high quality image-caption corpus that makes a better use of already existing web data with no additional human efforts. The key idea is to focus on Déjà Image-Captions: naturally existing image descriptions that are repeated almost verbatim – by more than one individual for different images. The resulting corpus provides association structure between 4 million images with 180K unique captions, capturing a rich spectrum of everyday narratives including figurative and pragmatic language. Exploring the use of the new corpus, we also present new conceptual tasks of visually situated paraphrasing, creative image captioning, and creative visual paraphrasing.

1 Introduction

The use of multimodal web data has been a recurring theme in many recent studies integrating language and vision, e.g., image captioning (Ordonez et al., 2011; Hodosh et al., 2013; Mason and Charniak, 2014; Kuznetsova et al., 2014), text-based image retrieval (Rasiwasia et al., 2010; Rasiwasia et al., 2007), and entry-level categorization (Ordonez et al., 2013; Feng et al., 2015).

However, much research integrating complex textual descriptions to date has been based on datasets that rely on substantial human curation or annotation (Hodosh et al., 2013; Rashtchian et al., 2010; Lin et al., 2014), rather than using the web data in the wild as is (Ordonez et al., 2011; Kuznetsova et al., 2014). The need for human curation limits the potential scale of the multimodal dataset. Without human curation, however, the web data introduces significant noise. In particular, everyday captions often contain extraneous information that is not directly relevant to what the image shows (Kuznetsova et al., 2013b; Hodosh et al., 2013).

In this paper, we present a new approach to harvesting a large-scale, high quality image-caption corpus that makes a better use of already existing web data with no additional human efforts. Figure 1 shows sample captions in the resulting corpus, e.g., “butterfly resting on a flower” and “evening walk along the beach”. Notably, some of these are figurative, e.g., “rippled sky” and “sun is going to bed.”

The key idea is to focus on Déjà Image-Captions, i.e., naturally existing image captions that are repeated almost verbatim by more than one individual for different images. The hypothesis is that such captions represent common visual content across multiple images, hence are more likely to be free of unwanted extraneous information (e.g., specific names, time, or any other personal information) and better represent visual concepts. A surprising aspect of our study is that such a strict data filtration scheme can still result in a large-scale corpus; sifting through 760 million image-caption pairs, we harvest as many as 4 million image-caption pairs with 180K unique captions.

The resulting corpus, Déjà Image Captions, provides several unique properties that complement human-curated or crowd-sourced datasets. First, as our approach is fully automated, it can be readily applied to harvesting a new dataset from the ever changing multimodal web data. Indeed, a recent internet report estimates that billions of new photographs are being uploaded daily (Meeker, 2014). In contrast, human-annotated datasets are costly to scale to different domains.

Second, datasets that are harvested from the web
Butterflies are self propelled flowers (198)  
butterfly resting on a flower (26)  
can you spot the butterfly (26)  
After the sun has set (9)  
Sun is going to bed (21)  
After the sun has set (21)  
In the sky (1013)  
The sky looks like it is on fire (58)  
Rippled sky (44)  

Figure 1: The image-caption association graph of Dejá Image-Captions. Solid lines represent original captions and dotted lines represent paraphrase captions. This corpus reflects a rich spectrum of everyday narratives people use in online activities including figurative language (e.g., “Sun is going to bed”), casual language (e.g., Chillaxing at the beach”), and conversational language (e.g., “Can you spot the butterfly”). The numbers in the parenthesis show the cardinality of images associated with each caption. Surprisingly, some of these descriptions are highly expressive, almost creative, and yet not unique — as all these captions are repeated almost verbatim by different individuals describing different images.

The remainder of this paper is organized as follows. First we describe the dataset collection procedure and insights (§2). We then present a new approach to image caption transfer based on the association structure of the corpus (§3) followed by experimental results (§4). After then we present new conceptual tasks: visual paraphrasing (§5), creative image captioning, and creative visual paraphrasing (§7), interleaved with corresponding experimental results (§6, §8).

2 Dataset - Captions in Repetition

Our corpus consists of three components (Table 1): MAIN SET The first step is to crawl as many image-caption pairs as possible. We use flickr.com search API to crawl 760 million pairs in total. The API allows searching images within a given time window, which enables exhaustive search over any time span. To ensure visual correspondence between images and captions, we set query terms using 693 most frequent nouns from the dataset of Ordonez et al. (2011), and systematically slide time windows over the year 2013.1 For each image, we segment its title and the first line of its description into sentences. The crawled dataset at this point includes a lot of noise in the captions. Hence we apply initial filtering rules to reduce the noise. We retain only those image-sentence pairs in which the sentence contains the query noun, and does not contain personal information indicators such as first-person pronouns. We

1To ensure enough number of images are associated with each caption, we further search captions with no more than 10 associated images across all years.

Our empirical results collectively demonstrate that when the web data is available at such scale, it is possible to obtain a large-scale, high-quality dataset with significantly less noise. We hope that our approach would be only one of the first attempts, and inspire future research to develop better ways of making use of ever-growing multimodal web data. Although it is unlikely that the automatically gathered datasets can completely replace the curated descriptions written in a controlled setting, our hope is to find ways to complement human annotated datasets in terms of both the scale and also the diversity of the domain and language.

can complement those based on prompted human annotations. The latter in general are literal and mechanical readings of the visual scenes, while the former reflect a rich spectrum of natural language utterances in everyday narratives, including figurative, pragmatic, and conversational language, e.g., “can you spot the butterfly” (Figure 1). Therefore, this dataset offers unique opportunities for grounding figurative and metaphorical expressions using visual context.

In conjunction with the new corpus, publicly shared at http://www.cs.stonybrook.edu/~jianchen/deja.html, we also present three new tasks: visually situated paraphrases (§5); creative image captioning (§7), and creative visual paraphrasing (§7). The central algorithm component in addressing all these tasks is a simple and yet effective approach to image caption transfer that exploits the unique association structure of the resulting corpus (§3).

Our empirical results collectively demonstrate that when the web data is available at such scale, it is possible to obtain a large-scale, high-quality dataset with significantly less noise. We hope that our approach would be only one of the first attempts, and inspire future research to develop better ways of making use of ever-growing multimodal web data. Although it is unlikely that the automatically gathered datasets can completely replace the curated descriptions written in a controlled setting, our hope is to find ways to complement human annotated datasets in terms of both the scale and also the diversity of the domain and language.

The remainder of this paper is organized as follows. First we describe the dataset collection procedure and insights (§2). We then present a new approach to image caption transfer based on the association structure of the corpus (§3) followed by experimental results (§4). After then we present new conceptual tasks: visual paraphrasing (§5), creative image captioning, and creative visual paraphrasing (§7), interleaved with corresponding experimental results (§6, §8).
want captions that are more than simple keywords, thus we discard trivial captions that do not include at least one verb, preposition, or adjective.

The next step is to find captions in repetition. For this purpose, we transform captions into canonical forms. We lemmatize all words, convert prepositions to a special token “IN”, and discard function words, numbers, and punctuations. For instance, “The bird flies in blue sky” and “A bird flying into the blue sky” have the same canonical form, “bird fly IN blue sky”. We then retain only those captions that are repeated with respect to their canonical forms by more than one user, and for distinctly different images to ensure the generality of the captions.

Retaining only captions that are repeated verbatim may seem overly restrictive. Nonetheless, because we start with as many as 760 million pairs, this procedure yields nearly 180K unique captions associated with nearly 4M images. What is more surprising, as will be shown later, is that many of these captions are highly expressive. Table 2 shows the distribution of the number of images associated with each caption. The median and mean are 10 and 22.4 respectively, showing a high degree of connectivities between captions and images.

**Paraphrase Set** Our dataset collection procedure finds one-to-many relations between captions and images. To extend these relations to many-to-many, we introduce visually-situated paraphrases (or visual paraphrases for shorthand) (§5). A visual paraphrase relation is a triple \((i, c, p)\), where image \(i\) has an original caption \(c\), caption \(p\) is the visual paraphrase for \(c\) situated in image \(i\). We collect visual paraphrases for sample images in our dataset, using both crowd sourcing (7,570 triples) and an automatic algorithm (353,560 triples) (see §5 for details). Figure 2 shows example visual paraphrases.

Formally, our corpus represents a bipartite graph \(G = (T, V, E)\), in which the set of captions \(T\) and the set of images \(V\) are connected by typed edges \(e(c, i, t)\), where caption \(c \in T\), image \(i \in V\), and edge type \(t \in \{\text{original, paraphrase}\}\), which denotes whether the image-caption association is given by the original caption or by a visual paraphrase.

**Figurative Set** We find that many repeating captions are surprisingly lengthy and expressive, most of which turn out to be idiommatic expressions and quotations, e.g., “faith is the bird that feels the light when the dawn is still dark” from Tagore’s poem. We look up goodreads.com

---

**Table 1**: Corpus Statistics

<table>
<thead>
<tr>
<th>set</th>
<th># captions</th>
<th># images</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAIN</td>
<td>176,780</td>
<td>3,967,524</td>
</tr>
<tr>
<td>PARAPHRASE</td>
<td>7,570 human-annotated triples</td>
<td>353,560 auto-generated triples</td>
</tr>
<tr>
<td>FIGURATIVE</td>
<td>6,088 quotations</td>
<td>180,185</td>
</tr>
<tr>
<td></td>
<td>18,179 quotations + predicted figurative captions</td>
<td>413,698</td>
</tr>
</tbody>
</table>

**Table 2**: Percentiles of the image count associated with each caption and the number of tokens in each caption.

<table>
<thead>
<tr>
<th>#imgs.</th>
<th>mean</th>
<th>std</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>22.4</td>
<td>47.6</td>
<td>4</td>
<td>10</td>
<td>25</td>
<td>4617</td>
</tr>
<tr>
<td>#tokens</td>
<td>4.9</td>
<td>3.3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>178</td>
</tr>
</tbody>
</table>
and brainyquotes.com to identify 6K quotation captions illustrated by 180K images. We also present a manual labeling on a small subset of the data (Table 3) to provide better insights into the degree and types of figurative speech used in natural captions. Using these labels we build a classifier (§7) to further detect 18K figurative captions associated with 410K images.

**INSIGHTS**  As additional insights into the dataset, Figure 3 shows statistics of the visual content, Table 5 shows syntactic types of the captions, and Table 4 shows positive and negative sentiment in captions.

### 3 Image Captioning using Association Structure

We demonstrate the usefulness of the association between images and captions via retrieval-based image captioning. Given a query image \( q \) and the corpus \( G = (T, V, E) \), the task is to find a caption \( c \in T \) that maximizes an affinity function \( \mathcal{A}(q, c) \), which measures how well the caption \( c \) fits the query image \( q \).

\[
c^* = \arg \max_{c \in T} \{ \mathcal{A}(q, c) \}
\]

**Visual Neighborhood:** Each textual description, e.g., “reading a book”, can associate with many different visual instantiations (Figure 4a). Our dataset \( G = (T, V, E) \) serves as a database to navigate the possible visual instantiations of descriptive captions as observed in online photo sharing communities. Let \( \mathcal{N}_c = \{ i | \text{c}(c, i, \text{original}) \in E \} \) denote the set of adjacent nodes (i.e., visual instantiations) of a caption \( c \). To quantify how well a caption \( c \) describe a query image \( q \), we propose to examine caption \( c \)'s visual neighborhood \( \mathcal{N}_c \) as provided in our dataset. Concretely, the affinity \( \mathcal{A}(q, c) \) of a query image \( q \) to a caption \( c \) is a function \( \phi(q, \mathcal{N}_c) \) of \( q \) and the visual neighborhood \( \mathcal{N}_c \) defined as:

\[
\mathcal{A}(q, c) = \phi(q, \mathcal{N}_c) = \frac{1}{\sigma} \sum_{i=1}^{\sigma} \text{sim}(q, \mathcal{N}_c^i) \tag{2}
\]

where \( \sigma \) is a parameter; \( \text{sim}(\cdot, \cdot) \) is a similarity function of two images; and \( \mathcal{N}_c = [\mathcal{N}_c^1, \mathcal{N}_c^2, ..., \mathcal{N}_c^{\sigma}] \) is sorted by \( \text{sim}(q, \mathcal{N}_c^i) \) in descending order.

Figure 4a illustrates the key insight: instead of directly transferring the caption of the single image with the closest visual similarity to the query image (Ordonez et al., 2011), we propose to retrieve a caption based on the aggregated visual similarity between its visual neighborhood and the query image. The idea is to prefer a caption for which the query image is likely to be a prototypical visual rendering (Ordonez et al., 2013; Deselaers and Ferrari, 2011), hence avoid an unusual association between the text

### Table 5: Statistics on the syntactic composition of captions.

<table>
<thead>
<tr>
<th>type</th>
<th>%caps.</th>
<th>%imgs.</th>
<th>mean #imgs.</th>
<th>std #imgs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>verb</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>be, have, do, look, go, make, come, get, wait, take, love, play, walk, fly, see, watch, find, live, sleep, fall</td>
<td>45%</td>
<td>44%</td>
<td>22</td>
<td>9</td>
</tr>
<tr>
<td>Sky is the limit (3057)</td>
<td></td>
<td></td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Home is where the heart is (2480)</td>
<td></td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Lunch is served (2443)</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Let them eat cake (2193)</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Follow the yellow brick road (2077)</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>prep</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>in, of, on, at, with, for, from, by, over, through</td>
<td>44%</td>
<td>41%</td>
<td>21</td>
<td>9</td>
</tr>
<tr>
<td>On the road (4617)</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>After the rains (4450)</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Under the bridge (3443)</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>At the beach (3203)</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>adj</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>old, little, new, red, blue, more, white, big, beautiful, black</td>
<td>11%</td>
<td>15%</td>
<td>30</td>
<td>15</td>
</tr>
<tr>
<td>Home sweet home (2398)</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Good morning sun (1122)</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Cabbage white butterfly (976)</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Next door neighbors (838)</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 shows syntactic types of the captions, and Table 4 shows positive and negative sentiment in captions.
Figure 4: (a) Using the association structure, we retrieve a caption for which the query image is likely to be a prototypical visual rendering. We hypothesize that there can be multiple visual prototypes of a caption. (b) Reranking by visual neighborhood proximity.

and the visual information. Also, we hypothesize that there could be several diverse visual prototypes of any given textual description $c$, so we focus on only the top $\sigma$ nearest members of $N_c$.

We apply the neighborhood-based affinity for image captioning via reranking (Figure 4b): first we retrieve a pool of $K$ candidate captions by finding top $K$ closest images based on their direct visual similarity to the query image, then compute the neighborhood-based affinity to rerank the captions. The proposed approach is similar in spirit to the non-parametric K nearest neighbor approach of (Boiman et al., 2008) in modeling image-to-concept similarity rather than image-to-image similarity, but differs in that our work is in the context of image description generation rather than classification.

4 Experiments: Association Structure Improves Image Captioning

Baselines: The proposed approach (to be referred as ASSOC) requires one-to-many mappings between captions and images at scale — a unique property of our dataset. We compare against two baselines: instance-based retrieval of (Ordonez et al., 2011) (INSTANCE) and Kernel Canonical Correlation Analysis (KCCA) (Hardoon et al., 2004; Hodosh et al., 2013). We implement KCCA with Hardoon’s code. We use a linear kernel since non-linear kernels like RBF showed worse performance.

Table 6: Automatic evaluation for image captioning: The superscripts denote the image feature for reranking; gi: GIST; ti: Tinyimage; g+t:= gi + ti. We report the best setting (gt) for INSTANCE and KCCA. Results statistically significant compared to INSTANCE with two-tailed t-test are indicated with * ($p < 0.05$) and ** ($p < 0.005$).

Configurations: For image features, we follow (Ordonez et al., 2011) to experiment with two global image descriptors and their combination: a) the GIST feature that represents the dominant spatial structure of a scene (Oliva and Torralba, 2001); b) the Tinyimage feature that represents the overall color of an image (Torralba et al., 2008); c) a combination of the two. We compute the similarity as $\text{sim}(Q, I) = -\|Q - I\|^2$. The INSTANCE and the KCCA approaches use the feature combination. The ASSOC approach also use the combination for preparing candidate captions, but can use different features for reranking.

Dataset: We randomly sample 1000 images with unique captions as test set. The rest of the corpus is the pool of caption retrieval after discarding: (1) the original caption $c$ and all of its associated images, to avoid potential unfair advantage toward ASSOC and (2) the 10K captions used for training KCCA and all
Table 7: Human evaluation for image captioning: the % of cases judged as visually more relevant, in pairwise comparisons. gi: GIST; ti: Tinyimage; g+t:= gi+ti.

<table>
<thead>
<tr>
<th>reranking feature</th>
<th>INSTANCE</th>
<th>ASSOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>gi</td>
<td>42%</td>
<td>58%</td>
</tr>
<tr>
<td>g+t</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>ti</td>
<td>46%</td>
<td>54%</td>
</tr>
</tbody>
</table>

of their associated images (about 280K).

Evaluation. Automatic evaluation remains to be a challenge (Elliott and Keller, 2014). We report both BLEU (Papineni et al., 2002) at 1 without brevity penalty, and METEOR (Banerjee and Lavie, 2005) with balanced precision and recall. Table 6 shows the results: the ASSOC approach (w/ σ) significantly outperforms the two baselines. The largest improvement over INSTANCE is 60% higher in BLEU, and 44% higher in METEOR, demonstrating the benefit of the innate association structure of our corpus. Using all visual neighborhood (ASSOC w/ all) does not yield as strong results as selective neighborhood (ASSOC w/ σ), confirming our hypothesis that each visual concept can have diverse visual renderings.

We also compute crowd-sourced evaluation on a subset (200 images) randomly sampled out of the test set. For each query image, we present two captions generated by two competing methods in a random order. Turkers choose the caption that is more relevant to the visual content of the given image. We aggregate the choices of three turkers by majority voting. As shown in Table 7, ASSOC shows overall improvement over baselines, where the difference is more pronounced when reranking is based on feature sets that differ from the one used during the candidate retrieval.

5 Image Captioning using Visual Paraphrases

We present an exploration of visually situated paraphrase (or visual paraphrase in short hand), and demonstrate their utility for image captioning. Formally, given our corpus $G = (T, V, E)$, a visual paraphrase relation is a triple $(i, c, p)$, where given an image $i \in V$ and its original caption $c \in T$ (i.e., $e(c, i, \text{original}) \in E$), $p \in T$ is a visual paraphrase for $c$ situated in a visual context given by the image $i$ (i.e, $e(p, i, \text{paraphrase}) \in E$). We collect visual paraphrases using both human annotation and an automatic algorithm.

(1) Visual Paraphrasing using Crowd-sourcing: We use Amazon Mechanical Turk to annotate visual paraphrases for a subset of images in our corpus. Given each image with its original caption, we showed 10 randomly sampled candidate captions from our dataset that share at least one physical-object noun with the original caption. Turkers choose all candidate captions that could also describe the given image. We collect 7,570 $(i, c, p)$ paraphrase triples in total.

(2) Visual Paraphrasing using Associative Structure: We also propose an algorithm for automatic visual paraphrasing by adapting the ASSOC algorithm for image captioning (§3) as follows: given an image-caption pair $(i, c)$, it first prepares a set of candidate captions that share the largest number of physical-object nouns with $c$, which are likely to be semantically close to $c$; then we rerank the candidate captions using the same neighborhood-based affinity as described in §3.

We apply this algorithm to generate a large set of visual paraphrases. For each caption in our corpus, we randomly sample two of its associated images, and generate one visual paraphrase for each image-caption pair, which yields 353,560 $(i, c, p)$ triples. See Figure 2 for example paraphrases.

5.1 Image Captioning using Visual Paraphrasing

We propose to utilize automatically-generated visual paraphrases to improve the ASSOC approach (§3) for image captioning. One potential limitation of the ASSOC approach is that for some captions, the number of associated images might be too small for reliable estimations of the neighborhood based affinity. We hypothesize that for a caption with a small visual neighborhood, merging its neighborhood with those associated with its visual paraphrases will give a more reliable estimation of the affinity between a query image and that caption. Thus we modify the ASSOC approach as follows.

After preparing a pool of $K$ candidate captions \{$c_1, c_2, \ldots, c_K$\}, automatically generate a visual paraphrase $(i_i, c_i, p_i)$ for each $(i_i, c_i)$; then rerank the candidate captions by the following affinity function that merges the visual neighborhood from the

\footnote{under the WordNet “physical_entity.n.01” synset}
Table 8: Automatic and human evaluation of exploiting visual paraphrases for image captioning. The superscripts represent the image feature used in the reranking step; gi: GIST; ti: Tinyimage. The AMT column shows the percentages of captions preferred by human as of better visual relevance, in pairwise comparisons. The improvement of ASSOC over ASSOC is significant at p < 0.002 for BLEU, and p < 0.03 for METEOR with two tailed t-test.

<table>
<thead>
<tr>
<th>method</th>
<th>BLEU</th>
<th>METEOR</th>
<th>AMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSTANCE</td>
<td>0.125</td>
<td>0.029</td>
<td>N/A</td>
</tr>
<tr>
<td>ASSOCg</td>
<td>0.172</td>
<td>0.033</td>
<td>45%</td>
</tr>
<tr>
<td>ASSOCg&lt;para</td>
<td>0.187</td>
<td>0.036</td>
<td>55%</td>
</tr>
<tr>
<td>ASSOCt</td>
<td>0.184</td>
<td>0.034</td>
<td>45%</td>
</tr>
<tr>
<td>ASSOCt&lt;para</td>
<td>0.197</td>
<td>0.036</td>
<td>55%</td>
</tr>
</tbody>
</table>

### 6 Experiments: Visual Paraphrasing Improves Image Captioning

The experimental configuration basically follows §4. We compare ASSOC<para>, the visual-paraphrase augmented approach, to the vanilla ASSOC approach. The image feature setting is the one with which the ASSOC approach performs best. Both approaches use the GIST+Tinyimage feature to prepare candidate captions, then use either the GIST or Tinyimage feature for reranking.

Table 8 shows that the ASSOC<para> approach significantly improves the vanilla ASSOC method under both automatic and human evaluation. As a reference, the first row shows the performance of the INSTANCE method (§4). The ASSOC method significantly improves over the INSTANCE method. On a similar vein, the ASSOC<para> method further improves over the ASSOC method, as automatic paraphrases provide a better visual neighborhood. This improvement is remarkable since the paraphrasing association is added automatically without any supervised training. This demonstrates the usefulness of the bipartite association structure of our corpus.

### 7 Image Captioning with Creativity

Naturally existing captions reflect everyday narratives, which in turn reflect figurative language use such as metaphor, simile, and personification. To gain better insights, one of the authors manually categorized a set of 1000 random captions. About 17% are identified as figurative. Table 3 shows the distribution over different types of figurative captions.

#### Creative Language Classifier: Using the small set of labels described above, we train a simple binary classifier to identify captions with creative language. Using this classifier, we can control the degree of literalness or creativity in generated captions. Based on 5-fold cross-validation, the classifier performs with 77% precision and 43% recall.

Importantly, a high-precision and low-recall classifier suffices our purpose. It is because in the context of creative captioning and creative paraphrasing presented below, we only need to detect some figurative captions, not all.

#### 7.1 Creative Image Captioning

Given a query image, we describe it with the most appropriate figurative caption. We propose the ASSOC<creative> approach that alters the ASSOC approach (§3) to return a figurative caption from the candidate pool, excluding literal captions.

#### 7.2 Creative Visual Paraphrasing

Given a query image and its original caption, we rephrase a more creative and inspirational caption that still describes q. We use the PARA<creative> approach that changes our automatic visual paraphrasing algorithm (§5), by retrieving only figurative captions.

### 8 Experiments: Creative Image Captioning and Paraphrasing

#### 8.1 Creative Captioning

We compare the ASSOC<creative> approach to the vanilla ASSOC approach. With the ASSOC approach, the top-rank caption is usually literal. Both approaches use the GIST+Tinyimage feature for preparing candidate captions, and the Tinyimage feature for reranking, which is the best setting for the ASSOC approach (§4).

Similarly to §4, we sample 200 test images from our corpus, and use AMT to compare two algorithms in terms of visual relevance and creativity separately. For creativity, we ask takers to choose one

---

8We use a random forest classifier with features including words indicating reasoning (but, could, that), generality (never, always), caption length, abstract nouns (life, and hope), and whether the caption is a known idiom or quotation.
of the two captions that is more creative and inspirational than the other to describe each given test image. Results are shown in Table 9.

(1) Creativity. For 2/3 of the query images, captions produced by the ASSOCcreative method are judged as more creative than those produced by the ASSOC method. This result indirectly validates that the figurativeness classifier has a reasonable precision to control the literalness of the system caption.

(2) Visual relevance. Interestingly, not only the captions from the ASSOCcreative method are favored as creative, they are also judged as visually more relevant than those from the ASSOC method, despite that each figurative caption has lower neighborhood-based affinity than the literal counterpart. We conjecture that it is easier for human judges to be imaginative and draw visual relevance between the query image and figurative captions than the literal counterparts. This result also suggests that figurative language may be of practical use in image caption applications as a means to smooth the potentially brittle system output. Figure 5 shows example system output.

### 8.2 Creative Visual Paraphrasing

We test 200 images that are associated with literal captions as predicted by the figurativeness classifier. The PARAcreative approach competes against two baselines: 1) the ORIGINAL captions, and 2) a text-only variant of the PARAcaption approach sans visual processing: it randomly chooses a figurative caption that shares the largest number of physical-object nouns with the original caption, without looking at the query image. This is for evaluating the effect of visual context.

In addition to the evaluations as in §8.1, we also use a multiple-choice setting that allows a turker to choose zero to two captions that are visually relevant to the query image. See Table 10 for results, and Figure 5 for example outputs.

### 9 Related work

**Image-caption corpus:** Our work contributes to the line of research that makes use of internet web imagery and text (Ordonez et al., 2011; Berg et al., 2010) by detecting the visually relevant text (Dodge et al., 2012) and reducing the noise (Kuznetsova et al., 2013b; Kuznetsova et al., 2014). Compared to datasets with crowd-sourced captions (Hodosh et al., 2013; Lin et al., 2014), in which each image is annotated with several captions, our dataset presents several images for each caption, a subset of which also includes visually situated paraphrases. The as-

---

<table>
<thead>
<tr>
<th>method</th>
<th>creativity</th>
<th>relevance</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASSOC</td>
<td>33%</td>
<td>41%</td>
</tr>
<tr>
<td>ASSOCcreative</td>
<td>67%</td>
<td>59%</td>
</tr>
</tbody>
</table>

Table 9: Human evaluation for creative captioning: % of captions preferred by judges in pairwise comparisons

<table>
<thead>
<tr>
<th>method</th>
<th>creativity</th>
<th>relevance</th>
<th>single</th>
<th>multiple</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORIGINAL</td>
<td>32%</td>
<td>80% 87%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PARAcaption</td>
<td>68%</td>
<td>20% 60%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PARAmultiple</td>
<td>56%</td>
<td>47% 63%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PARAcreative</td>
<td>44%</td>
<td>53% 74%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 10: Human eval for creative visual paraphrasing

I. Comparing original captions with creative paraphrases (ORIGINAL vs. PARAc creative): The paraphrases are preferred over the original literal captions as more creative most of the time. As for the visual relevance, the original captions are favored over the paraphrases most of the time in the single-choice competition. However, when we use a multiple-choice setting, paraphrases has a reasonable relevance rate (60%), despite the simplicity of the algorithm. The fact that the original captions has a high relevance rate (87%) shows that in our corpus the captions have high visual relevance to their associated images most of the time.

II. Creative paraphrasing with and without the visual context (PARAcaption vs. PARAcreative): In terms of creativity, the PARAcaption method is preferred over the PARAcreative method. We conjecture that without conditioning on the visual content, PARAcaption method tends to retrieve more unexpected captions that make turkers think they are more fun and creative. As for the visual relevance, by conditioning on the visual context given by query images, the PARAcreative method significantly improves the visual relevance over the text-only counterpart, PARAcaption method. This result highlights the pragmatic differences between visually-situated paraphrasing and text-based paraphrasing.
Figurative language: There has been substantial work for detecting and interpreting figurative language (Shutova, 2010; Li et al., 2013; Kuznetsova et al., 2013a; Tsvetkov et al., 2014), while relatively less work on generating creative or figurative language (Veale, 2011; Ozbal and Strapparava, 2012). We probe data-driven approaches to creative language generation in the context of image captioning.

10 Conclusion

To conclude, we have provided insights into making a better use of multimodal web data in the wild, resulting in a large-scale corpus, Deja Image-Captions, with several unique properties to complement datasets with crowdsourced captions. To validate the usefulness of the corpus, we proposed new image captioning algorithms using the associative structure, which we extended to several related tasks ranging from visually situated paraphrasing to enhanced image captioning. In the process we have also explored several new tasks: visually situated paraphrasing, creative image captioning, and creative caption paraphrasing.
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