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Abstract

The advances in image acquisition techniques make
recording images never easier and brings a great conve-
nience to our daily life. It raises at the same time the is-
sue of privacy protection in the photographs. One partic-
ular problem addressed in this paper is about covert pho-
tographs, which are taken secretly and often violate the sub-
jects’ willingness. We study the task of automatic covert
photograph classification, which can be used to help in-
hibiting distribution of such images (e.g., Internet image
filtering). By carefully collecting and investigating a large
covert vs. non-covert photographs dataset, we observed that
there are many features (e.g., degree of blur) that seem to
be correlated with covert photographs, but counter exam-
ples always exist. In addition, we observed that image vi-
sual attributes (e.g., photo composition) play an important
role in distinguishing covert photographs. These observa-
tions motivate us to fuse both low level images statistics
and middle level attribute features for classifying covert im-
ages. In particular, we propose a solution using multiple
kernel learning to combine 10 different image features and
31 image attributes. We evaluated thoroughly the proposed
approach together with many different solutions including
some state-of-the-art image classifiers. The effectiveness of
the proposed solution is clearly demonstrated in the results.
Furthermore, as the first study to this problem, we expect
our study to motivate further research investigations.

1. Introduction
1.1. Background

Proliferation of image/video acquisition devices and new
internet technologies provide people great convenience to
shoot photos and share them through websites such as
Google Picasa1 and Flickr2. Such convenience is however
accompanied with the issue of privacy protection, which re-

1http://www.picasaweb.google.com/
2http://www.flickr.com/

cently started drawing research attention in computer vision
community [28, 4, 13, 8, 22]. In this paper, we investigate
a new type of visual privacy threaten, named covert pho-
tography, in which the subject being photographed is un-
aware that he or she is intentionally photographed. Photos
taken this way, named covert photographs, often seriously
threaten public or personal privacy. For example, some peo-
ple spy on neighbor’s home activities with a night vision
camera; paparazzi stalk celebrities to shoot pictures of their
private life; voyeurs capture photos using hidden cameras
in public restrooms, etc. Such photographs or videos often
seriously jeopardize public privacy, and, when distributed
on the Internet, can cause even worse consequences [17].

Many states and countries have enacted laws, regula-
tions and policies to forbid or restrict inappropriate pho-
tographing activities and distribution of related photographs
[32, 20, 15, 11]. For example, laws have been passed to pro-
hibit photographing in privacy sensitive locations such as
dressing rooms and restrooms [11]; the French “Presump-
tion of Innocence and Rights of Victims” [32] legislation
prohibits “any publication of a person without their express
consent”; the United Kingdom enacted “Human Rights Act
1998” [20] to restrict on the publication of photography to
protect the public privacy.

Content-based filtering, either automatic or semi-
automatic, is an important tool for controlling the distribu-
tion of inappropriate images or videos over Internet. For
example, Google SafeSearch is designed to filter out the
adult-oriented text, video, and images. Image filtering tech-
nologies have recently been attracting increasing research
attention in computer vision and data engineering commu-
nities. Most of such methods focus on classifying adult im-
ages. For example, the pioneer work in [10, 12] combines
color and texture analysis for skin detection and then uses
geometric constraints to group skin regions for naked body
detection. In [19] a statistical skin color model is developed
for adult images identification. In [18], contour-based vi-
sual features and text information are fused for recognizing
pornographic web pages. Bag-of-features is used in [7] to
classify pornographic images. More studies can be found in
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[16, 27, 31], etc.

1.2. Our Contribution

Despite the large amount of previous studies on content
based image filtering (e.g. those mentioned above), little
effort has been devoted to handle covert photos. By our ob-
servation, there are at least two issues need to be addressed:
First, covert photos recognition task is a bit more ethi-
cally challenging than pornography recognition. Pornog-
raphy is more or less defined by the subject of the photo-
graph, whereas covert photography is defined by the acqui-
sition method. It is not easy to collect an annotated ground
truth dataset. Second, classification of covert photos is not
an easy task due to the large intra-class variations and the
fact that there are many regular photos that resemble covert
ones. Some example photos from the dataset we collected
are shown in Figures 1 and 7.

In this paper, we study the problem of covert photo-
graph classification by addressing both issues. We follow
Wikipedia [37] to formally define the covert photographs.
Guided by the definition, we collected an initial image
dataset from multiple sources. By checking images in the
collected dataset, we observed that both low level image
statistics and middle level image attributes are relevant for
distinguishing covert images from regular ones. Nonethe-
less, there are always exceptions for each individual im-
age feature or attribute. Motivated by these observations,
we propose to classify covert photographs by fusing in-
formation from both low-level image features and visual
attributes. Specifically, we use multiple kernel learning
(MKL) to combine 10 low level feature-based classifiers
and 31 attribute-based classifiers. Finally, a thorough exper-
imental evaluation is conducted using the collected dataset
and our method demonstrates very promising performance.

Our major contribution lies in the study of automatic
covert photo classification, which, to the best of our knowl-
edge, has never been investigated before. Our contribution
includes three interconnected components: (1) We have col-
lected and annotated a covert–regular photos database con-
taining 1500 covert photos and 6000 regular photos from
varying sources, e.g., web, surveillance system, voyeurism
publishing, real covert photography on street, and we plan
to share it for research purposes. (2) We propose a new ap-
proach to combine image statistics and attributes for covert
photo classification, which to the best of our knowledge has
not been explored previously. (3) We evaluate the state-
of-the-art image classification approaches on our database,
including fine designed image descriptors, bag-of-features
method, image statistics, and discriminative semantic at-
tributes based methods. It is shown that our method clearly
outperforms existing image classification methods for the
covert photograph classification task.

Figure 1. Sample photos from our covert database. Photos 1 to 16
on the left column are regular photos, while the remaining (17 to
30) are covert photos. All these photos can be classified correctly
by our method, in the case of great inter-class similarity and intra-
class variation. Note (for Figure 7 too): some images are made
mosaic for the purpose of protection to kids and presonal privacy.

2. Problem Formulation
2.1. Problem Definition and Challenges

The problem of covert photograph classification is
straightforward: given an input photo or image I , determine
whether it is a covert photo or a regular one. So, when is
a photo called “covert”? We use the definition of “secret
photography”, which is synonym of “covert photography”,
from Wikipedia as the answer [37]:

“Secret photography refers to the use of an image
or video recording device to photograph or film a
person who is unaware that they are being inten-
tionally photographed or filmed.”

There are several similar or related concepts in photography
regimes, such as candid photography, voyeuristic photogra-
phy, paparazzi, etc. We use covert photography to empha-
size the fact that photographed subjects are “unaware that
they are being intentionally photographed”, which more
than often implies invasion of privacy.

From the definition, we can see two main challenges in
the study of covert photograph classification. The first chal-
lenge lies in collecting a rigorous ground truth dataset for
the investigation. On the one hand, it is almost impossible
to trace the real acquisition method of each photo, which
makes collecting a large database for research more diffi-
cult. On the other hand, it is inappropriate to collect such
data by intentionally taking photo by ourselves, which may
bring a serious bias. We handled this challenge by first col-
lecting candidate photos from multiple sources and then de-



cided whether they are covert by voting from human ob-
servers. The process is detailed in the next subsection.

The second challenge lies in the large inter-class similar-
ity and inner-class variation. This challenge can be clearly
seen in Figures 1 and 7, which show example covert photos
in contrast to regular ones. This challenge makes it hard to
use existing image classification algorithms that use a single
type image features. For example, while many covert pho-
tos have low image qualities, there are some with qualities
as good as regular ones. More detailed discussion is given
in Section 3, where we describe our solution that combines
low-level image features and middle-level image attributes.

2.2. Database Construction

There are billions of images on the Internet through im-
age sharing website, however, due to the key words search-
ing restriction, covert photos are not trivial to obtain. To col-
lect a covert photo dataset for research usage, we seek im-
age sources mainly through the following ways: 1) search-
ing on the web with dozens of synonyms; 2) selecting
frames from privacy invasion related surveillance videos;
3) querying from certain specific types of websites, such as
peep tom, voyeurism blog, celebrity gossip; 4) submitted
by volunteers for research purpose, e.g. photos captured on
street etc. As we discussed in previous sections, whether an
image is covert or not is defined by its acquisition method.
When observing the raw covert dataset, we found most of
them are truly taken secretly as indicated by the information
provided by website or volunteers; but some of them do not
have explicit notes regarding the photographing procedure.
For this reason, we used human annotation for the decision.
Ten human subjects (six males and four females) with ages
ranging from 20 to 40 years volunteered to help. After ex-
plaining the definition of covert photography to them, we
presented the initially collected images to them. A subject
then labeled each image as either a covert photo or not. An
image is treated as valid only if seven or more subjects agree
on its labels. After the “raw data purifying” processing,
1,500 covert photos are finally determined from the 2,630
initially collected ones.

In addition to covert photos, regular photos as nega-
tive samples are collected from Flickr, Picasa Albums, and
about 100 pictures from Caltech 256 “people” category.
When collecting the dataset, an attention is paid to make
it as diverse as possible, by including photos from various
races, nationalities, ages, occupations, scenes, capture time,
and professional or amateur photography etc. This collec-
tion contains 11,500 images initially. Then, after carefully
checking the collection, we removed many (near) duplica-
tions and inappropriate ones (e.g. cartons). Finally, we kept
6,000 regular images in our dataset.

We noticed that some images in our collection have large
caption areas, usually in the bottom region. To avoid bias,

Table 1. Attributes and correlated low-level features. Note: Con-
sidering the limited space in tables and figures. We use abbrevi-
ations e.g. c-g, c-m, etc. instead of color gist, color moments,
etc. The detailed correspondences between abbreviations and full
names are listed in Section 3.

Group Attributes Related features

Image Quality blur and noise BIQI score [24]

Visualization color richness c-g, c-m, hue

image brightness c-g, c-m, g-hist

color saturation hue, c-m

contrast glcm, g-hist

Image Contents face presence face detector [36]

human presence PHOG, e-hist, LBP

human dressing c-g, c-m, hue

pornographic c-m, hue

scenes c-g, LBP

time g-hist, e-hist

background e-hist, PHOG

spatiogram

Photography capture distance Dof [6]

view angle c-g, PHOG

spatiogram

we manually cropped such images to remove such regions.
No other preprocessing had been conducted on the images.
In our experiments we split the datebase into training and
testing sets. The training set contains 1,200 covert images
and 4,800 regular images, while the testing set contains the
remaining. Figures 1 and 7 show some samples from the
database.

2.3. Attribute Annotation

Attribute information has recently been used in visual
recognition problems [21, 29]. In order to use attributes for
covert photograph classification, attribute labels have been
collected which will be used in our task. The attributes in
the dataset are selected from four groups, i.e. image quality,
visual property, image content, and photography, as listed in
Table 1. Ten volunteers are asked to annotate the attributes.
To avoid the interference of prior knowledge about our final
classification task to attribute annotation, the ten volunteers
were selected to avoid any overlap with the volunteers for
covert/regular labeling. Similar to the covert/regular label-
ing, after all subjects annotated attributes of all images, only
those labels with super majority agreement (seven or more
subjects) were kept.
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Figure 2. Framework overview.

3. Combine Image Features and Attributes
3.1. Overview

By investigating carefully the collected covert photo
dataset, we observe that it is difficult to use single feature
or attribute to distinguish covert photos from regular ones.
This is due to the large inter-class similarity and inner-class
variation, which are essential to the photography process of
covert photos. In fact, as shown in subsection 4.3, classi-
fiers based on individual image features have clearly rooms
to improve.

Motivated by this observation, we propose to fuse infor-
mation from multiple sources for classifying covert photos.
In particular, our solution combines 10 different image fea-
tures and 31 image attributes in a multiple kernel learning
framework. The overview of the proposed method is illus-
trated in Figure 2. In the following subsections, we give
details of each component in the framework.

3.2. Low-Level Image Feature

Many existing image classifiers use low level features
directly extracted from images, such as GIST [26], local
binary pattern (LBP) [1], histogram of oriented gradient
(HOG) [5], or distribution of certain low level features
based on various criteria, such as bag of features [9] etc.,
and have been proven to be promising in object recognition,
image retrieval, category classification, etc. These features
describe different image characteristics, such as holistic
property [26], local image property [23], image patch char-
acters [3], shape [26], color [33], spatial information [2],
and some image statistical information [30]. Due to they
all capture some discriminative information toward distin-
guishing covert photos from regular ones, it motivates us to
fuse ten typical low level image features for our task, which
described as follows:

• Bag of Features (BoF): We use SIFT [23] as the local
descriptors and a vocabulary of size 180 to represent

images.3

• Color GIST (c-g) [26]: We use a concatenation of the
gist descriptor in the HSV color space. In every color
channel, orientation histograms are computed on a 4×
4 grid over the entire image. They are extracted at three
scales with eight orientation bins on each scale. The
final descriptor is a 1152 dimensional vector.

• Color moments (c-m) [30]: We concatenate the first
three image moments, i.e. mean, variance, and skew-
ness in Lab color space, over a 5 × 5 grid of entire
image to construct a 225 dimensional descriptor.

• Edge Orientation Histogram (e-hist): We first ex-
tract Canny edges of the image, then compute five his-
tograms, including four directional edge histograms
(horizontal, vertical, two diagonals) and one non-
directional edge, on three spatial pyramid levels (3×3,
4× 4, and 5× 5).

• Gray Histogram (g-hist): We simply compute the 256
gray level histogram of an image.

• Grey Level Co-occurrence Matrix (glcm): We scale
the image to 16 gray levels, then calculate the occur-
rence frequency that a pixel with value i occurred in
four-connection neighborhood of a pixel with value j,
and return a gray-level co-occurrence matrix. Then we
expand the matrix to a vector and create a 256 dimen-
sional descriptor.

• Hue descriptor (hue) [33]: Since hue is known to be
unstable around the grey axis, to make it more robust,
we compute the hue histogram by weighting each hue
value by its saturation to obtain a 36 dimensional de-
scriptor.

• Local Binary Pattern (LBP) [25]: We compute the
histogram of LBP code on a 4× 4 grid over the entire
image. The value of LBP code of a pixel is computed
based on the binary number of its 8 surrounding neigh-
borhoods within a circle with the radius of 1.

• Pyramid histogram of orientation gradient (PHOG)
[3]: We first extract Canny edges, then quantize the
gradient orientation on the edges (ranging from 0◦ to
360◦) into 40 bins. Three spatial pyramid levels, 1×1,
2 × 2 and 4 × 4, are used. The dimensionality of the
final descriptor is 680.

• Spatiogram (spg) [2]: We quantize gray image into
eight buckets, and then extract spatiogram histogram
on three spatial pyramid levels (3×3, 4×4, and 5×5).

3For our task, we evaluate the vocabulary sizes from 100 to 300 and
180 performs best.
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Figure 3. Accuracy evaluation of MKL methods

3.3. Attribute Classifiers and Attribute Feature

We list our attribute vocabulary in Table 1. For some
attributes e.g. “blur and noise”, “face presence”, and “cap-
ture distance”, we use the BIQI detector [24], the face de-
tector [36] and the Dof detector [6] to calculate the scores
directly for each image. For remaining, we use low level
image features mentioned in previous subsection to train the
attribute classifier by a supervised learning method for each
attribute. For a given attribute, we use all ten low level fea-
tures to train classifiers respectively and select those with
the highest cross validation accuracies as the final attribute
classifiers. For example, for attribute “color richness”, there
are three classifiers trained by color gist, color moment and
hue descriptor respectively obtained the best performance.
So, we kept these three attribute classifiers. By this way, we
obtained in total 31 attribute classifiers, the final selected
attributes and correlated training features are listed in Table
1. Then we construct an intermediate “attribute feature”
by concatenating the prediction outputs of the classifiers to
yield a 31-dimensional descriptor as depicted in Figure 2.
In this phase, the role of “attribute feature” is same as low
level features in the sense of representing an image. Af-
ter “attribute feature” are obtained, we use standard feature
kernel computation method to compute the attribute kernel.

3.4. Fusion with Multiple Kernels Learning

None of single feature have both highly invariant to the
intra-class variations and powerful inter-class discrimina-
tive power to all classes. Recently, several methods have
been proposed to combine multiple features to improve
classification performance instead of using a single one.
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Figure 4. Performances of different configurations in MKL. For
clearly illustration, we only show part of the curves which x and y
in the range 0 to 0.7, and 0.3 to 1 respectively.

Table 2. Multiple kernels combination components

Normalization `1-norm, `2-norm

Kernel klin(xi, xj) = 〈xi, xj〉
Function kRBF (xi, xj) = exp(−γ‖(xi − xj‖2)

kχ2(xi, xj) = exp(−γ ‖xi−xj‖2
xi+xj

)

Kernel ave: 1
P

∑P
m=1 km(xi, xj)

Combination prod: (
∏P
m=1 km(xi, xj))

1/P

opt: Equation (2)

Multiple Kernel Learning (MKL) [34, 35, 14] is one of suc-
cessful methods. The core idea of MKL algorithm under
the SVM framework is to seek optimal combination coeffi-
cients to kernel matrix, as shown in Equation (1):

Kopt =

P∑
p=1

ηpKp (1)

where P is the total number of kernels, ηp is the combina-
tion coefficient, and Kp is the kernel matrix. The element
kp(xi, xj) of Kp defines the similarity between a pair of
samples xi and xj . In our work, we solve an optimization
problem as Equation (2)[34] to obtain combination coeffi-
cients:

minw,η,ξ,b
1
2‖w‖

2
2 + C

∑Z
i=1 ξi +

∑P
p=1 σpηp

s.t. yi(〈w,Φ(xi)〉+ b) ≥ 1− ξi, ξ > 0, η > 0,

(2)

where w is the vector of weight coefficients, C is the penalty
parameter, ξ is the slack variables, b is the bias term of
the separating hyperplane, Z is the total number of train-
ing image features, and Φ(xi) corresponds to the feature
space that implicitly constructs the combined kernel func-
tion k(xi, xj) =

∑P
p=1 ηpkp(xi, xj). To obtain the opti-

mal combination coefficients effectively, we use a two-step
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6 and Table 3 too.

SVM training method. At each iteration, we first update the
combination coefficient η while fixing C, and we then up-
date C while fixing η. These two steps are repeated until
convergence.

Feature normalization and kernel standardization.
Some attribute descriptors, come from attribute classifiers
that can generate negative values, e.g. color richness at-
tribute trained by color moments feature. This causes prob-
lems for some kernel functions, such as χ2 kernel. There-
fore, we feed feature and attribute descriptors into a sigmoid
function, defined as

scorep = 1/(1 + e−scoreori) , (3)

to ensure the elements of the descriptors are non-negative.
Normalization of descriptors is a trivial problem, but may
have direct effect to classification performance [35]. In
our work, we compare the performance of `1-norm and
`2-norm based descriptors normalization. To standard-
ize the entire kernel, we rescale it such that the variance
s2 = 1

Z

∑Z
i=1(Φ(xi)−Φ(xi))

2 in the feature space remains
const, which yield K∗ = K/( 1

Z

∑
iKii − 1

Z2

∑
i,j Ki,j).

4. Experiments and Discussion

4.1. Performance Evaluation Metrics

Considering the unbalance of our database, i.e. the ratio
of covert and non-covert photos is 1 to 4 in both training
and test database, we use AUC (area under curve) and 1-
EER (1 minus equal error rate) of ROC curve to evaluate
the performance, instead of classification accuracy.
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Figure 6. ROC Curves for evaluated methods. For clearly illustra-
tion, we only show part of the curves which x and y in the range 0
to 0.7, and 0.3 to 1 respectively.

4.2. Evaluation of MKL Algorithms

There are three important aspects to be considered for the
combination of multiple kernels, i.e., 1) the type of basic
kernel functions; 2) the descriptor normalization method;
and 3) the kernel combination method. In our experiments,
for each component, we compare some typical choices. As
listed in Table 2, we evaluate linear, RBF and χ2 kernel
functions, with either `1-norm or `2-norm normalizations.
We also compare our optimization based kernel combin-
ing method (Equation (2)) with the two simple but empir-
ically successful methods, i.e. summation averaging (ave)
and multiplication averaging (prod). The results are illus-
trated in Figures 3 and 4. The results show that the per-
formance of using `2-normalization is better than that of
using `1-normalization. In our task, summation averaging
performs similar to the optimization based method. Gen-
erally speaking, the method based on optimizing a kernel
combination with the χ2 kernel function yields the best per-
formance. Thus, we use this combination to train our covert
photographs classifier.

4.3. A Comprehensive Evaluation of Classification
Methods on Covert Photographs Task

We compare our method with existing image and cat-
egory classification methods on the covert database. We
train classifiers on the training dataset and evaluate the per-
formance on the test dataset. There are three types of clas-
sifiers in our evaluation: 1) those using classical single dis-



Table 3. AUC and 1-EER values
Method g-h hue spg e-hist phog glcm BoF c-m LBP c-g att mkl-a-f

AUC 0.7098 0.7198 0.7613 0.8204 0.8811 0.8938 0.9020 0.9092 0.9376 0.9487 0.9639 0.9839

1-EER 0.6567 0.6533 0.7358 0.7467 0.7942 0.8125 0.8167 0.8467 0.8700 0.8833 0.8933 0.9325

criminative low level image feature as described in Section
3.2, 2) the one trained by visual attributes (we use attribute
vocabulary as introduced in Section 3.3), and 3) the pro-
posed method. We plot the performances ordered by the
1-EER criterion in Figure 5 (the detailed scores are listed
in Table 3). When considering the classifiers with only im-
age statistics features, color gist, LBP, and BoF (SIFT) per-
form better than others. This is consistent to some degree
with their performances shown in previous applications on
visual classification. The good performance of color mo-
ments, however, surprises us and motivates us to study the
power of image statistics on covert photograph classifica-
tion. Visual attribute-based classifier outperforms discrim-
inative feature-based classifiers, which shows that visual
attributes provide important discriminative information for
covert photographs. The detailed ROC curve and AUC data
are shown in Figure 6 and Table 3 respectively. It shows
clearly that the proposed method, by combining both image
statistics and attributes, significantly outperforms all other
methods.

Besides above experiments, we complete another inter-
esting experiment to show how the performance of attribute
classifiers affects the final covert image classifier. In the ex-
periment, instead of using the trained attribute classifier, we
use the ground truth attribute values directly for cover pho-
tograph classification. Specifically, we use the 14 attribute
as shown in Table 1 to predict covert photographs. The re-
sult are 98.55% (cross validation accuracy) for training and
96.73% for test, which is about 3% higher than the proposed
approach.

4.4. Discussions

We investigate the photos which are misclassified by the
top six classifiers including ours, whose prediction accura-
cies (1-EER) are higher than 80% as show in Figure 5, and
have two discoveries:

1) The incorrectly classified images by our classifier
overlap largely with those by classifiers based on attributes,
color gist, and color moments, In contrast, the overlap with
errors from the BoF classifier is much smaller. As known,
gist descriptor tends to extract the holistic characteristics of
an image, and color moments by themselves are an image
statistics feature. As for visual attribute, by checking the
vocabulary, we find almost all of them reflect some global
attribute of images. In comparison, BoF is a bundle of lo-
cal image features (SIFT in our study). That is to say, the

Figure 7. False classification samples by our method. Left(1-12):
regular photos which are misclassified to covert ones. Right (13-
25): covert photos which are misclassified to regular ones.

BoF classifier pays more attention to local details of images
instead of holistic properties. Our classifier integrates more
global features, makes its performance more similar to other
global feature based classifiers than to the BoF classifier.

2) Most misclassified covert photos by our classifier (as
shown in the right half of Figure 7) confuse other classi-
fiers as well. By re-examining of the original sources of
these images, we find that most of such images are labeled
as “covert” by human volunteers, since the original sources
do not provide related textual description. In other words,
these images show the disagreement between human and
the algorithms tested in the paper. This also suggests the
importantance of using the “true ground truth”, instead of
human annotation, in the future study.

5. Conclusions

In this paper, we introduce and study a novel image
recognition/classification task, i.e. covert photograph clas-
sification. Comparing with the existing pornography/naked
photograph recognition task, covert photograph classifica-
tion is more challenging. Pornography is defined by subject
of the photograph, whereas covert photography is defined
by the acquisition method. It is more difficult to learn clues
which might reflect images acquisition method than to learn
those based on image contents only. We construct a large



covert database for research purposes. By carefully inves-
tigating the similarities and differences between covert and
regular photographs, we propose to fuse both low level im-
ages statistics and middle level attribute features using the
MKL algorithm for classifying covert photos. We evaluate
our method together with many modern image classifiers.
The experimental results demonstrate our method outper-
forms all other competitors. In future study, we will con-
struct a rigorous ground truth database. We are also inter-
ested in investigating more complementary low level image
features and middle level image attributes, as well as other
multi-feature combination approaches.
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