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Abstract—Understanding traffic scene images taken from
vehicle-mounted cameras is important for high level tasks such as
Advanced Driver Assistance Systems (ADASs) and autonomous
driving. It is a challenging problem due to large variations under
different weather or illumination conditions. In this paper, we
tackle the problem of traffic scene understanding from a cross-
domain perspective. Specifically, we attempt to understand the
traffic scene from images taken from the same location but under
different weather or illumination conditions (e.g. understanding
the same traffic scene from images on a rainy night with the help
of images taken on a sunny day). To this end, we propose a Dense
Correspondence based Transfer Learning (DCTL) approach,
which consists of three main steps: a) extracting deep representa-
tions of traffic scene images via a Convolutional Neural Network
(CNN), b) constructing compact and effective representations
via cross-domain metric learning and subspace alignment for
cross-domain retrieval, and c) transferring the annotations from
the retrieved best matching image to the test image based on
cross-domain dense correspondences and a probabilistic Markov
random field (MRF). To verify the effectiveness of our DCTL
approach, we conduct extensive experiments on a challenging
data set, which contains 1,828 images from six weather or
illumination conditions.

Index Terms—Traffic scene understanding, semantic segmenta-
tion, transfer learning, dense correspondence, road scene, vehicle
environment perception.

I. INTRODUCTION

Understanding traffic scenes from images taken by vehicle-
mounted cameras is important for situational awareness in
Intelligent Transportation System (ITS), such as Advanced
Driver Assistance Systems (ADAS) and autonomous driving.
The state of art has mainly focused on road related detections,
such as road layout detection [1], [2] and road marking
detection [3], [4], [5], [6]. It is well accepted that a practical
autonomous driving system requires reliable and effective traf-
fic scene understanding [7], [8], [9], [10]. Existing approaches
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in traffic scene understanding, however, are sensitive to the
large variations due to weather or illumination changes.

In this paper, we address the problem from a cross-domain
transfer learning perspective, i.e. addressing it by using images
of the same location but taken in other weather or illumination
conditions. We assume that the annotated training images
under good weather or illumination conditions are available
for our reference. We view different weather or illumination
conditions as different domains. Therefore, our problem is
effectively a cross-domain learning problem.

Our basic idea is to find a subset of well-annotated images in
good weather or illumination conditions and then transfer their
annotations to the test image. Specifically, we propose a Dense
Correspondence based Transfer Learning (DCTL) approach,
in which we construct compact representations for finding the
best matching image in a training set across domains, and
then infer the annotations of the test image by building cross-
domain dense correspondences between the test image and the
retrieved best matching image in the training set.

In our proposed DCTL approach, we fine-tune a pre-
trained Convolutional Neural Network (CNN) to extract deep
representations of traffic scene images at first, and then per-
form domain adaptation to construct compact and effective
representations for retrieving the best matching image in the
training set across different domains (i.e. weather or illumina-
tion conditions). Finally, cross-domain dense correspondences
between the test image and the best matching image with
annotations are built via SIFT flow, and the annotations from
the training images are transferred to the test image via
a probabilistic MRF model. We verify effectiveness of our
proposed approach on a challenging data set.

We summarize contributions of our paper below:
• We propose a dense correspondence based transfer learn-

ing framework for understanding traffic scene images
under challenging variations of weather or illumination
conditions. To the best of our knowledge, this is the first
time that the traffic scene understanding is approached by
transferring information from images of the same location
taken in different conditions.

• We evaluate performance of state-of-the-art CNNs with
different architectures, pre-trained on different data sets,
with their deep features extracted from different layers.

• We collect samples to build a challenging image data
set, which contains 1,828 images from six weather or
illumination conditions. This data set is available online
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for free to use for ITS research.
The remainder of this paper is arranged as follows. In

Section II, we review the related work. In Section III, we
present our DCTL approach. In Section IV, we describe our
extensive experiments, followed by our conclusions in Section
V.

II. RELATED WORKS

Our cross-domain transfer learning approach for traffic
scene understanding is related to place recognition, domain
adaptation, and scene recognition and semantic segmentation
with deep learning.

A. Place Recognition

In the past few years, place recognition has achieved great
progress [11], [12], [13], [14], [15], [16]. Roughly, the task
of place recognition is treated as a variant of image retrieval
problem [17]. The state-of-the-art approaches for place recog-
nition are based on local invariant features, including image-
level descriptors [16], [12] or reconstructed 3D points [15],
[14]. In [13], Milford et al. introduce a condition-invariant
method for place recognition, in which the images of the
same location are matched and the highly aliased images from
different locations are rejected. However, there is a lack of
methods for understanding traffic scene images under different
weather or illumination conditions.

B. Subspace-based Domain Adaptation

The idea of subspace-based domain adaptation is to project
both source data and target data into a common subspace to
make the distributions of the two sources as consistent as
possible [18], [19], [20], [21]. We assume that there are many
labeled data in the source domain but few in the target domain.
We aim at adapting information from the labeled data in the
source domain to the new data in the target domain.

In traffic scene understanding, we view the weather or
illumination conditions as domains, and we treat our problem
as cross-domain learning. We address the problem of recog-
nizing images of the same scene across domains by learning
a transform utilizing the data from two domains, and the
domains may have large appearance variations.

C. Deep Learning for Scene Recognition/Semantic Segmenta-
tion

CNN based models have been the top performers on scene
recognition tasks [22], [23], [24], [25]. In recent works [26],
[27], [28], [29], deep CNN features learned on large data sets,
such as ImageNet (ILSVRC) [30] and Places [23], [31], can
be used as powerful descriptors to other applications.

However, traffic scene images considered in this paper have
significant appearance variations. This differs from images
in other data sets, such as those used for training ImageNet
(ILSVRC) and Places which might not adequate for dealing
with traffic scene images.

Deep architectures designed for semantic scene segmenta-
tion have also achieved the state-of-the-art results by learning

TABLE I
PAIR-WISE DOMAINS FOR THE CROSS-DOMAIN TRAFFIC SCENE DATASET.

High contrast domains:
sunny day−→ night sunny day−→ rainy night
cloudy day−→ night cloudy day−→ rainy night
snowy day−→ night snowy day−→ rainy night

Low contrast domains:
sunny day−→ foggy day sunny day−→ snowy day

cloudy day−→ snowy day rainy night−→ night

to decode low resolution image representations to pixel-wise
predictions such as [32], [33], [34], [35], [36]. The perfor-
mance of these methods may degenerate if the images have
large appearance variations as in our problem. Different from
training a deep network directly, we perform our semantic
scene segmentation by building dense correspondences be-
tween a test image and annotated images of the training set.

III. OUR PROPOSAL: DENSE CORRESPONDENCE BASED
TRANSFER LEARNING APPROACH

We describe our problem setting, followed by our proposed
approach.

Problem Settings: We consider the following six typical
weather and illumination conditions: sunny day, night, snowy
day, rainy night, cloudy day and foggy day, with each con-
dition viewed as a specific domain. Each domain contains
traffic scene images taken at different locations, and each
location is selected as one class. In addition, pair-wise domains
are assembled and divided into two groups in terms of their
illumination contrast: low contrast domains and high contrast
domains as shown in Table I. The symbol “−→” in the table
points from the source domain to the target domain, and it
means that we want to understand the traffic scene images in
the target domain by transferring information from images in
the source domain. We also select very challenging scenarios,
e.g. night and rainy night as the target domains, with other
scenarios as the source domains.

We illustrate the flowchart of our proposed approach DCTL
in Fig. 1. The approach consists of three stages:
• Extracting deep features via a fine-tuned CNN;
• Constructing compact and effective representations via

cross-domain metric learning and subspace alignment for
cross-domain retrieval;

• Building cross-domain dense correspondences for trans-
ferring annotations.

A. Extracting Deep Representation

As shown in [26], [27], [28], [29], [37], a well-trained CNN
can be used to generate powerful descriptors for applications
on diverse data sets. Different CNN architectures have been
proposed recently, e.g. VGG [28], [24], GoogLeNet [25], and
DeCAF [26], [38]. We compare performance of their deep
representations on traffic scene images.

As shown in [38], [28], fine-tuning the pre-trained CNN on
a specific data set can improve the performance significantly.
In our case, image appearances from our traffic scene data
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Fig. 1. Flowchart of the cross-domain traffic scene understanding.

sets are quite different from those in data sets used to pre-
train CNN. That is why we fine-tune the pre-trained CNN on
our traffic scene data sets.

A CNN often contains a huge number of adjustable pa-
rameters, e.g. more than 60 million parameters in the CNN
architecture from [22]. Learning effectively so many param-
eters using images from modest-size data sets is infeasible.
As shown in [26], [27], [39], the internal layers of the
CNN can act as a generic extractor of image representations.
Parameters of the internal layers of the pre-trained networks
can remain unchanged before fine-tuning. In addition, data
augmentation is applied, which is used to enlarge the data set
artificially using label-preserving transformations [22], [27].
More specifically, we combine the horizonal reflections with
crops, which is similar to recent data augmentation methods
for training CNN [22], [27], [28]. In our data augmentation,
ten samples are produced for each original image.

B. Domain Adaptation and Subspace Alignment
Traffic scene images taken in different weather or illumina-

tion conditions may have dramatic appearance variations, and
the extracted deep features may also be exhibiting large feature
variations. We tackle this difficulty by domain adaptation. As
listed in Table I, the condition on the left side of the arrow
is domain A and the condition on the right side of the arrow
is domain B. For example, “sunny day”, “cloudy day”, and
“snowy day” are domain A; whereas “night”, “rainy night”,
and “foggy day” are domain B.

Our idea is to transfer the annotation information of traffic
scene images in domain A to the test image in domain B. To
do so, we need to find in the training set of domain A a subset
of images, which are the best match to the test image. We then
transfer the annotations by building dense correspondences to
be described in the next subsection.

1) Training Stage: PLS Regression and Cross-Domain Met-
ric Learning: Generally, PCA is the most popular method for
linear dimension reduction before conducting metric learning.
However, PCA is not able to preserve the latent structure
across different domains as in our case. Therefore, instead,
we apply PLS regression [40] on data from the two domains
to learn compact representations of a common subspace.

Let training data in domain A and domain B be X(a) =

[x(a)
1 , . . . , x(a)

n ] and X(b) = [x(b)
1 , . . . , x(b)

m ], which contain n
and m deep features of d-dimension, respectively. Moreover,
we arrange the labels of the training samples in domain A

and domain B into label matrices Y (a) = [y
(a)
1 , . . . , y

(a)
n ]

and Y (b) = [y
(b)
1 , . . . , y

(b)
m ], respectively, in which the labels

y
(a)
i and y(b)

j indicate the specific locations where the training
samples are taken. If y(a)

i = y
(b)
j , we call the paired samples

(x(a)
i , x(b)

j ) as a positive sample pair, otherwise we call it as a
negative sample pair.

PLS regression is applied to the training data {X(a), X(b)},
to obtain the projection matrix P of d×p, where p < d is the
target dimension.

We denote the PLS dimension-reduced data as X̃(a) and
X̃(b), where X̃(a) = PTX(a) and X̃(b) = PTX(b). Then, we
learn a metric to measure the cross-domain distance between
data samples from the two domains:

‖x̃(a) − x̃(b))‖2W = (x̃(a) − x̃(b))TW (x̃(a) − x̃(b)), (1)

where W is a positive semi-definite matrix of p× p.
Let W = V V T in which V ∈ Rp×q with q < p, we have

that:

‖x̃(a) − x̃(b))‖2W = ‖V T x̃(a) − V T x̃(b)‖22, (2)

Similar to [41], we use the log-logistic loss function as
follows:

`W (x̃(a)
i , x̃(b)

j ) = log(1 + eθij(‖x̃(a)
i −x̃(b)j ‖

2
W−c)), (3)

where θij = 1 if y(a)
i = y

(b)
j and otherwise θij = −1, c is a

constant. Then, by using W = V V T , our cross-domain metric
learning problem is formulated as follows:

min
V

n∑
i=1

m∑
j=1

αij`V V T (x̃(a)
i , x̃(b)

j ), (4)

where αij = 1
N+

if θij = 1 and 1
N−

otherwise, and N+ and
N− are the numbers of positive and negative sample pairs,
respectively. Note that the weighting scheme is important
because N+ and N− are heavily unbalanced in our problem.
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We solve problem (4) by the accelerated proximal gradient
optimization method as in [41]. After the optimization process
completion, we obtain the optimal solution V∗ and apply it to
find a compact and effective representation of the test data.

2) Testing Stage: Subspace Alignment: In the training stage,
we perform PLS regression and cross-domain metric learning
on the training data to minimize the discrepancy in the two
domains. We obtain a latent structure preserving projection
matrix P and a supervised domain adaptation projection
matrix V∗.

In the testing stage, we apply the cross-domain projections
P and V∗ to reduce the dimensionality of the test data as
follows:

Z̃(a) = V T∗ P
TZ(a), (5)

Z̃(b) = V T∗ P
TZ(b), (6)

where Z(a) = [z(a)
1 , . . . , z(a)

s ] and Z(b) = [z(b)
1 , . . . , z(b)

t ]
contain s and t testing samples of d-dimension in domain A
and domain B, respectively.

To further minimize the discrepancy between the two do-
mains, we align subspace Z̃(a) in domain A with respect
to subspace Z̃(b) in domain B. Let Q(a) ∈ Rq×k and
Q(b) ∈ Rq×k be the left singular matrices of Z̃(a) and Z̃(b),
respectively, then we can find an alignment matrix R by
minimizing the Bregman matrix divergence [18] as follows:

min
R
‖Q(a)R−Q(b)‖2F , (7)

where ‖ · ‖F is the Frobenius norm. Note that the closed-
form solution is R∗ = QT(a)Q(b). Then, Z̃(a) and Z̃(b) can be
projected into a common subspace as follows:

C(a) = RT∗Q
T
(a)Z̃

(a), (8)

C(b) = RT∗Q
T
(b)Z̃

(b), (9)

where C(a) ∈ Rk×s and C(b) ∈ Rk×t are the compact cross-
domain representations for test data in domain A and domain
B, respectively. For each test sample in domain B, we use its
k-dimensional representation to find the best matching samples
in domain A.

Remark. In [42], a metric learning is used to generate
subspaces of the source domain. Unlike [42], we learn a metric
on the cross-domain training data (resp. just one scenario data)
and transfer the data which are different to the data used for
learning the metric (resp. the same data used for learning the
metric) into the metric-induced space.

C. Scene Understanding through Label Transfer

While the images in different domains are usually of dif-
ferent appearances due to variations from weather or illumi-
nation conditions, they share similar spatial layout structure.
Therefore, the annotation information on scene images in
domain A can be transferred into scene images in domain B
if correct correspondences are properly created. In this paper,
we build the dense correspondences via SIFT flow [43], [44]
and transfer the annotation information via a Markov random
field model.

1) Cross-domain Dense Correspondence via SIFT Flow:
The goal of SIFT flow is to find the dense correspondences
between two images. We consider a test image, denoted as
I(b) and the best matching image, denoted as I(a). Let p be
the spatial coordinates of a pixel in the image, and f(b)(p) be
the SIFT descriptor [45] at coordinates p in the test image
I(b), f(a)(p) be the SIFT descriptor at coordinates p in the
best matching image I(a), and w(p) be the displacement of
the corresponding SIFT feature in image I(a). Similar to [46],
we define the energy function of SIFT flow field1 W on the
best matching image I(a) with respect to test image I(b) as
follows:

ε(W) =
∑
p

‖f(b)(p)− f(a)(p+ w(p))‖2

+ λ
∑

(p,q)∈E

‖w(p)− w(q)‖22,
(10)

where E contains all of the spatial neighborhood (4-neighbor
graph) and λ is the regularization parameter. We solve for
W by minimizing the energy function ε(W) using belief
propagation [47].

2) Annotation Transfer: Given a test image I(b) with its
corresponding SIFT descriptor field 2 F(I(b)), the best match-
ing image I(a) with its corresponding SIFT descriptor field
F(I(a)) and annotation field3 L(I(a)), and the SIFT flow
field W∗ obtained from solving (10), our goal is to infer the
annotation defined for each pixel in I(b), i.e. the annotation
field L(I(b)) for test image I(b).

To infer the annotation field L(I(b)), we consider the dense
correspondences between I(b) and I(a), spatial layout prior
information on I(b) and the spatial smoothness in I(b).

To utilize the dense correspondences established by SIFT
flow similar to [48], we define a penalty term φ(L(I(b), p))
as:
• If L(I(b), p) = L(I(b), p+ w∗(p)), then

φ(L(I(b), p)) = ‖f(b)(p)− f(a)(p+ w∗(p))‖2. (11)

• If L(I(b), p) 6= L(I(b), p+ w∗(p)), then

φ(L(I(b), p)) = χ, (12)

where L(I(b), p) is the annotation at position p in
image I(b), and χ is sufficiently large, e.g. χ =
maxp,q ‖f(b)(p)− f(a)(q)‖2.

To utilize our spatial prior, we define the penalty term:

θ(L(I(b), p)) = − logH(p), (13)

where H(p) denotes the prior probability of pixel p to belong
to an object category, and it can be estimated by calculating
the spatial histogram of the object category for each pixel in
the training set. We show examples of estimated H in our
cross-domain traffic scene data sets in Fig. 2.

To take into account smoothness, we define penalty term
ψ(L(I(b), p),L(I(b), q)) for assigning labels L(I(b), p) and
L(I(b), q) to two adjacent pixels below:

1A set of displacements w(p) defined on the whole image.
2A set of SIFT descriptors is defined on the whole image.
3A set of annotated labels is defined on the whole image indicating the

category of object at pixel p.
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building bridge

car median strip

pole road

sky traffic lights

traffic sign tree

Fig. 2. The statistics for spatial priors of some object categories in our
cross-domain traffic scene data set. Note that white means the probability
of appearance for this category is zero. The denser the color, the higher the
probability.

• If L(I(b), p) 6= L(I(b), q), then

ψ(L(I(b), p),L(I(b), q)) = e−γ‖I
(b)(p)−I(b)(q)‖22 , (14)

where γ is an image-dependent contrast constant4.
• If L(I(b), p) = L(I(b), q), then

ψ(L(I(b), p),L(I(b), q)) = 0. (15)

To accurately infer the annotaion field L(I(b)), similar
to [44], we build a probabilistic MRF model by integrating
dense correspondences, spatial prior information and spatial
smoothness as follows:

min
L(I(b))

∑
p

φ(L(I(b), p)) + α
∑
p

θ(L(I(b), p))

+β
∑

(p,q)∈E

ψ(L(I(b), p),L(I(b), q)).
(16)

Finally, we solve for L(I(b)) by using the belief propagation
algorithm.

Remark. Our task of traffic scene understanding involves
semantic labeling or segmentation only. In general, traffic
scene understanding should also infer the spatial relationship
of the recognized objects. This may be a subject of future
research.

IV. EXPERIMENTS

To validate effectiveness of our proposed approach, we
conduct our extensive experimental evaluation.

4The γ ensures that the exponential term in (14) switches properly between
high and low contrasts [49]. Usually, γ = 0.5

E[‖I(b)(p)−I(b)(q)‖2]
, E[·] is the

expectation taken over image I(b).

sunny day (city) sunny day (highway)

night (city) night (highway)

snowy day (city) snowy day (highway)

rainy night (city) rainy night (highway)

cloudy day (city) cloudy day (highway)

Location I Location II

Fig. 3. Example images from our cross-domain traffic scene data set (first
route). Images for two different locations are shown. Each location contains
traffic scene images varying from weather and illumination (top to bottom).

A. Data Set and Evaluation Metric

1) Data Set: Our cross-domain traffic scene data set con-
sists of traffic scene images collected from two road routes.
The images of the first road route are from five video se-
quences captured by our test vehicle. It consists of 1,130
traffic scene images of 226 different locations. Both traffic
scenes for city and highway are included in this road route. All
videos were captured on the same road route, but with different
weather and illumination conditions. At each location, we
captured images of 5 different conditions, i.e. “sunny day”,
“night”, “snowy day”, “rainy night” and “cloudy day”, as
illustrated in Fig. 3. All of the images are of 856×270 pixels.

The images of the second road route are from two video se-
quences collected from YouTube. Specifically, the image data
consists of 698 traffic scene images of 349 different locations.
At each location, 2 different conditions were captured, i.e.
“sunny day” and “foggy day”, as illustrated in Fig. 4. All of
the images are of 640×360 pixels.

In addition, all of the 1,130 images collected from the first
route, and 100 images (50 pair-wise images) collected from
the second route are manually annotated with LabelMe [50].
There are 13 object categories for the annotated images. Any
other object categories are classified as undefined category.
The statistics of the annotated object categories are shown in
Fig. 5 and Fig. 6. This data set is available online for free to
use for research purpose. 5

2) Evaluation Metrics: To evaluate different deep represen-
tations and cross-domain approaches, we calculate Cumulative
Matching Characteristic (CMC) curve, which is commonly
used as a measure of identification system [41], [51]. Our

5www.dabi.temple.edu/∼hbling/data/scene-itsc16/benchmark itsc16.html.

www.dabi.temple.edu/~hbling/data/scene-itsc16/benchmark_itsc16.html
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Fig. 6. Statistics for the annotation results of our proposed traffic scene data set (first route) with 13 object categories (sky, building, tree, car, road, median
strip, bridge, wiper, vegetation, traffic sign, pole, traffic lights and pedestrian). Any other things are annotated as undefined.

sunny day foggy day

Fig. 4. Example images of foggy day in our cross-domain traffic scene data
set (second route).
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Fig. 5. Statistics for the annotation results of our cross-domain traffic scene
data set (second route).

experimental protocol to prepare the CMC curves for each
pair-wise domain is to randomly divide the data for each
domain (half for training and the other half for testing), with
the average performance computed over 10 random splits.

For evaluating scene understanding performance, we use the
average per-pixel and per-class recognition rates, which are
commonly used as a measure of accuracy of scene under-
standing systems [44], [52], [53], [54]. The average per-pixel
recognition rate r, which is similar to precision, is computed
as

r =

∑
I

∑
p∈ΛI

I(u(p) = a(p))∑
I

∑
p∈ΛI

I(a(p))
, (17)

where a(p) is the ground-truth for defined pixel p in image
I (some pixels annotated as undefined, as illustrated in Fig.
6), u(p) is the understanding result for pixel p and ΛI is the
lattice of image I . The average per-class recognition rate rc
is computed as

rc =

∑
I

∑
p∈ΛI

I(u(p) = a(p), a(p) = c)∑
I

∑
p∈ΛI

I(a(p) = c)
, (18)

where c ∈ {1, . . . , N}.
3) Parameter Settings: For domain adaptation, the dimen-

sionalities p, q, and k are 113, 112, and 100, respectively. In
the MRF model in (16), we set α = 0.10 and β = 20 for our
experiments.

B. Evaluation on State-of-the-art Pre-trained CNN Models

We select state-of-the-art CNN architectures which are pre-
trained on ImageNet (ILSVRC) and Places. For networks pre-
trained on ImageNet, we select the top systems in the ILSVRC
competitions from 2012 to 2014.

Notice that, to conduct the performance comparison of using
all pre-trained networks in the same framework i.e. Caffe [55],
we use the pre-trained network of VGG-M [28], which is
very similar to the network proposed in [27], to replace the
network in [27] and VGG-S [28], which is related to the
accurate network from the OverFeat package [56], to replace
the network in [56]. The pre-trained networks of VGG-M
and VGG-S obtained by Caffe framework are available to
download directly.

We use the pre-trained CNN to extract deep representations
for the traffic scene images and compare performances of
CNNs with different architectures, different layers, and dif-
ferent data sets used to pre-train.

1) Evaluation on Deep Features from Different Layers:
We compare different deep representations of our traffic scene
images extracted from three different layers: the last convo-
lutional layer (after pooling), the first fully-connected layer
(fc6 layer) and the second fully-connected layer (fc7 layer)
of AlexNet and VGG-VD-16 pre-trained on ILSVRC-2012.
For the AlexNet, we first reshape the 6 × 6 × 256 maps
from the output of the last convolutional layer as the 9,216
dimensional vector, and 7×7×512 maps is reshaped as 25,088
dimensional vector for VGG-VD-16. For the two networks,
4,096 dimensional vector is obtained from the two fully-
connected layer. All of the vectors are L2-normalized, and
these vectors are chosen as the feature vectors. The recognition
results (CMC curves) based on these feature vectors for all of
the pair-wise domains are shown in Fig. 7. As can be seen in
Fig. 7, for the two networks, features of the last convolutional
layer get the best performance followed by the fc6 layer and
the fc7 layer. The architectures of VGG-M and VGG-S are
similar to AlexNet. We use AlexNet and VGG-VD-16 to
compare the feature discrimination of different layers.

2) Evaluation on Different Pre-trained CNNs: To compare
different pre-trained CNNs, we extract deep representations
from the last convolutional layer in the AlexNet, VGG-M,
VGG-S and VGG-VD-16 which are pre-trained on ILSVRC-
2012. As shown in Fig. 8, the AlexNet, VGG-M and VGG-
S all have good performance on various pair-wise domains.
To our surprise, the VGG-VD-16 has the worst performance.
Karen Simonyan et al [24] have shown that the very deep fea-
tures have a good generalization when transferred to PASCAL
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Fig. 7. Recognition results with different layers. For the two networks i.e. AlexNet [22] and VGG-VD-16 [24] experimented in various pair-wise domains
of our traffic scene dataset, features of the last convolutional layer achieve the best results followed by the fc6 layer and then the fc7 layer.

VOC-2007 and VOC-2012 benchmarks [57], and image classi-
fication benchmarks of Caltech-101 [58] and Caltech-256 [59].
Therefore, we should look at what kinds of pretraining are
useful for what tasks.

3) Evaluation on CNNs which are Pre-trained on Different
Data Sets: To compare the performance of deep represen-
tations extracted from CNNs pre-trained on different data
sets, we use the last convolutional layer of the AlexNet
which are pre-trained on ILSVRC-2012 [30], Places [23] and
Places2 [31]. We also test the deep representations extracted
from AlexNet pre-trained on the data set combining Places
with ILSVRC-2012 released by MIT Places team. As can
be seen in Fig. 8, for high contrast domains, the dataset
combining Places with ILSVRC-2012 (1,183 categories) has
the best performance. In contrast, there are no significant
differences among different large data sets for the low contrast
domains.

C. Evaluation on Effects of Fine-tuning CNN
We fine-tune AlexNet pre-trained on a combined data sets

of ILSVRC-2012 and Places on our traffic scene data set by

using the Caffe framework. We predict 226 or 349 classes for
the traffic scene data sets instead of 1,183 for the pre-trained
data set. We train the last layer only initialized from random
weights. To avoid over-fitting, we use data augmentation as
mentioned in Section III-A. We set the initial learning rate as
0.0001 decreasing it by an order of magnitude every 10,000
iterations. We choose the model of 40,000 iterations. We show
the performance before and after fine-tuning in Table II. We
select the Rank-1, Rank-5 and Rank-10 for comparison. The
precision is improved after fine-tuning, particularly the high
contrast pair-wise domains are improved significantly, e.g. 9.4
percent improvement for Rank-1 of the cloudy day−→ rainy
night.

D. Comparison Deep Representation and Domain Adaptation
with State-of-the-Art

1) Comparison Deep Representations With/without Domain
Adaptation: Our traffic scene images may undergo very large
appearance variations. The domain-invariant transformation is
learned by using the labeled training data from two domains.
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Fig. 8. Recognition results with different networks/datasets. For different networks, the AlexNet, VGG-M [28] and VGG-S [28] have good performance
while the VGG-VD-16 has the worst performance. As for different datasets, the dataset combined Places [23] with ILSVRC-2012 [30] obtains the best result
for high contrast domains, which contains the most categories i.e. 1,183 categories.

TABLE II
PERFORMANCE BEFORE/AFTER FINE-TUNING(%).

Pair-wise domains Before After
Rank 1 Rank 5 Rank 10 Rank 1 Rank 5 Rank 10

sunny day−→ night 44.2 74.6 85.8 47.3 77.6 88.8
sunny day−→ rainy night 45.7 79.1 89.6 52.5 82.7 90.2
snowy day−→ night 40.2 70.4 83.6 46.5 73.4 84.3
snowy day−→ rainy night 41.8 72.0 83.4 51.2 75.1 84.6
cloudy day−→ night 45.3 78.1 87.7 48.0 81.0 89.6
cloudy day−→ rainy night 48.8 78.4 88.9 58.2 83.5 91.4
sunny day−→ snowy day 95.0 98.5 99.6 97.0 98.8 99.6
sunny day−→ foggy day 86.4 98.9 99.2 88.6 99.3 99.5
cloudy day−→ snowy day 93.4 98.0 99.1 93.8 98.0 99.3
rainy night−→ night 95.0 98.6 99.7 96.7 99.4 100

The performance of deep representations before/after cross-
domain transformation is compared, as illustrated in Fig. 9. As
can be seen in Fig. 9, the performance of deep representations
is improved substantially after utilizing the cross-domain trans-
formation, e.g. 12.57 percent improvement for Rank-1. Only
conditions of high contrast domains are considered, which are
the most challenging.

2) Comparison with Local Invariant Features: Local in-
variant features have been applied to represent images for
matching across appearance changes, e.g. viewpoint and scale.
The densely sampled descriptor with compact VLAD encoding
is proposed in [17], which has better performance compared
with repeatable detection of local invariant features for rec-
ognizing the same scene across large appearance changes,
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Fig. 9. Comparison deep representations before/after cross-domain transfor-
mation.
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Fig. 10. Comparison with local invariant features. For different challenging
scenarios, i.e. the high contrast domains shown in Table 1.

e.g. illumination (day and night times). We compare our deep
representations extracted from fine-tuned CNN with this local
invariant features. The dense VLAD descriptors of the traffic
scene images are computed according to [17].

We compute the dense VLAD descriptors on the original
images, rather than after resizing each image to maximum
dimension as in [17]. The visual vocabulary of 128 visual
words is built from descriptors randomly sampled from our
traffic scene dataset using k-means clustering. We fine-tune the
CNN using images from our traffic scene data sets. It is helpful
to compare the dense VLAD with CNN descriptors on the
same level. Unlike [17], the dense VLAD descriptors are not
compressed by using PCA because our method uses a way of
dimension reduction more robust than PCA. We use the same
transformation for comparing different image representations.

Fig. 10 shows the recognition results of different image
representations. As can be seen in Fig. 10, the performance of
CNN descriptors is better than the dense VLAD descriptors,
e.g. 35.67 percent for Rank-1 improvement by using CNN
descriptors. These results demonstrate that our method is
effective for scene recognition in challenging conditions.

3) Comparison with Subspace Based Transformation
Learning Methods: For subspace based transformation learn-
ing, we compare our method with two state-of-the-art methods
i.e. Geodesic Flow Kernel (GFK) [19] and Subspace Align-
ment (SA) [18] on our traffic scene data sets. For GFK,
the intermediate subspaces are learned along the geodesic
direction from one domain to another domain. As for SA, the
transformation is learned between subspaces of two domains.
For all of the transformation learning methods, the deep
representations extracted from the fine-tuned network are used
as the input image representations.

As can be seen in Fig. 11, our method has the best perfor-
mance compared to the state-of-the-art methods. Our method

outperforms SA and GFK methods in the high contrast do-
mains. As for the low contrast domains, our method performs
slightly better than them. Our method has better performance
comparing with the state-of-the-art subspace based methods,
particularly for traffic scene images undergoing significant
appearance variations.

E. Scene Understanding Results

In this subsection, we conduct the quantitative and qual-
itative traffic scene understanding experiments. Specifically,
for ten different pair-wise domains shown in Table I, half
data from each domain are used for learning the cross-domain
transformation. Then, the label transfer method is verified on
the other half data from each domain. We retrieve κ = 1 image
for each test image in the target domain. The average per-class
and per-pixel rates6 for each condition are shown in Table III.

The major challenge for traffic scene understanding is
non-uniform statistics of object categories in a traffic scene.
“Texture” classes, such as road, sky, tree etc., constitute the
majority of the image pixels, which have no consistent shape
but consistent texture. In contrast, “object” classes which
are characterized by overall shape occupy a small percent-
age of the image pixels, e.g. traffic signs, traffic lights and
poles. As shown in Table III, for the low contrast domains
both object classes (“Bridge”, “Median Strip”, “Car”, “Traffic
Sign”, “Traffic Lights” and “Pole”) and texture categories
(“Building”, “Road”, “Tree”, “Sky” and “Vegetation”) have
good performance. However, for the high contrast domains
the performance is decreased especially for the object classes.
The recognition rates of poles and traffic signs are significantly
different between high and low contrast domains. The main
reason is that there are drastic illumination changes for high
contrast domains. We show qualitative results in Fig. 12 and
13.

F. Running Time and Implementation Environment

In Table IV we show the running time of each part and
the implementation environment/programming language of the
proposed algorithm. The fine-tuning is conducted on NVIDIA
EVGA GeForce GTX TITAN X GPU by using Caffe frame-
work. Transformation learning, image retrieval (i.e. finding the
matching image in another domain given the test image) and
label transfer are tested on Intel Core i7-4770 CPU with 16
GB of RAM in Matlab/C++ implementation. As can shown
in Table IV, the fine-tuning and domain transformation are
learned off-line, and the pre-learned models are used in real
traffic. Currently it takes less than two seconds to understand
one test image. Further speedup could be achieved through
GPU implementation in future work. The dense correspon-
dence/label transfer is implemented by using the method
from [60], greatly speeding up the inference.

6Images in the target domain are interpreted by label transfer from the
source domain. Hence, it would be meaningful to compute the recognition
rates for categories which are jointly “owned” by different weather conditions.
For example, as can be seen in Fig. 6, the wiper class is only included in snowy
day. The recognition rates of 11 classes owned by all weather conditions are
reported in Table III, and the recognition results for pedestrian and wiper are
not included.
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Fig. 11. Comparison with different transformation learning methods. For various challenging scenarios, our method outperforms the state-of-the-art methods
i.e. Geodesic Flow Kernel (GFK) [19] and Subspace Alignment (SA) [18].

TABLE III
SCENE UNDERSTANDING RESULTS ON OUR CROSS-DOMAIN TRAFFIC SCENE DATASET (%)

Bridge Building Car Median
Strip Pole Road Sky Traffic

Lights
Traffic
Sign Tree Vegetation Per-class Per-pixel

cloudy day−→snowy day 97.1 91.6 38.9 68.9 84.0 83.0 98.5 80.6 92.3 88.0 66.3 80.8 90.6
cloudy day−→rainy night 66.9 71.4 41.7 39.1 39.3 41.9 91.1 33.0 58.8 55.8 15.0 50.4 78.7
cloudy day−→night 61.8 61.3 34.5 41.6 15.5 43.5 87.5 17.1 63.1 48.9 10.1 44.1 75.7
snowy day−→night 64.2 71.7 33.8 51.1 16.4 57.0 79.6 13.2 53.1 24.3 9.6 43.1 73.1
snowy day−→rainy night 80.1 67.7 43.5 51.2 32.2 58.4 81.6 36.5 43.1 38.0 20.8 50.3 72.4
rainy night−→night 96.8 86.9 42.4 83.2 54.1 81.4 70.9 89.4 92.0 89.2 12.1 72.6 89.5
sunny day−→night 43.6 69.0 31.3 72.4 23.4 67.6 84.7 10.7 56.5 45.7 27.3 48.4 76.9
sunny day−→rainy night 42.9 72.9 38.8 68.9 24.2 61.7 80.4 11.0 64.5 48.6 35.8 50.0 72.8
sunny day−→snowy day 88.9 90.8 36.7 86.8 78.7 83.3 92.9 47.5 94.9 90.6 68.3 78.1 87.7
sunny day−→foggy day - 70.1 31.9 - 51.9 86.7 87.1 10.5 46.3 89.0 - 59.2 86.3

BuildingSky Tree Road Car Median Strip Traffic Sign Pole UndefinedBuildingSky Tree Road Car Median Strip Traffic Sign Pole Undefined

Fig. 12. Some representative scene understanding results of the rainy night scenario. Original images, results for cloudy day−→ rainy night, results for
snowy day−→ rainy night, results for sunny day−→ rainy night and human annotation are shown in each row, respectively (top to bottom).
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Building Sky Tree Road Car Traffic Sign Pole Undefined 

Fig. 13. Some representative scene understanding results of the foggy day scenario. Original images, results for sunny day−→ foggy day and human
annotation are shown in each row, respectively (top to bottom).

TABLE IV
RUNNING TIME (SECOND) AND THE IMPLEMENTATION ENVIRONMENT

Fine-tune Transform learning Image retrieval Label transfer
Running time Off-line Off-line 0.31 1.6
Environment Caffe Matlab Matlab Matlab/C++

V. CONCLUSION

In this paper we proposed a dense correspondence based
transfer learning approach. The approach employs a fine-tuned
CNN to extract deep features. It performs cross-domain metric
learning and subspace alignment for constructing compact rep-
resentations to retrieve the cross-domain best matching image.
The approach transfers the annotations from the cross-domain
best matching image to the test image based on the established
dense correspondences between them. We conducted extensive
experiments with our new cross-domain traffic scene data
set. Experimental results demonstrated the effectiveness of
our proposed approach. We hope that our work can pave a
new way to traffic scene understanding in challenging driving
situations under varying weather and illumination conditions.

The robustness of our proposed approach is dependent upon
the dense correspondences based on the SIFT flow. As shown
in [61], [62], [63], [64], SCNN [65] is of potential value
to learn more powerful representations for finding correspon-
dences. We leave this as our future work.
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