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Abstract—Radio frequency identification (RFID) is a tech- with a tag. The interrogation region of a reader depends on
nology where areader device can “sense” the presence of a many factors including antenna, presence of obstacles, tag

close-by object by reading atag device attached to the object. ' paracteristics, etc. It is not uncommon that a single mreade

To improve coverage, multiple RFID readers can be deployed . . . . . .
in the given region. In this paper, we consider the problem IS unable to cover the entire region of interest. This motisa

of slotted scheduled access of RFID tags in a multiple reader the use of multiple RFID readers — geographically dispersed
environment. In particular, we develop centralized algorthms and networked in some fashion (in an ad hoc network, e.g.) —
in a slotted time model to read all the tags using near-optima performing tag reading concurrently. Use of multiple reade

number of time slots. We consider two scenarios — one wherein ot o1y improves coverage, but also improves read throughp
the tag distribution in the physical space is unknown, and tle . -
by virtue of concurrent operation.

other where tag distribution is known or can be estimated e )
a priori. For each of these scenarios, we consider two cases However, several collision problems might occur when
depending on whether a single channel or multiple channelsra multiple readers are used within close vicinity. This makes
available. All the above version of the problem are NP-hardWe dep|0yment of mu|tip|e readers a very different pr0b|ermtha
design approximation algorithmswith logarithmic bounds for the 5 traditional sensor cover problem [9]. The collisions aoé n
single channel and heuristic algorithms for the multiple ctannel . h . . .

cases. Through extensive simulations, we show that for théngle Qasy to handle elth(-‘f‘r. Unlike .tradltlonal y\{lreless netingk
channel case, our heuristics perform close to the approxintmn  iN RFID we deal with two different entities — readers and
algorithms. In general, our simulations show that our algoithms  tags. The collision can happen in either of these two estitie

significantly outperform Colorwave, an existing algorithm for  giving rise to newer issues. Collisions at tags are pasityil

similar problems. problematic as tags have almost zero computing power. This
|. Introduction makes carrier sense-based collision resolution eithedt bar
. . L . overly conservative [15]. In this paper, we take a very défe
RFID is an identification system that consists of readers and y [15] paper, y

approach. We use a notion of slotted time and scheduled read

%perations similar to STOMA (Spatial Time Division Multipl
ccess) protocols [23] for collision resolution. Howevdge

to the different nature of collisions, the traditional STBM
rotocols are insufficient in our context.

tags [1]. A tag has an ID (a bit string) stored in its memor
The reader is able to read the IDs of the tags in the vicinity
running a simple link-layer protocol over the wireless atneln
In a typical RFID application, tags are attached to objefts
interest, and the reader detects presence of an object by usi To determine reading schedules, we take advantage of the
an available mapping of IDs to objects. RFID tags can t}g :

. ved di hether th db ct that in multi-reader deployments, RFID readerssiagic
activeor passivedepending on Wnether Ih€y are powered by, gep carefully deployed in a planned fashion. They also
battery. We focus on passive tags in this work. Passive t&gs

revent n Suppl Chin management a5 ey Go 1ot e ooy ey oy e o A,
battery to operate. This makes their lifetime unlimited aosit y ' oy P

- erform RF site surveys to measure the readers’ locatioths an
negligible (only few US cents per tag). The power needed fQr . ~. . .

; . . o . _their interference patterns that are inputs to the scheguli
passive tags to transmit their IDs to the reader is “supplie

by the reader itself. Igorithms developed here. The algorithms are centratiret]

AN tant perf tric of RFID ¢ iad offline, and need to run only once after the survey. Thus, their
n important performance metric o SystemIead .\ time is not a critical factor so long as they are reastmab

:Erouguputt(_num_k;er IOf r:agst read per time (Sjl(;t)' H'%h reaﬁlike many STDMA scheduling problems in wireless networks,
roughput Is critical when tags are exposed 1o readers Oy \ i show that the scheduling in the RFID context is also

briefly. This happens when tags are mobile, as is often t -hard; thus, approximation algorithms are desired.

case in supply chain management or manufacturing environ-In this paperwe consider two cases viz., when the tag dis-
ments. So far, the research community has addressed tvﬂ? | ,

: ution is not known and when the tag distribution is known
read throughput problem for a single reader only. However_r ) ; .
; . : or each case, we will address both single channel and multi-
large-scale RFID deployments in future will hardly InVOIVPt:hannel scheduling algorithms for multiple RFID readew. F
a single reader. This is because each RFID reader has.a 9449 P :

limited int i . thin which it icat Single channel cases, we are able to develop approximation
imited interrogationregion within which It can communica ealgorithmswith logarithmic approximation factorsvhile for

*Preliminary version of the paper appearedPiroceedings of the Inter- multl_ple f:hannel cases, we develop Only heu_”StmEr ap- )
national Conference on Network Protocols (ICNP), 2007. proximation proofs are based on the assumption that the size



of the “time slot” chosen is large enough to allow each active  same time. In such a case, the tags in the overlapped
reader to “read” a tag (see Section IV)We evaluate all region can not differentiate between the two signals
solutions via extensive simulations. A key advantage of our  from the two readers. See Figure 1(c). Interestingly, this
approach is that the scheduling works as an overlay on the collision cannot be avoided by operating the readers in
link-layer. Existing link-layers used in single reader texi different channels. The only way to avoid this collision

can still be used with our algorithms. is to not activate the interfering readers at the same time.

Paper Organization. The rest of the paper is organized In this paper, we focus on alleviating reader-tag and reader
reader collision problems in a multiple-reader environtnen

as follows. In Section Il, we provide some background o ) ) )
RFID systems, describe our problem, and in Section I, W UsSing an STDMA style single-channel or multi-channel

discuss related work. In the following two sections, we digye SCh€duling. The basic idea is to use synchronized slots on
algorithms for the appropriately defined Minimum Coverinéhe readers and activate appropriate readers in apprepriat

Schedule and Minimum Reading Schedule problems. \W8annels in appropriate time slots. The tag-tag collisines
present our simulation results in Section VII, and conatgdi resolved using an independent link layer protocol (such as
remarks in Section VIII. framed-Aloha based [21] or a tree-splitting protocol [17])

Thus, no fundamental change in the link layer is needed.
[1. Background on RFID Systems
I1l. Related Work
Interrogation and Interference Regions.Each RFID reader Recently, several approaches have appeared in literature t
is associated with a three-dimensimterrogation regionand  avoid collisions in RFID systems. Below, we classify theroin
a three-dimensionalnterference region The interrogation two groups depending on the type of collisions they address.

region is the region around a reader where a tag can be o
successfully read in the absence of any collisions. ke #voiding Tag-Tag Collisions. Recently, several papers [5],

terference regionis the region around a reader where thE-4l: [17], [21] have designed link layer protocols to avead-

signal from the reader reaches with sufficient intensitysstoa (29 collisions. In particular, [14], [17] proposete-splitting
interfere with a tag responsdlo relationship between theseProtocol, where the reader organizes the entire 1D space of
regions is assumed. We also do not make any assumpti§t@s into a binaryag treewith each tag ID mapped to a leaf.
about the shapes of these regiodowever, these regionsThe reader then traverses the tree in a depth-first order. At
must be known. This can be done by a RF site survey usifgch trée node, it broadcasts a query message with the bit
a localization device and radio signal strength measurem@&fINg corresponding to the tag tree node. A tag, on recgivin

device. We assume that the RFID reader deployment is planifefU€ry message, responds iff the bit string in the message is
so that such surveys are practical. the prefix of its own ID. If multiple tags respond, the respons

Given a set of readers, we use the teegion monitoredby messages collide and the reader continues with the depth-fir

the readers to mean the union of the interrogation regionstlrJ‘?I‘Versal of the tree. No coII|S|0ns_a_t an_mterlor nadmeans
the readers. We also assume that depending on the apmicam?‘t there are no more tags remaining in the subtree rooted at

and environment, there may be multiple orthogonal channéls and thus, the subtre_e i_s n_ot traversed further. In a recent
available to a reader for communication. work, [18] proposes optimizations to tree traversal.
In Framed Aloha [21] (based on slotted Aloha protocol [3]),

Collisions in Multi-Reader Systems.Simultaneous transmis-a query frame is chosen with a sufficiently large number of
sions in RFID systems lead to collisions. In particular,réhe subframes and each tag chooses a random subframe to send
are three types of collisions. a response. The reader sends confirmation when it hears a
1) Tag-tag collision: This occurs when multiple tags aretag response correctly. If collision happens, the colbidiags
present in the interrogation region of a reader an@ustchoose another random subframe to send a response. The
transmit IDs at the same time. See Figure 1(a). Teader adjusts the frame size (number of subframes) acgprdi
schedule the tag responses in a collision-free manner, i@ethe number of collisions detected in the previous frame.

need an appropriate link-layer protocol such as fram%j/oiding Reader-Reader or Reader-Tag CollisionsColor-

Aloha [21]_or tree_-spllttlng [14], [17]. We describe thes‘?/vave [22] is the one of the first works to address reader-
protocols in Section III.

S .. reader collisions. It only considers a single availablencteh
2) Reader-tag collisionThis happens when a reader is i . L
) : ! particular, it tries to randomly color the readers sucht th
the interference region of another reader. In Figure 1(b : . : :
. o N ) ach pair of interfering readers have different colors.alte
interference fromA can “drown” the signal from tag: . .
color represents a time slot, then the above coloring should

targeted forP. Reader-tag collision can be avoided b3éliminate reader-reader collisions. If conflicts arise.(itwo

zisg dnllﬂg d[[f;f]eere;net;rhs nr:g:dggetsr;)t)ey;igssrzt[zj]iﬁgie?%erfering readers pick the same color), only one of them
times 9 y Licks to the chosen color and the other picks another color.

3) R_eader'reade_r CO_llISIOhThIS_ happe_ns when tWO_ readers 1We use the term subframe instead of the original term tiraetel avoid
with overlapping interrogation regions are active at th&nfusion with our own concept of time slots.
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Fig. 1. Collisions in RFID systems. (a) Tag-Tag collision - Tagsy, and z respond to readed simultaneously, causing
collision at A. (b) Reader-Tag collision — Response from tago readerB is “drowned” by the signal from readed. (c)
Reader-Reader collision: Signal/queries from readleand B collide at tagz.

In [7], the authors suggest coloring of the interferencebrawidely, then the above strategy (of iterating over a cowgrin
(as defined in Definition 6) usingcolors, where: is the num- schedule) may be inefficient, since in the later iteraticomes
ber of available channels. If the graph is metolorable using of the readers may not have any tags to read. However,
their suggested heuristic, then the authors suggest rérabvawhen tag distribution is unknown, any scheduling algorithm
certain edges and nodes from the interference graph. Thigl suffer from the same issue. On the other hand, with
work aims at avoiding the reader-tag collisions exclusivel the knowledge of tag distribution, such inefficiencies can b

In the recent EPCGlobal Gen 2 standard [2], a dense readaikgviated.
mode has been proposed, where the tag responses happen|if this section, we formally define the minimum covering
different channels than the readers. If the number of cHanngchedule (MCS) problem for the “unknown tag distribution”
are sufficient, this technique eliminates reader-tag siolis, scenario. The corresponding problem in the “known tag
but requires a relatively sophisticated tag technology. distribution” scenario will be formulated and addressed in

For a given network of readers and communication pagection VI.Before we formally define the MCS problem, we
tern, [11] proposes a Q-learning process that yields an afiscuss the concept of time slots and give a few definitions.
timized resource (channel and time slot) allocation scheme
after a training period. The training process determine&s tifime Slots.As noted before we are using a slotted time model.
channel and time slot to allocate to a reader, when a néweach time slot, each reader is eittative or inactive In
read request comes in. The above work considers both readgfdition, in a time slot, each active reader operates on an
reader and reader-tag collisions, but assumes that readersappropriately chosen channel, and tries (not necessaiity w
volved in a reader-reader or reader-tag collisions can Bome success) to read the tags in its interrogation region. The si
communicate with each other. Moreover, they assume a fixefithe time slot is chosen to be sufficiently large so that each
number of time slots, and aim at maximizing the frequency ardtive readerd is able to read at least one tag within the time
time utilization ratio rather than the more practically ionfant  slot, as long as there are some tags that can possibly be read
metric of total reading time. Finally, the above work doe$ ngi.e., well-covered tags, as defined below) by the reatlen

provide any performance guarantee. other words, the time slot is chosen large enough to be able
_ to mitigate tag-tag collissions to the extent that one tag ca
IV. Problem Formulation be read by each reader.

We develop algorithms for two key scenarios — when the In the context of the tree-splitting algorithm [17], the &m
spatial distribution of tags is unknown, and when it is knowrslot size can correspond to the time required to traverse a
The spatial distribution of tags plays a critical role in thecertain number of tree edges such that one tag is read. In the
algorithm because of our reliance on common link layerase of Aloha protocol, the time slot size corresponds to the
protocols, wherein time required to read tags is proportibn size of the query frame that will allow at least one subframe t
to the number of tags to be read [17], [21Thus, without be free of tag-tag collissions. Thus, in the case of undeglyi
the knowledge of tag distribution, the relative importade link-layer protocol being tree-splitting algorithm, thiene slot
the various “subregions” cannot be estimated, i.e., hovg losize depends only on the number and distribution of tag IDs
should each subregion be covered/read by a reader. The atanerind the readers, while in the case of Aloha protocol the
is true even if the total number of tags can be estimated [16me slot size depends on the number of tags around the
Thus, in the context of unknown distributions, we consideeaders. We note that if we chose a very small time slot then
the “minimum covering schedule” problem of computing thé the worst case our solutions may result in no tags ever been
smallest slotted-schedule of readers such that the comhputead; thus, we chose a larger than sufficient time slot, to be
schedule “covers” the entire given region. To read all theafer. In Section VII, we conduct a small empirical study to
given tags in the region, such a designed schedule is repeatetermine the “optimal” size of a time slot, and the discuss
iteratively until all tags are read. If tag distributionsrya the associated trade-off.



Definitions. We now give two definitions that will aid in very large interference regions. We note that most geometri
formally defining the MCS problem. First, we define whewersions of set-cover remain NP-hard [4], [12].

a tag is considered “readable” by a reader. Then, we define o )

the concept of a covering schedule of readers. Informally, o V- Minimum Covering Schedule (MCS) Problem

MCS problem is to determine the shortest covering schedulein this section, we develop algorithms for solving the
of readers for a given set of reader locations and chanmels Minimum Covering Schedule (MCS) problem for both single
a centralizedand offline manner. and multiple channel settings, when the spatial distrdyuti

Definition 1 (Well-Covered Tag/Location) A tag G orits Of tags is not known a priori. Before developing the for-
location is said to bevell-coverecby a readetd in a time slot, Malisms, we first informally describe our approach for the

whereinR is the set of active readers, if the below conditiongngle channel; generalization to multiple channels iathetly
hold. straightforward.

o The readerd isin R, and the tad~ is in the interrogation Basic Idea of the Greedy Approach.The basic idea is to use
region of A. a greedy algorithm to activate a set of non-interfering eesd

« The readerA is not in the interference region of anyin each time slot such that a maximum possible amount of
other readerd’ € R such thatA’ is operating on the “new” area is covered in each slot. The new area means the
same channel ad in the given time slot. This condition area not covered in a prior slot. The area here is measured in
ensures that there are no reader-tag collisions. terms of the number of atomic subregions (called subeleshent

« There is no other readed’ in R such that the tags formed by the intersection of interrogation regions of the
is in the interrogation region ofl’; the readerA’ may readers. Thus, for each time slot, the problem boils down to
be operating on any channel. This condition ensures thsfoosing an independent set in the “interference graph” of

there are no reader-reader collisions. readers that covers the maximum number of new subelements.
Due to the first and the last condition, a tag can be wellhis “weighted” independent set problem being NP-hard, we
covered by at most one reader in any time slot. 1 develop an approximation algorithm. In essence, our overal

greedy algorithm for MCS uses this approximation algorithm
as a subroutine.

The greedy algorithm for the single channel case is called
GA-1. The weighted independent set problem is called DWIS
(dynamic weighted independent set). The word “dynamic” is
added to signify that the weights for readers are not cotistan
Jhe weights change from slot to slot as more and more
subelements are covered. Finally, the approximation dlgar
for DWIS is called DWIS-PTAS as it uses a polynomial-time
approximation scheme (PTAS).

Definition 2 (Covering Schedule of Reader3 Consider
a set of readersR and a set of available channels. Let
M be the region monitored bR (i.e., the union of their
interrogation regions), and (number of time slots) be some
positive integer. Acovering schedule of readefsr R is an
assignmentV : (R x {1,2,...,7}) — (F U {Inactive}) of
readers to channels (or being inactive) in each time slah) s
that each location inM is well-covered by some reader in
one of the time slots. Here, is called thesizeof the covering
schedule of readers. O

Use of Covering Schedule of Readers to Read TAagsnen- Definitions. Now, we define the concepts of subelement, cov-
tioned before, the time slot size is chosen such that eagreacerage, and interference graph for more formal treatmertteof t
readerA is able to read at least one tag within the time slot, #bove described greedy algorithm. Informally, a subeleémen
there is at least one tag well-covered By Thus, if we iterate iS an atomic subregion in the intersection of interrogation
over a covering schedule of readers, then we are guaranté®gions; a subelement is defined to be unread in a time slot if
to read any distribution of tags in the region monitored byit hasn't been covered before; weight of a set of readéis

the given readers. This is easily achieved by rendering a t#§ number of unread subelements well-coverediby¥inally,
passive (using a lower layer protocol) when it is read; thu§idependent set of readers is defined as a set of readers that
an already read tag does not participate in later iteratibhg do not interfere with each other.

number of iterations required to read all the tags is equal toDefinition 3 (Subelement; Well-Covered Subelement.) A
the maximum number of tags well-covered by a reader in asybelements a geographic region. Two points belong to same
time slot of the given covering schedule. We now formallgubelement if and only if they belong to the interrogation
define the MCS problem for the case of unknown distributiaggions of the same set of readers. See Figure 2, where
of tags. there are 13 subelements corresponding to 4 readers amd thei

Minimum Covering Schedule (MCS) Problem.Given a set interrogation regiongil to 4.
Ing i : - A subelement is said to bavell-coveredby a set of readers
of readersR (with locations and associated regions) and ﬂ

set of channelg’, the Minimum Covering Schedule (MCS) in presenceof a set of active readetd, (2 A) if some

: . . . . cation in s is well-covered by some reader i (based on
Problemis to find the minimum-size covering schedule of, . .. )
readers forR. efinition 1) when the set of active readerss. Note that

The above defined MCS prqblem IS NF_"hard’ SINCE 1t 2gte that if some point irs is well-covered by a readds, then all the
reduces to set-cover for the special case of single chamadel @oints ins are well-covered by3.




intersection of the interrogation regions) to be well-aedby

any reader. Thus, wminimize(rather than eliminate) reader-
reader collisions by picking an independent set of reader of
near-maximum weight to activate in each time slot.

A. Single Channel Setting

We now formally address the MCS problem for the single
channel, and present a greedy algorithm (GA-1). Recall that
GA-1 uses (as a subroutine) the DWIS-PTAS algorithm for an
appropriately defined DWIS problem. We start by describing
the greedy algorithm. Then, we define the DWIS problem, de-
scribe the DWIS-PTAS algorithm (an approximation algarith
Fig. 2. lllustrating the concept of subelements. for the DWIS problem), _and prove the approximati_on bound
of the DWIS-PTAS algorithm using a few lemmas. Finally, we
prove the approximation bound of GA-1, the greedy algorithm

whether a subelement is well-covered Jyor not depends on for the MCS problem.

the gl\_/e.n_ setd, of active readers. _ = Greedy Algorithm (GA-1). The Greedy Algorithm (GA-1)
Definition 4 (Unread Subelement.) A subelemeris con-  g1gorithm for the single channel MCS problem works in steps.

sideredunreadat a given time slot if some location i has In the ¢ step, the DWIS-PTAS algorithm (described

not been well-covered by any reader in any of frevious below) is used to select an independent set of readers

time slots. H with near-maximum weight
Note that the MCS problem is essentially to “read/cover . The selected set of readers are to be activated in'the

all the subelements using a minimum-size schedule of reader = . ; .
time slot with the same available channel.

Definition 5 (Weight of Readers.) Thereightof a set of | GA-1 terminates when there are no more unread subele-

readersA in the given time slot is denoted hy(A), and is ments.
defined as the number of unread subelements in the given tiRPgte that the algorithm is run statically (f . t of
slot that are well-covered hy in presence of4. Above, each ) g : y (qr a given set o
static reader) to determine the schedule. This needs toree do

reader inA4 is associated with a channel (which will be eithe(r)nI once. For actual reading of taas. the readers are simol
stated or evident from the context). y : 9 9s, Py

For clarity, we usen(A) for w({A}) where 4 is a reader activated according to the computed schedule. We will now

show that the above GA-1 algorithm delivers a near-optimal
Note thatw (A, U Ay) may be less tham(Ar) +w(Az) (due (op oy e of readers. We first formally state the DWIS problem
to the collisions). O

of selecting an independent set of readers with maximum

Definition 8 (Interference Graph; Independent Set O\fveight, and then, present the DWIS-PTAS algorithm.
Readers.) Thénterference graphis an undirectetigraph over

the set of readers in the system such that an édgel’) exists Dynamic-Weighted Independent Set (DWIS) ProblemLet

in the interference graph ifl lies in the interference region G be the interference graph of the given set of readers.

of A’ or vice versa. An edg@A, 4’) in the interference graph Let each reader/vertexl in G be associated withu(A),

signifies thatd and A’ will incur a reader-tag collision if they the weight of A in the giventime slot. TheDWIS problem

are active on the same channel in the same time slot.  is to select a maximum weighted independent set in the
A set of readers is calledndependentif it forms an interference graph. The DWIS problem is NP-hard since its

independent set of vertices in the interference graph. O Special case corresponding to null interrogation regiams a

Remark on Interference Graphlote that the above interfer-un"cor_m Welghts IS eqU|vaIer_1t to_the_ NP-hard problem of
ence graph is defined based on only the interference regiolﬁ'%‘.’ve'ghted independent set in unit-disk graphs _[13]_'

Essentially, our strategy is tocompletelyavoid reader-tag 5€/OW. we present DWIS-PTAS, a polynomial-time ap-
collisions by picking an independent set (as defined aboydPXimation scheme (PTAS) for the DWIS problem in two
of readers in each time slot. This makes sense since readifoensions, and then, generalize it to three dimensions. Th
tag collisions between two readers renders at least onePGloW DWIS-PTAS is a generalization of the PTAS for the
the readers completely useless (incapable of reading asy tynweighted independent set problem in unit-disk graphs pre

based on Definition 1). On the other hand, reader-reader cft€d in [13] (which in turn uses the “shifting strategy”
lisions between two readers only disallow certain tags K t ntroduced by [12]). The main difficulty in generalizing the

result of [13] arises due to the fact that in our context
3Even though the interference between two readers may betetitédue w(.4; U.Az) may belessthanw(A;) 4+ w(Az) for two sets of
to different interference ranges), it is sufficient to calesi an undirected readersA4; and A,. Note that we do not make the unit-disk

graph for the purposes of computing an independent set piresence of an ion: h he ti lexi N | ith
edge(A, A’) (whether directed or undirected) must only serve the plﬁpoéssumpnon’ owever, the time-complexity of our algorisnm

of preventingA and A’ to be in an independent set together. depends o, S (as defined below), and the lower bound on




the area of the interrogation region (see Equation 1 and the
following discussion).

Definition 7 (Interference ReacHhI); Interrogation Reach Horizontal
(S).) Let T be such that interference region of each reader is trips.
containedin a sphere or disk of radius. Similarly, let S be [ &\\\\\\\\\\\\\\\\\\}\\\\\\\\\\\\\\\\\&}\\\\\\\\\\\\\\\\\\\\\\
such that the interrogation region of each reader is coadhain . .
in a sphere or disk of radius. We refer to7" and S as
interferenceand interrogation reachrespectively.Note that K
T and S values are bounded, due to the bounded reader's ;
transmission power or tag’s limited power/circuitry. O ’

DWIS-PTAS (in two-dimensions)Consider an interference
graphG with associated weights as defined above. The DWIS-
PTAS algorithm consists of the following steps. Letbe a : |
given positive integer (highér entails higher time-complexity,
but better approximation ratio). ’ Gy
« Divide the whole rectangular regibmto horizontal strips 0
of width max(T, 25). Note that if two readersl; and A,
are at leastnax(7,2S5) distance away, then (i) they do
not interfere, and (iiyw({A1, A2}) = w(A1) + w(As2).
o For eachi, 0 < i < Ek, partition the graphG into [

7.1

x Or
1)
N

Fig. 3. Division of graphG into subgraphs;;,,: First, the whole
region is divided into horizontal strips, which are numigere
. . iteratively from O tok as shown above. Then, for each
_d|thom_t su?glra?hﬁﬂ,Gﬂ, ' --’thél by ;en’11€0wn19 n(;des (0 < i < k), strips numbered (shaded in the figure) are
in horizontal strips congruent t mod (k + 1). See removed to yield subgraphs;;, G;s. ..., G, for some finite

Figure 3. o ; : D : e
. . . _ [., Similarly, hG; ticall titioned intoG!” (f
» Find a near-optimal independent set in each subgra imilarly, eachcr;, is vertically partitioned intoG;, (for

G;p. Based on Lemma 2 (described later), we can actuaﬁ}ye in Lemma 2).
find an independent set of weight at Ie%% times the
optimal weight in polynomial time. i.e., O; is the set of nodes from the optimal solutionin the
» For eachi, take the union of the independent setsSf  shaded horizontal strips of Figure 3. Th@= {J,,;, O:-
(1 < p <1). Since the width of the horizontal strip is at For any U C O, let ¢(U) denote the number of unread
leastmax(7', 25), the union forms an independent set iBubelements that are well-covered Byin presence of. In
G — U G other wordse(U) is w(U) minus the number of subelements
’ P that are contained in the region monitored tiyas well as
O — U (and hence, not well-covered ldy in presence oD,
due to reader-reader collisions). Thus, we have

1<p<l
and the weight of the independent setGh is the sum
of the weights of the independent sets®j,.

o Pick the best (maximum weighted) of the independent e(U) <w(U).

sets ofG;’s as the independ_ent s_et of. Also, sinceO = J,(0;), we havew(0) = ¥y, ¢(0;).
Lemma 1 shows that an optimal independent set of ORRus. there exists & 1 <t < k, such that(0,) {1%1“’(0)-
+

of the subgraphs?; has a weight of at leas{®; times N : = h *
the maximum weight of an independent setGn Thus, by %(%thtieagd_trgjgu (0N Gy), we havew(O) = ¢(Oy)

Lemma 1 and 2, we have that the above described DWI

PTAS vyields a(kiﬂ)Q-approximate independent set for any e(ONGy) > k w(0) = k W,

given integerk. This constitutes Theorem 1. We now develop T k+1 k+1

these lemmas/theorems to prove the approximation ratio Fdr the rest of the proof, note that

DWIS-PTAS. L

Lemma 1 Let the maximum weight of an independent set 28X Wi =Wy = w(ONG) 2e(0ONGy) 2 k—+1W'

in G; be W; and inG be W. Then, o .
max W; > LW. For clarity of presentation, let us ugkto denote the upper
0<i<k k+1

bound on the size of an independent set of readers in a square
of sizemax(T,2S) x max(T,25). If § is the minimum area
of an interference region, then

B = (max(T, 25))?/6. )
4This rectangular region, which includes the interrogatiegions of all . .
the given readers, can be arbitrarily large since the timaptexity of our Note that/ is bounded by a constant, since each reader must

algorithm does not depend on the region’s size. have a non-empty interference region (and thuis, bounded

PROOF Let O be the optimal solution of DWIS problem,
i.e., the maximum-weight independent setGn Let

0:=0n(G -Gy,



from below). We now show the approximation ratio of th&erformance of GA-1 for the MCS Problem. Recall that
DWIS-PTAS algorithm. in ¢ step of the GA-1 algorithm, we use the IDWIS-PTAS
) to select a set of readers to activate in tfi& time slot. For

Lemma 2 Consider a subgraplis;, (as defined above ! . i
a givene > 0, if we choosek as the smallest integer that

wherel < p <landl <i < k. In |G1-p|0(k2[’> time, we

can construct an independent setGf, whose weight is at satisfies k12
least ;£ times the optimal. (T) <(1+e), (2)

PrROOF We construct subgrapf@{; in Gy for 1 < j <k _
and1 < r < I, (for somel,) by vertical division ofG;,, W€ have the following result. _ _ _
just asG was divided horizontally into subgraphts;,. See =~ Theorem 4 Given set of readerse in three-dimensions,
Figure 3. Using a simple packing argument, we can see tisaf\-1 returns a covering sc_:hedul_e of read®®f size at most
the maximum size of an independent setGt, is at most 2(1+¢)In|R|times the optimal size, for any> 0. Moreover,
O(k2f). Thus, we can compute the maximum independefA-1 runs in|R|%(%/<) time.

set inG7) by exhaustive search, and take a union over-all PROOF. Since GA-1 iterates until there are no unread
to yield a maximum independent set@, = |J. G". Then, subelements, any Iocat_lon in the _monltored region is indeed
P P well-covered by an active reader in one of the time slots of

we pick th best In(_iependent set ama{hjg over all j, which the GA-1 solution. Thus, GA-1 returns a covering schedule of
gives a g -approximate independent set f6f;, (based on o qers Time complexity of GA-1 follows from Theorem 3
arguments similar to Lemma 1). B and choice ofk. We now show the approximation result.

The proof of the below theorem follows from the above two Let A, andO, be the set of readers selected to be active in
lemmas. the ¢'" time slot by GA-1 and optimal algorithm respectively.

Theorem 1 The DWIS-PTAS algorithm runs ifiR|C**5) Let A = {A1,Ap,..., Ag} and O = {01,0,...,0p}

time and returns an independent set whose weight of at Ie%egqres?nt The sr:)lutlon rgt;rnedtﬁy GA-1bandf(:_pt|ma|I ?Iguntd
(%H)z times the optimal. respectively, wheré) and P are the number of time slots use

PROOF The proof follows from the above two lemmas, viz.by GA-1 and optimal algorithm respectively. We will showtha

Lemma 1 and 2, and the fact that the optimal independe(P%tf 2(1 + €)(In|R[)P.

_ . th _ . .
set for anyG; is the union of the optimal independent sets et us consider thg™ step of GA-1, wherein readers in

o P
_ . , are selected to be active in thg" time slot. At each
for Gy (for all p). The above fact is true due to Chosetstep, we distribute the cost of one (time slot) to all the adre

width (max(7,2S5)) of the horizontal strips and the fact thasubelements that are well-covered By in presence ofd
_ - q
w({A1, A2}) = w(A1) + w(Ay) for two readersd; and 4, in the ¢*" time slot. Letc, denote the cost distributed to the

that are at leashax(T’ 25) distance away. B subelements when its read. Ifs is unread at;‘" time slot

. and is well-covered by4, (in presence of4,), thenc, =
IDWIS-PTAS: Improved DWIS-PTASAs suggested in [13], : X H
P 99 [13] 1 whereU, is the number of unread subelements at

we can improve the performance of DWIS-PTAS by compuffe—Ua-1’ h e
ing the weighted independent set @, optimally using a the end of (after the)™ time slot of GA-1.

dynamic programming approach. The improved DWIS-PTAt?] Let tS fbe lghT set f{)f ;ItthLtJbelemel?ts, aﬂ{ﬁ;’) tgenotfz ‘
(IDWIS-PTAS) runs in|R|°*#) time and delivers a solution "¢ S€! OF SUDEIEMENLS S hal are well-covered Dy the set 0

with an approximation ratio of(k/k + 1). We state the readers0,, in presence o0,,. Now, since the optimal solution
below without proof, as it follows directly from a dynamichas to read all subelements, we have

programming technique similar to the one used in [13]. Q=) c< Y > e (3)
Theorem 2 The IDWIS-PTAS algorithm runs ifiR|°*5) seS 0,0 seB(Op)
time and returns an independent set whose weight is at legsthe next paragraph, we will show that for ay, € O,
7 times the optimal. =
Y e < 2l+el|R]| (4)

IDWIS-PTAS in 3D. The above described IDWIS-PTAS can
be easily generalized to three dimensions. Essentiallyfuwe )
ther divideG,, vertically intoGJ! as shown in Figure 3. Then, NOW: from Equation 3 and 4, we g& < 2(1 + ¢)(In |R|) P
using dynamic programming, we can compute the optimBroving Equation 4.Let u, denote the number of unread
independent set in the hyper-rectanglf in IR|O®**8) time. subelements if(O,,) after theg!” time slot of GA-1. Without
Here, 3 is the bound on the maximum size of an independelatss of generality, we can assume tidgf is an independent
set in acubeof sizemax(T, 25) x max(T, 25) x max(T,25). set of readers (else, some reader®inwould be redundant,
Using similar arguments as before, we get the followingltesuas there is only a single channel available). Note that the

Theorem 3 In three-dimensions, the IDWIS-PTAS algo-total number of subelements #(O,). Thus,
rithm runs in|R|°(**#) time and returns an independent set Q 1
whose weight of at Ieas{tkiﬂ)2 times the optimal weight for Z cs =) (ug—1—1uq) - U —uU._.
any positive integet:. . s€B(0p) =1 ¢ Tt

seE(Op)




By Theorem 3 and choice d@f, we know that the total weight
of Ay (= U, —U,—1) is at least( 1+ )u,—1, sinceO,, is also
an independent set of readers with weight at legst, in the
g*" time slot. Thus, we have
< 1
Z cs < (1+e) Z(uqfl — Uug) -

Ug—1
seB(0p) g=1 1

[1,10] [3,6] [4,8]

Using some algebra ( [6], Chapter 35.3), we get
Z cs < (14 €)Inwuyp.

seE(Op)
i _ 2
Sinceug = |E(Op)| < [R[*, we get Fig. 4. A set of n readers with interrogation regions, where
Z o <2(1+¢)In[R). the MCS problem requires at leaStlogn) time slots.
seE(Op)
n g= 1; /x Time slot numberx/
_ _ while (there are unread subelements)
B. Multiple Channels Setting RC = ¢; I+ Set of active reader with channels§f* slot. x/
In this subsection, we consider the MCS problem whe while (1)
there are multiple available channels in the system. For ¢ Let N(RC) be the number of unread subelements
ample, in the EPCGlobal Gen2 standard [2], there are abc well-covered byRC in presence of2C in the ¢'" slot.
50 available channels. However, unlike in previous case if (there is(A,¢) s.t. N(RC U {(A,¢)} > N(RC)
algorithms developed here are heuristics without any perfo then
mance guarantees. We evaluate the empirical performance of Pick the reader-channél4, ¢) pair that
the developed heuristics in Section VII. Note that the MCS maximizesN (RC U {(A,¢)}
problem for the case of multiple channels is a generaliratio RC = RCU{(A,0)};
of the single channel case, and hence, is trivially NP-hard. else
. has
GA-M: Greedy Algorithm For Multiple Channels. For P:_(ik RC for gtime slot.
the case of multiple available channels, we design a greedy grea’lk'
algorithm (GA-M) that works as follows. GA-M iterates e
. . . end if;
through time slots, and for each slot, it selects a set o¥acti end while:

readers with appropriately chosen associated channehfidr e end while:

reader, such that the set of active readers operating on E}\QI ' o
same channel form an independent set in the interference

graph. The readers with their associated channels are rthogglimited Number of Channels. When there are unlimited
in a greedy manner for each time slot as follows. Considgimber of available channels, the MCS problem is similar
the ¢'" time slot. We maintain a seRC' of reader-channel to the conflict-free coloring problem [10]. Given a set of
pairs, such that a paif4,c) € RC implies that the reader regions in a 2D plane, theonflict-free coloring problenis

r has been selected to be active with channéh the ¢ to color the regions in a conflict-free manner using minimum
time slot. Initially, RC' is empty. Then, we iteratively pick number of colors, where a coloring is said to dmnflict-free
the “best” reader-channgl4, c) pair to add toRRC'. The best jf for every pointp there is a region containing whose
reader-channel pair for a giveRC' is defined as a paifA,c) color is unique among all the regions that containThe
that maximizes the total number of unread subelements welhove problem is NP-hard even for unit disk regions [8].
covered by(RC' U{(A, c)}) (in presence of RC' U{(A,c)})) However,n pseudo-disks (boundaries intersect at most twice)
in the ¢*" time slot. The above process in continued until ngan be conflict-free colored i0(nlog n) time usingO(logn)
more tags can be read in th€ time slot. At that point, GA-M colors [10]. Also, there are instances ofunit-disk regions
finalizesRC as the set of reader-channel pairs for gifetime  \whose conflict-free coloring requires at leastlogn) colors.
slot, and starts the above process again for the next tinte s|p each color is looked upon as a time slot, then the MCS
GA-M is formally presented below. problem is almost equivalent to the conflict-free colorirfg o

Algorithm I GA-M: Greedy Algo. for Multiple Channelsreaders, except that in the former each reader can be adsigne
Input: : A set of readersk and F, the set of available channé(l)s.mumpIe colors/slots. The above observation yields the

Output: : Solution to the MCS problem. following theorem.
BEGIN Theorem 5 Consider the MCS problem for a given set




of n readers with unlimited number of channels availabléor various subelements to be read, as time to read all tags
Assume that the interrogation regions of the readers are twio a subelement is proportional to the number of tags in that
dimensional pseudo-disks, i.e., regions such that boieslaf subelement. However, when the tag distribution is known, we
each pair of them intersect at most twice. Then, a solution cin model this time easily. Thus, we can consider a more
the MCS problem can be constructed¥(n log n)-time using meaningful version of the problem, where we try to read all
O(logn) time slots. Also, there are instances wfreaders tags as fast as possible for the given tag distribution. e ca
wherein at leasO(logn) time slots are required. this the Minimum Reading Schedule (MRS) problem.
PROOF As mentioned above, the MCS problem reduces to thiine Algorithms. In our problem setting, we argiven a
problem of conflict-free coloring of the interrogation regs  gerof reader locations and spatial distribution of tags, &e
of the readers, and hence, can be solved uéliggn) time  \yant to compute a “schedule of readers” to read the tags as
slots inO(nlogn) time [10]. fast as possible. We focus on design of affline algorithm

To show the lower bound [19], we use the same argumegi . se spatial distribution of unread tags is unavafialen
as in [8] where each region is assigned exactly one colgy. an gnline algorithm. Moreover, incurring computatiordan
Consider the set of readers numbered Intwith unit-disk  ommunication time after each time slot may defeat the whole
interrogation regions (also numbered 19 as shown in ,hose of fast reading of tagehus, we do not consider online

Figure 4. Here, for each intervdl, j] wherei < j, there 4 45rithms. Also, since the readers are static, the readers’
is a unique subelement such that the set of interrogationg-hedule is computed only once.

regions containing is exactly{i,i+1,...,j}. Now, to read

the subelementil, n], there must be one time slot (say;’) Probabilistic Model for Reading a Tag/Subelementin our

wherein only one reader (sgy is active (irrespective of the model, in a given time slot, each active reader reatsdom

channel assigned). The above is needed to avoid readerrea¢ell-covered unreddtag from its interrogation region. The

collisions. Without loss of generality, lef > n/2. Now, size of the time slot is chosen to be large enough to allow

consider the subelemeffit, n/2]. Using the same argument,the above to happen. Due to this randomness in reading, we

there must be a time slot other than the first (24y) wherein need to first formulate the reading of a tag/subelement in a

only one reader fron{1,2,...,n/2} is active. Note that the probablistic way (as done below). Based on the probalilisti

above argument holds even if the readeis allowed to be reading of a tag, we will formulate and solve the MRS

chosen in multiple time slots. Continuing the above argumeproblem.

we can see that at leafbgn) time slots are required to read Let R be the set of given readers, antit be region

all the subelements in Figure 4. g Mmonitored byR. For each subelement;, we maintain two
values, viz.,

1) g(s;), theinitial number of tagsn s;. The valueg(s;)
is available from the given distribution of tags, and
remains constant across time slots
% p(s;), the probability that a tag withins; has not been
read (based on a probablistic model described below) in
the previous time slots. The probabilipfs;) is same
for all the tags in a subelement.

Three-dimensional Regiond/ery little is known about the
problem of conflict-free coloring of three-dimensional re-
gions [19], [20]. Note that with unlimited number of availab
channels, the interference graph has no edges and hence, a
subset of readers forms an independent set. Th{the bound
on the size of an independent set of readers in a bounded
cube) is no longer a constant. But, if we choose a srhall
and assume that the number of readers in any hyper-rectangle
of size k max(T,2S) x kmax(T,2S) x max(T,2S) is small Initially (in the first time slot), the probability(s;) is 1 for
(or a constant), then we can use exhaustive search to comp#teh subelement;. Now, consider the'" time slot, and let
the maximum-weighted set in such hyper-rectangles. We cafs;) represent the probability of a tag i) not been read in
then apply the same arguments as in Section V-A to obtairihe previous(q — 1) time slots. LetA be an active reader in
2(1 + €) In |R|-approximate solution. the ¢*" time slot, and leky, s, . . ., s; be the “not-fully-read”
Theorem 6 For the case of unlimited number of channel§uPeélemements (i.e., subelements with at least one uragpd t
in three-dimensions, the modified GA-1 (as described abow§!l-covered byA (in presence of the set of readers active in
returns a2(1 + ) In|R|-approximate solution and runs inthe giveng'* time slot). The probability that a tag isy has
time polynomial in|R| and 2" for any ¢ > 0. Here, N is NOt been read aftey time slots is given by:

the maximum number of readers in any hypercube of size N N — 0 N1 —b 5
kmax(T,2S) x kmax(T,2S) x max(T,2S) andk is as in ew p(s;) = max(0, p(s;)( ) ®)
Equation 2. m Whered = 1/(g(s1)p(s1) + g(s2)p(s2) ...+ g(si)p(s1)) is
o _ the probability of any particular tag (well-covered by)

VI. Minimum Reading Schedule (MRS) Problem being read byA in the ¢! time slot. Note that the above

So far, we considered the scenario where the spatial dis- _ _
tribution of tags was unknown. Recall that in this case only Note that when a tag is successfully read by a reatiahe readerd
. . . slill does not know the location of the read tag.
the Minimum Covering Schedule problem made sense. This IS exs pefore, a tag is tuned “passive” when it is read. A pasgifeady
because it was not possible to learn how much time to allowad) tag does not respond to any future queries by any reader



p(s;) values are based solely on the spatial distribution of Definition 10 (Weight of Readers (redefined).) Here, we
readers and subelement, and initial distribution of tagsyt define theweightw(A) of a set of readers! as the reduction
are independent of what actually happens within each tirrethe sum of they(s;)p(s;) of the not-fully-read subelements
slot. Based on the above model, we now define whensawell-covered byA in presence ofA. O
subelement is considered fully-read. Observation 1 In a given time slot, the weight of a set of

Definition 8 (Fully-Read/Not-Fully-Read Subelement.) If€adersA is equal to the number of readers.i that well-
a given time slot, a subelemest is consideredully-readif ~Ccover at least one non-fully-read subelement each when the

p(s;) is zero at the start of the given time slot; otherwisg, Set of active readers id in the given time slots. O
is considerechot-fully-read(i.e., if p(s;) > 0 at the start of The above observ_atlon follows from Equation 5. Based on
the given time slot). o the above observation, we can show that the IDWIS-PTAS

_ o . algorithm remains a PTAS for the interference graph with the
Read'”_g Schedule.Baseq on the a_\bove probabilistic notion,,, e definition of weight of readers. Essentially, we need t
of reading a tag, we define a reading schedule of readers. g,y that Lemma 1 holds for the above definition of weight

Definition 9@ (Reading Schedule of Readers.) Consider a sgt readers.

of readersk and a number of tagi| distributed uniformly | emma 3 Using Definition 10 for weight for readers, let

in the region monitored by the readers. LEtbe the set of o maximum weight of an independent setGn be W; and
available channels. Aeading schedule of readets read all ;. G be V. Then ’

the tags inG in 7 time slots is an assignment : (R X i

{1,2,...,7}) = (FU{Inactive}) of readers to channels (or max W; > ——W.

being inactive) in each time slot, such that all subelements, J - A< in Lemma 1 IetOkaglthe optimal solution of
have been fully-read by the end oftime slots. The number ' ’

: . . ) WIS problem, i.e., the maximum-weight independent set in
of time slotsr is referred to as the size of the reading schedule | P g P

of readers. O
Even though our notion of a tag fully-read is probabilistic, Oi = OPT O (G = Gi),
a reading schedule of readers is guaranteed to read all tags, O; is the set of nodes from the optimal solutionin the
under the assumption that each active reader in each tirhe sfeaded horizontal strips of Figure 3. Thad= ,,;<;, O:.
of the reading schedule reads at least one well-covered tagFor anylU C O, let ¢(U) denote the number of readers in

This is true due to the following: U that well-cover at least one unread subelement when the
« Initially, the quantity . g(s;)p(s;) is equal to the total set of active readers i® in the given time slot. Thus, by
number of tags in the system. Observation 1, we have
e In each time _ slot, the decrease in the quantity e(U) < w(U).
(3=, 9(s;)p(s;)) is less than or equal to the number of _
tags read in that time slot, since each active readers re&fst of the proof is same as Lemma 1. (]

at least one tag in each time slot.
« At the end of a reading schedule the quantitb
(>, 9(sj)p(s;)) has decreased to zero.

Theorem 7 For the Definition 10 of weight of readers, the
WIS-PTAS algorithm runs inR|©**#) time and returns an
independent set whose weight of at Ieé@fﬁ)Q times the
Minimum Reading Schedule (MRS) Problem.Given a set of optimal.

RFID readersk, the number of tag|, and the distributionof PROOF The proof follows from the previous Lemma 2
the tags in the region monitored I®, the Minimum Reading (which is independent of the weight definition) and the above
Schedule Problens to find a reading schedule of readers ofemma 3, and the fact that the optimal independent set for any
smallest size. MRS problem is easily NP-hard (reduces to sét; is the union of the optimal independent setsdy, (for all

cover). p). The above fact is true due to chosen widthak(T’, 2.5))
of the horizontal strips and the fact that({4, A2}) =

A. Single and Multiple Channels w(A1) + w(As) (for Definition 10) for two readersd; and
In this subsection, we first extend the GA-1 algorithm of thdz that are at leashax(T’, 25) distance away. ]

previous section (for the MCS problem) to the MRS problem ag in Section V, the above theorem generalizes to IDWIS-
for the case of a single channel. The case of multiple chanefas in three dimensions.

is discussed briefly at the end. Theorem 8 For the Definition 10 of weight of readers,

EGA-1: Extended GA-1 Algorithm. We use EGA-1 to refer in three-dimensions, the IDWIS-PTAS algorithm runs in
the extended GA-1 algorithm. As in the GA-1 aIgoritthR|O(k2ﬁ) time and returns an independent set whose weight
the ¢! step of the EGA-1 algorithm constitutes of selectingf at Ieast(k—il)2 times the optimal weight for any positive

a independent set of readers with near-maximum weight itdegerk. =
activate in theq!” time slot. EGA-1 terminates when all Thus, when we use IDWIS-PTAS ip'" step of EGA-
subelements have been fully-read (i.e., the weight of eathto select a set of active readers in #ié time slot, the
reader has become zero). approximation ratio of EGA-1 is preserved, as proved below.
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Fig. 5. Performance of the GA-1, GA-M, and Colorwave-like algamithfor the MCS problem. (a) Varying interference range
with single channel, (b) Varying interrogation range withgde channel, and (c) Varying number of available channels

Theorem 9 Given a set of reader® and a distribution of p, the weightw,, of O, at the(q — 1 + p)'" slot can be at
|G| tags in the (three-dimensional) region monitored by thmost the weight oD, at theq'” slot (since more subelements
readers, EGA-1 returns a reading schedule of readers of size not-fully-read at*" slot than at(q — 1 +p)*" slot). Thus,
at most(1 + €)In|G| times the optimal size, for any > 0. such anO,, must have a weight at leastat theq'” time slot.
Moreover, EGA-1 runs irO(|G|)|R|°/¢) time. Thus, the maximum possible weight gt'step of EGA-1 is
PROOF Since EGA-1 iterates until all subelements are fullyat leastc. m
read, EGA-1 indeed returns a reading schedule of readers. We

now show the approximation ratio of EGA-1. _ MRS Problem in Multiple Channels. For the case of multiple
LetthA_q andO, be the set of readers selected to be active [5nnels, we use the same heuristic as the one presented in

theq"* time slot by EGA-1 and optimal algorithm respectivelyyne previous section for the multiple channels, except weat

Let A= {A;, As,..., A} andO = {01, 0z,...,Op} 1P~ 56 the weight function as defined in Definition 10.

resent the solution returned by EGA-1 and optimal algorithmynen there are unlimited number of channels, the conflict-
respectively, where) and P are the number of time slotSfree oloring does not provide a solution for the Tags-Regdi
used by EGA-1 22‘3 (2)pt|mal algorithm respectively. We will).ohiem . In two dimensions, one possible heuristic could be
show thatQ < (5=)*(In[G[)P. Then, we choosé& as in , yse a sequence of conflict-free colorings (where color

Equation 2, we get the theorem result. corresponds to a time slot) until all the subelements are
By Observation 1, the weight of each, is |.A,|, and €ach ompietely read. Such a strategy doesn't have any perfarenan

0, is |0,]. Also, note thats"? . A, =" 0, =g -
P Pl ) =1 — 2p=1%p = » guarantee. However, the result of Theorem 6 does generalize

since the initial sum op(s;)g(s;) over all subelements; is {5 EGA-1.

|G]. In the next paragraph, we will show that Theorem 10 For the case of unlimited number of channels

ko a1 in three-dimensions, the modified (as in Section V-B) EGA-
w(Aq) > (k—+1) (1G] =D w(A))/P, (6) 1 returns a2(1 + ¢)In |G|-approximate solution and runs in

time polynomial in|R|, |G|, and2¥ for any ¢ > 0. Here, N
i.e., the weight of4, is at least equal to/ P of the “remaining is the maximum number of readers in any hypercube of size
weight” (“probabilistic” number of remaining tags) yet t@ b A max(7',2S) x kmax(7T,2S) x max(T,25), wherek is as
“covered” by the EGA-1. Sincev(A,) is at least 1 for all in Equation 2. .
g, the above equation give§ < (%)Hog(P/P,l) |G| < VII

k1 i i - . Performance Evaluation
(EL)2(In |G|) P, since(P/(P—1))" > e. That last inequality

is true asf(P) — (P/(P — 1))” is monotonically decreasing In t_hls sectlpn, we evaluate_the performance of our designed
o . - algorithms using a custom simulator. For the MCS problem,
for P> 1, and f(1) = co andlimp_ f(P) = e. . .

] ] ) ) we compare the sizes of covering schedules computed by
Proving Equation 6In short, the Equation 6 |sthtrue due Qarious algorithms, and for the MRS problem, we simulate a
the greedy choice ofd, for eachq. At the ¢ step of tree-splitting based link layer protocol and compare tzesi
EGA-1, the EGA-1 picks a set of readers whose weight §§ reading schedules computed by various algorithms for a
at Ieast(kiﬂ)2 times the maximum possible at that Stagegiven random distribution of tags.

We show that the maximum POSqSJE”e weightt step of ~ |n the simulations, we uniformly and randomly distribute
EGA-1 is at leastc = (|G| — > 7" w(A;))/P. To show 50 readers in a rectangular region of si# x 100 units.
this, consider the valid schedule of readers represented g3t the MRS problem, we also distribute randomly 1200
{AL Az, Ag1, 01,0, --,?P}- In the above schedule, tags in the region. For now, we consider interrogation and
let the weight ofO, at(qj11+p)t slot bew,, for1 <p < P. interference regions to beircular disks, with thedefault
Note that)_ wg, + >-{7) w(A;) = [G|. Thus, there exists a radius/range being 20 units and 50 units respectively. We wi
p such thatw,, > (|G] — 327" w(A;))/P = ¢ For such a consider irregular disks (as described later) for the last ef




experimentsFor GA-1 and EGA-1 algorithms, we uge= 2 180 — T T T T

(i.e., e = 1.25), since higher values ok did not result in 160

noticeable improvement in performance but were much slower 140 L Colorwave-like —— |

We compare our algorithms with the Colorwave algorithm [22] 8 1,0 | S

for the MRS problem or a Colorwave-like algorithm for the ﬁ 100 L |

MCS problem. As discussed in Section lll, other works on E g0 L |

avoiding collisions in RFID systems either consider only-ta B g0k )

tag collisions [14], [17], [18], [21], or have very differen 2

objective criteria [7], [11], or assume sophisticated taght 40 +

nology [2]. 0 e ]
0 1 1 1 1 T

MCS Problem. First, we evaluate the performances of GA-1 12 4 6 8 12 16

and GA-M for the MCS problem. In this setting, we do not Number of Available Channel

take the tag distribution into consideration, and comphee t

covering schedules of readers delivered by various algorit Fig. 6. Varying number of channels with larger interference
For comparison, we use a random algorithm similar to thrange for the MCS problem.

Colorwave algorithm [22], wherein each reader picks a ramdo

time slot, such that interfering readers have differentetim )
slots and each subelement in the monitored region is weilRS Problem. In the second set of experiments, we evaluate

covered. In plots, we refer to this algorithm@slorwave-like the performances of EGA-1 and EGA-M algorithms for the
Figure 5(a) shows the single channel performance with ugryiMRS problem. Here, we use a random distribution of 1200
interference ranges. As expected, all algorithms perfoorsey 9s in the region as part of the input, and use Colorwave for
(takes more time slots) with increasing interference raiige & Paseline comparison. As mentioned before, a tree-syitti
GA-M heuristic performs close to the approximation algamit based I|n_k layer pr_otocol is used for our algorithms here. We
GA-1. The performance gap is bigger for larger interferen&€ the time slot size equivalent to make three edge trasersa
range, because for the given parameter values (region size$ce it was found to be most efficient for the given paranseter
100 x 100 and k = 2) GA-1 solution is actuallyoptimal for (S€€ below). For the single channel case (Figure 7(a)-(b)),
interference range> 50. Figure 5b shows the single channeihe relative perf_ormance of various algorithms is similar to
performance with varying interrogation range. We obseae t that observed in the MCS problem. We note that EGA-M
the performance of each algorithm improves with increase figuristic performs same as the EGA-1 for small values of
interrogation range, because larger interrogation regiuails Intérference range, and performs close for larger values, f
a larger coverage area. For both the above experiments, GA€ Same reason as discussed in the MCS problem. However,
1 and GA-M perform significantly better than Colorwavel Figure 7(b), we notice that the performance of Colorwave
like algorithm for all range values. Since Colorwave-lik&ctually worsens with increase in the interrogation raffgpes
algorithm is an example of a random access scheme, the abolies that Colorwave algorithm is not effective in hamgji

exemplifies the superiority of scheduled access schemestllf reader-reader collisions, and this ineffectivenessmse
RFID systems. to far outweigh the advantage of increase in coverage area.

. . . Note that Colorwave is indeed incapable of handling reader-
Multiple Channels.Figure 5(c) shows multi-channel pencor'reader collisions, since the tags do not participate in the

mance of GA-M for varying number of channels and_ thg‘llgorithm (collision detection). Similarly, EGA-M heutic's
defau_lt range vaIuesNote_ that GA-1 and COlor\"’a\’e'l'keperformance also worsen with increase in interrogatiogean
a_lgorlthms work only for single channel; the plot shows thelfor smaller values. In contrast, EGA-1's performance alsvay
single channel performances for comparisakie note that improves with increase in interrogation rangehich implies

GA-M's performance mdeed_ IMproves \_N_'th more channel§hat EGA-1 is most effective in handling the reader-reader
However, the improvement is not significant because Ofc%llisions

relatively small interference range. Use of multiple chelaris
expected to make more significant impact when interferen
range is relatively larger. To validate the last statemer,
ran a separate experiment with different parameter valu
200 readers, interrogation range = 8 units and interferentiene Slot Size.We now present results of our simulations to
range = 60 units. See Figure 6. Note the almost proportiona&imate the “perfect” time slot size. As mentioned befifre,
decline in number of slots with increasing number of chasindree-splitting protocol is used in each time slot, then iheet
initially, and then, a saturation effect after about 4 chedsn slot size is chosen as the number of edge traversals that will
The saturation effect is because at that point, the numbesult in at least one tag being read. Such a number depends
of active readers in a time slot is large enough that thmn the density of the tag IDs and distribution — higher dgnsit
reader-reader collisions (which can't be resolved usingemowould require a larger number of edge traversals — for a fixed
channels) become dominant. interrogation range. For our chosen parameters, viz.,itlidp

Multiple Channelsin Figure 7(c), we observe that the increase
in number of channels has more significant impact (compared
é%.the MCS problem) on the performance of EGA-M.
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Fig. 7. Performance of the EGA-1, EGA-M, and Colorwave algorithmsthe MRS problem. (a) Varying interference range
with single channel, (b) Varying interrogation range withgde channel, and (c) Varying number of available channels

IDs, 100 x 100 region size, 1200 tags, interrogation range drfiterrogation range of 10 is abruptly high, because of maiim
20 units, we observed that choosing the time slot size okthneader-reader collissions.

edge traversals was most efficient. See the below table. . .
Summary. In summary, our simulation results show the

TABLE | following. (i) For the case of one-channel, our heuristics
FRACTION OF 1200 TAGS READ perform close to the approximation schemes and much better
than Colorwave [22]; for the MRS problem, EGA-1 is most
Time Slot Size) EGA-1 EGA-M effective in handling reader-reader collisions. (ii) Fbe tcase
% 8:832 8:;52 of multiple channels, our he_uristics perform propor_tiotml _
4 0.999 0.999 the number of channels available (upto the saturation point

for reasonable choice of parameters.

We observe in the above Table 1 that increase in the time VIII. Conclusions
slot size () improves the fraction of tags read. However
this will also proportionately increases the total run tifre
number of slots in the reading schedute!). Too small a

' In this paper, we addressed the problem of efficient reading
of RFID tags in a multi-reader system. Multiple readers

lue for 1 kes the algorith d timate th b rovide concurrency and also better coverage, but alsa brin
value fort makes the aigorithms underestimateé the NUMBE 54 itional collision problems. We have used a slottecetim

of slots needed, leading to unread tags. Too large a value,rﬂ del, and developed algorithms to compute a near-optimal

the other hand_, makes slots unnecegsanly longer and degrg ivation schedule for the readers. We have considered two
performance (in terms of absolute time). Note that for Iatgr enarios — one where the distribution of tags is unknown

|t|erat|_onsd0f the rzad'ng s_cheduls, W(; can udse smaller igey the other where it is known. We have considered suitable
slot size due to reduction in number of unread tags. models of the tag reading problem in these scenarios.

Experiments with Regions as Irregular Disks.To illustrate ~ OUr @lgorithms assume a planned deployment of readers
the efficacy of our techniques for general shapes of regioN41€re @ prior site survey is possible to determine interieze

we conduct the above experiments with the interference afigd interrogation regions of the readers. This is a departur
interrogation regions as irregular disks. In particular,dach from more conventional adaptive approaches. However, our
reader I, we generate an irregular region of “range’ by approach is able to produce near-optimal schedule in thgesin
randoming choosing six points at a distance of more thén, channe_l case. The schedule does not need to be computed
but less than-. The chosen six points are then sorted arourffyn@mically. It can be computed only once, and the readers
the reader/, and connected to create a polygonal regioﬁ?t'vated gccordlng to th_e computed schedule to re_zad tags.
Based on the above way of constructing irregular interiogat  0mMputing & near-optimal schedule for the multiple chan-
and interference regions, we conduct the above experimefg!S case is still an open question. However, we have devel-
See Figure 8 and 9. In general, we observe similar pattétRed efficient heuristics. Empirical evaluations sugdest the

of performance comparison as before (for regular regions figuristics perform quite close to the approximation akgons
Figure 5 and 7), except that here in some cases GA-M afqy the single channel case. Evaluations also suggest that o
EGA-M marginally outperfom GA-1 and EGA-1 respectively?‘lgorithms are far superior than Colorwave, a random access
We also note that Colorwave’s performance remains relgtivé®@s€d protocol targeted for similar multiple reader system
unchanged (compared to before); this is because increase in
interferencerange of irregular regions does not necessarily
result in proportional increase in intersection of the oegi Zhou and Das’s work was patrtially supported by NSF grant
due to possible “intertwining” of regions. Finally, noteath CNS-0519734, and Gupta’s work was partially supported by
in Figure 8, the Colorwave Algorithm’s performance foNSF grants 11S-0713186, CNS-0721701, and CNS-0721665.
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