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Abstract packets, while in the more efficient GridTree approach, the

Manycast is a group communication primitive wherein the source Qelivers packets u_sing an appropriately constructed
source is required to send data packets to a certain num- 9eometric tree over the grids. To the best of our knowledge,
ber of a given set of destinations. In this article, we design ours is the first article to address the problem of fault-tolerant

fault-tolerant protocols for manycast operations in sensor manycast in sensor networks over mobile destinations.

networks with mobile destinations. To develop efficient pro- Paper Organization. We start with the problem formula-
tocols, we propose a location management scheme, whichion, motivation, and a discussion on related work in Sec-
manages information about the locations of mobile destina-tion 2. In Section 3, we describe the grid-based location
tions in a distributed manner. Based upon that, we developmanagement mechanism. Rectangle-based and GridTree ap-
rectangle-based and GridTree-based fault-tolerant manycastproaches are described in Section 4 and Section 5 respec-
routing protocols. Simulation results show that GridTree ap- tively. Generalization of our techniques to handle multi-
proach achieves sufficiently high success ratio, while usingple and mobile source nodes is discussed in Section 6. We
minimal transmission cost. present performance results in Section 7, and end with con-
cluding remarks in Section 8.

1. Introduction

. , 2. Problem Formulation and Related Work
Sensor networks are ad hoc multihop wireless networks

formed by a large number of resource constrained sensor In this section, we start with formally defining the ad-
nodes, equipped with short range radios, limited processingdressed problem. Then, we present some motivating appli-
capacity and battery. In this article, we address the problemcations, and discuss the related works.

of fault-tolerant manycast operation in sensor networks with

mobile destination nodes. Tieanycasbperation is a group each node is aware of its own location. The network con-

communication primitive where the source node is required , . . . .
P d tains one static source nodkg and a setD of mobile desti-

to send a data packet to a certain number (or percentage) ofa_.. : : .
: g . nation nodessS is required to perform a manycast operation
given set of destinations. When the sensor network is prone ; ; . .
; : - to D, i.e.,S is required to send data packets to a certain num-

to link and/or node failures, providing robust manycast op-

L . . -~ berk of destinations, wherg < |D|. The numbet is not
eration is a challenge. Our problem is motivated by applica- . . )
. . . - fixed and may be different for different manycast requests.
tions that require alerts to be transmitted to a set of mobile

destinations. For instance, in a battlefield sensor network,.The source will typically perform multiple (.p033|bly., period-
S . : ically) such manycast requests. Our goal is to design a fault-
imminent threats need to be transmitted to a certain number, : . :
. ) . tolerant (in face of link/node failures) manycast protocol that
of mobile soldiers/vehicles. g S -
. will incur minimum communication cost.
In our model of the problem, the network consists of
source nodes and mobile destination nodes. For the mosMotivating Example. A concrete example that motivates
part (with generalizations discussed in Section 6), we assumesuch manycast operation can be a sensor network deployed
that there is a single static source and multiple mobile desti-in a battlefield to detect threats and send alerts to mobile sol-
nations, with all the other nodes in the network being static. diers and/or vehicles. The source may be any sensor node
We assume that each node is aware of its location (eitherthat detects a threat. As a more specific scenario, consider
through GPS [6] or other localization techniques [2]). At a sensor network with a special purpose source rbden-
the core of our developed techniques is a distributed locationnected to a control command cent§iis required to transmit
management scheme for the destinations. We divide the encertain alerts to the mobile soldiers/vehicles in the monitored
tire network region into grids, and store location information region. In general, it is not necessary to reach all the soldiers,
of the destinations at certain nodes in each grid. Based on thend the number of destinations required to reach depends on
above scheme, the source node transmits the required packetke type (criticality) of alerts. Moreover, due to the mobility
to carefully chosen grids. In our rectangle-based approachof destinations, it is very inefficient to know the locations of
the source selects an optimal rectangular region to deliver(and hence, reach) all destinations at any given time.

Problem Formulation. Consider a sensor network, where



Related Works. Although there has been a lot of work done particular node. Rather, we are only interested in a general
on group communication in ad hoc networks, manycast prob-distribution of the destinations over the network region, as
lem has attracted researchers’ attention only receMiyl- we only wish tn tarnet a certamimhernf destinations.

ticastandanycastoperations are special cases of manycast.

In multicast, the source is required to reach all destinations, E e e
while in anycast, the source is required to reach any one des- ides o—U—+IG ”g
tination. Various tree-based [17] as well as mesh-based [10, ] X .- \0 eader
13] approaches have been proposed to implement multicast. -",:-"-\;&Q% -------- c e
Manycast operation has also been addressed [7] for mobile P d\e.s L odes |~ ig
destinations (i.e., multiple mobile sinks). However, multi- * ef:i

cast can be a very inefficient way to implementing manycast, s - e 34_,

especially if the percentage of destinations required to reach '
in the given manycast operation is low. Also note that many-  Figure 1. Destination location management scheme. On
cast cannot be implemented as multiple anycasts [14], since entering a grid, a destination informs grid leaders of its ID,
there is no way to guarantee that destinations reached in mul- location, and velocity (speed and direction). Leaders period-
tiple anycasts are distinct. To the best of our knowledge, [3] ically update source about the number of destinations in their

is the only work in ad hoc networks that advocates providing ~ 9rids.

support for manycast at the network layer. However, their Overview. Our approach to manage the destination loca-
suggested approach is built upon underlying routing proto- tion information is to use a distributed virtual grid structure,
cols used in ad hoc networks, and hence, are not directlywherein each grid has a certain number (depending on the
applicable to sensor networks which typically use localized desired fault-tolerance) of grid leader nodes which keep the
location-based routing protocols. location information of destinations in their grids (see Fig. 1).

In many applications, spatial proximity of destinations Specifically, we divide the entire sensor network region into
can be exploited to develop more efficient protocols with the grids each of sizel x d for an appropriate choseh Since,
aid of location information. In particular, iGeocast the each node is aware of its location, a node is also aware of
group of destinations is implicitly defined by a specific geo- the grid it belongs to. Within each grid, a certain number of
graphic region [8, 9, 12]. However, our manycast problem is nodes are elected to lpeid leaders Destinations report their
very different from the geocast problem. In our setting, the locations to the grid leaders on entering a grid, and each grid
destinations are specific mobile nodes definedby their leader reports to source the list of destinations in its grid.
geographic location. The destinations in our manycast prob-
lem may even be distributed over the entire network.

Most works support fault-tolerant unicast routing either
by interleaved mesh approach (e.g. GRAB [18]) or by mul-
tipath approach ([4,19]). One advantage of GRAB is that
nodes do not store routing information explicitly, and hence,
the storage requirement at each node is minimal. However,

such benefits do not exist when the technique is applied di'dius of the nodes, and hence, routing between grid leaders of

rectly to our manycast pr(')ble'm, since every.node will need different grids may require relay through intermediate nodes.
to store cost for each destination, which requires storage pro-

portional to number of destinations and is hard to maintain. Election of Grid Leaders. Since the destinations are ran-
domly distributed in a grid, it is most efficient to pick the

. . nodes that are close to the grid center as the grid lead-
3. Location Information Management ers. Moreover, a localized grid-leader election algorithm is
highly desirable. We use a simple election algorithm wherein
each nodd elects itself as a grid leader if at m@ét-1) of its
neighbors are closer to the grid center tHarHere,[ is ap-
propriately chosen based on the network density and desired

active [15] routing protocols. Other option could be to store number Qf gr_id leaders (which determir_1es fault 'Folera_mce and
all the location information of destinations at some central- tcomn;uryc_latlon CO.St)' -frh? abO\f/e elggt;on dalgorlthlr‘g IS roﬁu_st
ized location, or require each destination to flood the entire 0 node farlures, since failure ot a grid jeader would resuft in
network with updated location information. However, all the one ormore of its neighbors electing themselves as hew grid
above approaches incur very high communication cost andIeaders if necessary. The_ above scheme results in the nodes
intolerant to faults. Yet another option could be to use one of close to the grid center being overloaded; however, this prob-

the existing location service techniques such as GLS [11] thatIem can pe alleviated -by penodlca!ly realigning (i.e., shifting
stores precise location information of nodes in the network. the grid lines appropriately) the grids.

But the GLS approach would be an overkill for our problem, Notification from Destinations to Grid Leaders. On enter-
since we do not need to look up location information of any ing a new gridy, a destination notifies one or more grid lead-

Choosing Grid Sized. The grid size should be large enough
so that the number of location updates to the source are small.
On the other side, very large grids would result in inefficient
routing (between grid leaders and destinations) in a grid.
Moreover, large grids will also result in bottlenecks at the
small number of chosen grid leaders. Note that we do not
require the grid size to be smaller than the transmission ra-

To implement manycast in an efficient manner, it is neces-
sary that the information about destination locations is stored
somewhere in the network. One option could be to maintain
or discover routes to destinations using proactive [16] or re-



ers ing of its location and velocity. The notification is done sider only those rectangles that are formed by a union of
by sending an appropriate data packety® center using  grids and there are only a polynomial (in number of grids)
location-based greedy routing. Note that a message routechumber of such rectangles. Thus, we can look at each fea-
using location-based greedy approach will always reach asible (containing desired number of destinations) rectangle,
node that doesn’t have any of its neighbor closer to the and pick the one that will incur minimum routing cost. Both
center than itself, and such a nodlanust have elected it-  our routing schemes (as described below) for rectangle-based
self as a grid leader. Thus, any packet routed to the centelapproaches incur a cost proportional to the size of the rectan-
of grid ¢ is guaranteedo reachat least onegrid leader (in gle (under uniform network density assumption). Thus, we
absence of message lossesj.of we assume that a destina- choose the feasible rectangle of minimum size.

tion continues to travel in a straight line for a short period of
time after notifying the grid leaders, the grid leader can esti-
mate the time when the destination would leave the grid and
hence, a destination does not need to notify the grid leader
on leaving a grid.

Rectangular Flooding. The simplest routing schemes to
reach destinations is to use the chosen rectangular region as
a forwarding zone. Each node in the forwarding zone that re-
Yeives a data packet broadcasts it to all of its neighbors. Such
a scheme is expected to have a very good success ratio, at the
Destination Information at Grid Leaders and Source. cost of high transmission cost.

Based on the above notifications from the destinations, eachsoqGrig-based Routing. To use the GeoGrid routing
grid leader maintains the list of destinations along with the ¢.heme [12] for our purposes, we lay an independent layer of
associated velocity and notification timestamp. Since the no'grids called asouting-grids The node closest to the center
tification message from any destination reached at least ongys o5ch routing-grid is chosen as a “gateway” node. The size
grid leader, the union of destination lists at the grid leaders of ¢ o5y routing-grid is chosen to be small enough to guaran-
a grid must yield the complete list of destinations in the grid. oq that gateways in adjacent routing-grids can communicate
Each grid leader reports the list of destinations to the SOUrCEjrectly. In the simpleflood-based GeoGridpproach, all
either periodically or when the destination list changes suf- 4 o gateway nodes that belong to the chosen rectangular re-
ficiently enough. Based on these reports, the source can esgion forward the data packet to their neighbors. Inttbleet-
timate the number of destinations in each grid. Note that | caq GeoGricscheme, each gateway nogéhat receives
incorrect estimations by a grid leader of a destination leav- o qata packet also receives a ticket with a non-negative in-
ing its grid can be corrected at the source using reports fromteger valueT’ from the sender. Only if” > 0, ¢ retransmits
leaders of neighboring grids. the packet and divide® into equal values for each of the

Fault Tolerance of Destination Information. The above  gateway neighbors. Initially, the source node generates sev-
described scheme (comprised of destinations notifying ateral tickets based on the size of chosen rectangle.

least one grid leader and the grid leaders periodically re-pag Scenarios. In certain cases, the rectangle-based ap-
porting the list of destinations to the source)gearan-  proach can incur a high routing cost. For instance, when all
teedto yield accurate location information of destinations at yestinations are situated in the border or diagonal grids. In
the source node if we assume robust message communicgsoth the cases, the chosen rectangular region would necessar-
tion and straight-line movement of destinations. The fault—(%?/ include many grids with zero destinations. In the extreme

tolerance to message losses is provided by various aspects fase the whole network field may need to be selected as the
our scheme, viz., notification from destinations reaching to rectangular region.

multiple grid leaders, the source getting reports from mul-
tiple grid leaders okachgrid, and the fact that the source
tries to target slightly more number of destinations than re-
quired by the manycast operation. In addition, the reports The disadvantage of rectangle-based approaches moti-
from neighboring grids compensate for inaccuracies due tovates us to develop more efficient protocols. One way to re-
the assumption of straight-line movement of destinations.  duce routing cost is to select a set of grids catkadet grids

such that the total number of destinations inside these grids
4. Rectangle-based Manycast Protocol is at leastk, an_d then, use geocasF routing to reach each _of

these target grids. However, reaching each of the target grids

In this section, we present two rectangle-based proto-independently can again lead to overall inefficient transmis-

cols for our manycast problem. The presented protocols sesion cost. In this section, we preséhtidTreeapproach (see
lect a rectangular region containing the source and requiredrig. 2) that optimizes overall transmission cost by using grid
number of destinations, and then, use some routing scheméeaders as “path-gateways” and route data packets through a
within the chosen rectangular region to reach destinations. tree formed over grid-leaders. Simulation results show that
GridTree approach achieves improved performance.

5. GridTree Manycast Protocol

Selecting an Optimal Rectangular RegionTo account for

slight inaccuracy of location information, we choose a rec-
tangular region that contains slightly more number of desti-
nations than required by manycast operation. Since the lo- The selection of target grids depends on the routing
cation information is on a per-grid basis, we need to con- scheme used, and is key to the efficiency of the overall

5.1. Selection of Target Grids
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GridTree approach. techniques similar to [5],we can construct a treég, in G*

that spans over vertices with total weight at Ifasind total

Definition 1 (Geometric Grid Graph) Ageometric grid edge cost at most twice the minimum possible. Now, replace
graphis a graph over grid centers as vertices. An edge ex-ach edgési, s2) in Tj, by the shortest weighted path con-
ists between two vertices if their corresponding grids are ad-nectings, ands in the geometric grid grapti to yield a
jacent to each other. Theostof each edge is the Euclid- subgraptG’ of G. LetT’ be a minimum spanning tree 6f

ean distance between the grid centers in the plane, and thépanning all the vertices @¥’. Note that the total weight of

weighton each vertex is the number of destinations in the the vertices off " is at least:. Thus, the set of vertices Gf'
corresponding grid. O is a feasible solution of our original problem of selection of

target grids. LeD be the optimal (minimum edge cost) tree
in the geometric grid grapt¥ such that the total weight of
the vertices oD is at least. Below, we show that the total
cost of T’ is at most 4 times that ab.

Routing Cost to Reach Selected Target GridsLet us as-
sume that we have selected a set of target gfidisat con-
tain the required number of destinations (see Fig. 2(a)). To -
route to destinations i, the source node first constructs a Approximation ProofLet O be the directed graph that is ob-
minimal (actually, a 2-approximation) cost Steiner tigg) tained by replacing every undirected edgev) of the op-
spanning over the grid centers of gridsSn Each edge in  timal treeO by two directed edgegu, v) and (v, u) of the
7(S) connects grid centers of two adjacent grids. To reach same weight as that @f:, v) in O. Consider an Euler tour
destinations inS, the source node routes the packet over & in the graphO . Note that an Euler tour is guaranteed to
T(S), wherein each node iff (S) is replaced by the cor- existinO since the indegree of each vertex is the same as its
responding set of grid leaders and each edgé& () is re- outdegree, and the total cost &fis equal to twice the cost
placed by a set of paths connecting the set of grid leaders ofof the O. It is easy to show that the cost éfis at least the
adjacent grids. Once the data packet reaches the grid leadersptimal cost of a tree spanning vertices with at least weight
of target grids, it is routed to the destinations in each tar- k£ in G*. Since T}, is a 2-approximation of such a treed#,

get grid using greedy forwarding. Thus, given a set of tar- we have|O| = |£|/2 > |Tk|/4 > |T'|/4. Since the total
get gridsS, the total routing cost incurred (using the above routing cost of any set of vertices of total weight more than
described scheme) in reaching the destinations§ is di- k is at leasiO|, the set of vertices df” is a 4-approximate
rectly proportional to the total cost of the corresponding 2- solution of the target grids selection problem.

approximation Steiner tre(S) in the geometric grid graph. e yristic fork-Steiner Tree ProblemSince the above ap-

Based_ on the above cost model, we formulate the problem 0Tproximation algorithm involves a rather complex approxima-
selection of target grids as follows.

tion algorithm (involving relaxation of LP formulation and

. . . S primal-dual conversion) for computing the approximéate
Selection of Target Grids. Given a geometric grid grapf . - A
andk (the number of destinations required to reach), select aMST’ we propose a simpler greedy heuristic keeping in mind

: . L the limited computing resources available at sensor nodes.
set of verticesS with minimum cost7 (S) such that the total . : :
weight of verticesS is k. The above problem is a general- The greedy algorithm works by growing the Steiner fge

s ; over a set of already selected target grds Initially, M is
|zat|qn of the Ste|ngr tre_e problem and NP-compIete..BeIow, the node in the geometric graghcorresponding to the grid
we give a 4-approximation algorithm for the target grids se-

; . . . containing the source, afd; is the tree with the single node
lection problem, based on the 2-approximation algorithm by . 2
Garg [5] for thek-MST problem [1]. M. At each stage, we consider a new target grigbt in M

based on the following benefit calculation. For each vestex

4-approximation AlgorithmConstruct a complete grak* TP —— S o hied
T ; : arg looks at the unweightéddMST problem. However, our weighte
over the set of vertices of the geometric gr|d grathhe version can be reduced to the un-weighted version by makiegpies of

weight associated with an edge, s2) in G* is the length a node of weightv and connecting each pair of such copies by an edge of
of the shortest weighted path betwegrands, in G. Using zZero cost.



not inTy,;, we compute the shortest pakh connectings to techniques can be easily extended as follows to work for

a node inT’,, for each node if;. For each such path;, multiple static sources. Since the sources are static, the grid
we compute the total cost of P; and the total weighD, leaders can send information about number of destinations
of the vertices on the path. We select the target grdth a in their grids to each source independently. Based upon the

path P, that has the highest benefit; /c,, and add the path  collected information, each source can execute the rectangle-
P, to Ty;. The above algorithm continues urifil; contains based or GridTree approach separately. The above approach

vertices with total weight at leaét can be made more efficient by replacing the multiple unicasts
(from a grid leader to the various sources) by a multicast over
5.2. Routing in GridTree Approach an appropriately constructed tree. A more involved but effi-

. . . ) _ . cient approach is to use\artual sourceat the centroid of
In this subsection, we discuss in more detail the routing e source locations. Grid leaders can send periodic updates
schemes used in our GridTree approach. to the virtual source as before. Updates from grid leaders are

Routing Between Pair of Grid Leader Sets. In our ap-  agdgregated at the virtual source, and multicast periodically to
geometric grid graph is done using fault-tolerant routing from the virtual source to the sources.

between pairs of corresponding sets of grid leaders (seqyytiple Mobile Sources. Certain applications may involve
Fig. 2(c)). In particular, the set of grid leadefts that need  mgpjle sources such as an aircraft or helicopter that wishes
to transmit a data packet to a set of grid leadessin grid g send alerts to sensor nodes on ground. To extend our tech-
g2, can send the packet using any of the location-based routyjgues for mobile sources, we could have the sources gather
ing schemes to the center gf. Such a strategy precludes pgates from grid leaders on a demand basis, since it will be
the need to know the exact grid leaders in the network, andinefficient to have grid leaders keep tracking the locations of
since the set of grid leaders is dynamic, it is not possible soyrces. The virtual source approach described in previous
to build routes proactively between the grid leaders. In our paragraph can be used here as well. In particular, the virtual
simulations, we observe that location-based limited flooding soyrce can store the destination location information sent by
scheme offers the best fault-tolerance with least amount ofy,e grid leaders. Due to the mobility of the sources, the mul-
routing cost. For the limited-flood scheme, we use a limited tjcast tree from the virtual source to the sources is dynamic
region around the line segment connecting the correspondingyq hence, difficult to maintain. However, we can have the
grid centers as a forwarding region. The forwarding region soyrces contact the fixed/static virtual source for destination
is specified in an implicit manner by the grid leaderslin location information whenever needed.

in the data packet. In particular, a sensor node retransmits

a data packet if and only if its distance from the destination Mobile Sensor Nodes. Our manycast problem becomes
grid center is at most the sum of the distance from the packetmuch more challenging when the nodes (other than the

sending and a constafit The constand depends on the net-  Sources and destinations) in the network are also mobile. In
work density and transmission radius. such a case, we can require each destination to periodically

broadcast its ID, location, and velocity to all nodes within
Routing from Grid Leaders to Destinations. After the grid a certain number of hops. Thus, over a period of time each
leaders receive the data packet from the source node througRode in the network gathers some information about destina-
the edges of geometric grid graph, they check to see if theirtjon |ocations. A node that has gathered information about
grid is a target grid (the set of target grids is included in the syfficient number of destinations transmits that information
packet header). If the grid is a target grid, the received leadettg the static virtual source at the center of the network. The
node forwards the data paCket to all the destinations within itSVirtua| source assimilates the information received, and com-
grld based on the location information stored with the leader putes the distribution of destinations over grids_ The infor-
(see Fig. 2(b)). The current location of the destination can mation is distributed to the sources as in previous cases.
be predicted from the stored information of each destination.
Then, the grid leader forwards the packet to the destination’s
location using the greedy forwarding approach, wherein each
receiving node forwards the packet to the neighbor that is  In this section, we evaluate the performance of the various
closest to the destination. The success ratio can be furtheapproaches developed, viz. rectangular flooding, GeoGrid

7. Performance Evaluation

improved by using GPSR to recover from stuck nodes. (flood-based and ticket-based), and the GridTree approach.
We investigate two scenarios in the following two subsec-
6. Mobility and Multiple Sources tions. In the first scenario, destinations are randomly distrib-

uted, while in the second scenario, they are constrained to
In this section, we generalize our techniques for multiple peripheral grids (far away from source).

and/or mobile sensor nodes. . .
Simulator, Parameters, and Metrics. We constructed a

Multiple Static Sources. Certain applications may need simulator to evaluate the performance of our algorithms. All
multiple independent sources involved in manycast opera-the messages in the simulator are transmitted with a constant
tions to the same set of mobile destinations. Our proposedprobability of success, which is modeled as lin failure
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rate parameter. While such a simulator models a uniform Effect of Network Density. To depict the impact of network
communication subsystem, it is sufficient for our purpose asdensity, we vary the number of nodes from 400 to 1600 in the
we are only interested in counting message transmissions. fixed network area. In terms of the success ratio (Fig. 4(a)),
We generate a sensor network by randomly placing a cer-the Rectangular flooding approach performs best for across
tain number of nodes with transmission radius 10 units in network densities, followed by GeoGrid flood-based scheme,
a 150 x 150 units square region. The source node is fixed GridTree, and GeoGrid ticket-based scheme. Overall trans-
at the center. There are 60 destination nodes moving acsmission cost of all approaches increases initially with the in-
cording to the Random Waypoint mobility model, wherein crease in network density, and then remains relatively con-
nodes randomly select a speed valdaunits/sec (from the  stant (except for Rectangular flooding wherein as expected
range[0, V,.4.]) and a random point to travel to. On reach- the routing overhead continues to increase) (Fig. 4(b)). In
ing the selected point, the node pausesfoseconds, and summary, the GeoGrid flood-based and GridTree approaches
repeats the same process. Source initiates a manycast operperform the best and similarly in terms of acceptable success
tion every 5 sec and each simulation is run for 100 secs perratio and minimal transmission cost.
round. Simulation results are averaged over 10 rounds. A
grid leader updates the location information at source if the
information changes by at least 20%. In all approaches, w

trét%targeﬂ.2khdestinart]tions f?r: fau_lt toI?rt?]nce. Ftprthe_ge—t of the GridTree approach is abo%e% (Figure 5(a)) with
o%>rd approach, we choose Ihe siz€ of In€ Touting-gnds 10, i) re rates of up td.3. The routing cost of various ap-

be. su ch that any ner located at the cgnFer of the rouFmg'proaches (Figure 5(b)) decreases with the increase in failure
grid is capable of talking to any gateway in its 8 neighboring

. . . . rate, since less number of nodes receive and hence, transmit
routing-grids [12]. Thus, we choose routing-grids to be of

; . o . . ackets. In general, the trend of all approaches is similar,
sized x d whered(= 4.7) is transmission radius (10) times \?vith the Gridgl'ree approach performingpgetter than Rectan-
v/2/3. Moreover, as suggested in [12], we choose the num—gular flooding and GeoGrid approaches
ber of tickets agw + 1) /d, wherew and! are the width and '
length of the chosen rectangle. Effect of Number of Grids. To study the effect of the num-

We use two metrics to measure the performance of ourber of grids, we divide the network int6 x 3 grids, and
approaches. Thsuccess ratiserves as the metric for ro- vary g from 1 to 6 and set: = 50. In Fig. 6(a), we can
bustness, and is defined H'|/k, where D’ is the set of  see that the success ratio of GridTree is very lowfor 4,
destinations that successfully receive the data packekand due to coarseness of the location information of destination.
is the number of destination requested by the manycast opFig. 6(b) shows that the overall routing cost of all approaches
eration. The second metric is the total communication cost,increases with the increase iy due to increase in the fre-
which is computed as the total number of transmissions madeguency of updates. We see that the= 4 or 5 is most suit-
per request including the overhead due to control messageg@ble for the GridTree approach for chosen parameters.
such as location updates, grid-leader selection, etc.

Effect of Link Failure Rates. Here, we vary the communi-
cation link failure probability from0 to 0.3, while keeping
€the node failure probability fixed @& 1. The success ratio

7.2. Destinations in Peripheral Grids

7.1. Randomly Distributed Destinations In this section, we consider the scenario wherein the

In this set of experiments, destinations move randomly movement of destinations is constrained to the peripheral

over the entire network region1200 nodes are randomly grids. In a general sense, this scenario illustrates the situation
placed and the entire network region is divided inte 4 of a large network field, wherein most of the destinations are

grids, where each grid has at least 2 grid leaders. When nofér away from the source. We choose a network size of 1600

being varied, the destinations move at a speeti0af/sec nodes, and divide the region inox G grids.

with pause time oR20 seconds between paths, nodes and Effect of Delivery Requestk. In Fig. 7(a), we see that Rec-

communication links fail with a probability of0%, and the tangular flooding, GridTree, and GeoGrid flood-based ap-

manycast operation request paramétes set to30. proaches all achieve high success ratio of abes® for
various values of. The success ratio of GeoGrid ticket-

mance of various algorithms for different values igfthe bgsed approach decrease; drastically with the !r?credse n
o : Fig. 7(b) shows that the GridTree approach significantly out-

number of destinations required by the manycast opera- . .

. . performs the Rectangular flooding and GeoGrid flood-based

tion. We observe that all the approaches except the GeoGri . . . .

. R . pproaches, which become more prominent with the increase

ticket-based scheme maintain high success ratio of aroun

90%. With largerk, the success ratio only falls slightly. As In k. Although GridTree incurs more transmission cost than

expected, the overall transmission cost of all approaches in—Geoerld ticket-based approach for largahe success ratio

creases with increase in The GridTree approach always of the GeoGrid ticket-based approach is unacceptably low.
achieves higher success ratio than the GeoGrid ticket-basedtffect of Network Density. As in the case of the the first
approach, and obtains comparable success ratio but muckcenario, we show the impact of network density by keeping
less transmission cost than the Rectangular flooding and Gethe network region fixed td50 x 150 meters square, but vary
oGrid flood-based approaches. the number of nodes from 1200 to 2000. Fig. 8(a) shows that

Effect of Delivery Requestk. Fig. 3 depicts the perfor-
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