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Abstract

We propose a multi-resolution framework inspired by hu-
man visual search for general object detection. Different
resolutions are represented using a coarse-to-fine feature
hierarchy. During detection, the lower resolution features
are initially used to reject the majority of negative windows
at relatively low cost, leaving a relatively small number of
windows to be processed in higher resolutions. This enables
the use of computationally more expensive higher resolu-
tion features to achieve high detection accuracy. We ap-
plied this framework on Histograms of Oriented Gradient
(HOG) features for object detection. Our multi-resolution
detector produced better performance for pedestrian detec-
tion than state-of-the-art methods [7], and was faster dur-
ing both training and testing. Testing our method on mo-
torbikes and cars from the VOC database revealed similar
improvements in both speed and accuracy, suggesting that
our approach is suitable for realtime general object detec-
tion applications.

1.. Introduction
In this paper, we propose a general real-time object de-

tection method with state-of-the-art detection rates. Object
detection (or object localization) is the problem of finding
the positions of all target objects in an image. More specif-
ically, the goal is to find the bounding box for each target
object. One common approach is to use a sliding window
to scan the image exhaustively in scale-space, and clas-
sify each window individually [25, 22, 30, 28, 31]. This
approach reduces the problem to a set of patch or image
classification problems, for which only a binary classifier is
needed to indicate whether a target is present or absent from
a given window. However, due to the large number of possi-
ble target locations in an image, a classifier may need to be
applied on the order of 104 to 105 times (depending on the
image resolution and the density of the sliding windows),
which creates two other problems for this approach. First,
how does one keep a good detection rate while maintaining
a reasonable false positive rate? Although a single-window
classification can be extremely accurate, even small errors

can accumulate quickly when the number of windows is
large. Second, without sacrificing accuracy, how can ob-
jects be detected fast, or even in real-time?

Real-time accurate object detection is necessary in many
applications. In computer vision, it can be used in object
tracking to recover a lost tracker, or even to do tracking
by detection on each frame. However, current methods,
such as cascaded classifiers, require significant training time
and cannot be used in real time. For interactive or mobile
robotics applications, in which target object localization is a
central component, real-time object detection is again desir-
able. Object detection in robotics has been limited to sim-
ple, or easily segmented targets: In [21], Mitri et al. pre-
sented a biologically inspired attentional system (see [15])
for ball recognition. Fasola and Veloso used the segmented
color image to hypothesize plausible locations, then used
grayscale image to further classify the initial hypotheses in
a robotics application [10]. Current object detection meth-
ods in computer vision are either not real-time or not easily
generalizable. For example, a cascaded classifier requires
significant training time, which would require a robot to
be continuously retrained for different tasks. The real-time
general object detection method in this paper is fast in train-
ing and more accurate in detection. The following will be a
review of recent object detection methods, upon which our
method builds.

State-of-the-art object detection methods recognize spe-
cific categories such as faces, pedestrians and cars with
high accuracy [25, 22, 17]. In other work inspired by the
success of Scale Invariant Feature Transform (SIFT), Dalal
and Triggs proposed using Histogram of Oriented Gradi-
ents (HOG) features to solve the pedestrian detection prob-
lem [7]. HOG features were first extracted from smaller
spatial regions, then normalized over larger regions called
“blocks”. The concatenation of all block features was used
as the feature descriptor for the whole detection window.
Those feature vectors were classified by SVMs.

Recent object detection approaches have used a vari-
ety of features and methods, such as: a model integrating
both general and discriminative methods [13], boundary-
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fragment-model using local contour features [23, 24],
chamfer distance matching on edges [29], contour segment
network [11] and shared hierarchical codebook [20]. These
new approaches are able to detect more general objects, e.g.,
motorbikes, bicycles and cows.

Despite the advantages of the above methods, they are
in general not fast enough for real-time applications. Viola
and Jones presented the first real-time system for face de-
tection, which used simple rectangular features combined
with AdaBoost for feature selection [30]. They proposed
using the integral image structure and the use of cascad-
ing classifiers to achieve real-time detection. The method
was also applied to pedestrian detection by introducing mo-
tion features [31]. More recently, Zhu et al. extracted HOG
features from the integral image using a cascaded classifier
framework [32]. This approach was able to detect pedestri-
ans in real-time with comparable performance as in [7], at
the expense of greatly increased training time, typically on
the order of days or even weeks [30, 32].

We propose a multi-resolution framework for general ob-
ject detection that can be applied in both real-time and with
minimal training time, comparable to that of single resolu-
tion methods. Our approach is modeled after biological vi-
sion and human search behavior in that humans guide their
eye movements during object detection based on a low-
resolution description of the target [27]. Multi-resolution
search is necessitated in humans by the highly non-linear
distribution of photoreceptors on the retina, which can be
modeled by a multi-resolution pyramid in which pixels dis-
tant from the fovea are sampled more coarsely than those
near the fovea [26]. As a result of this coarse-to-fine search
dynamic, a great many target candidates can be excluded
based solely on their low-resolution descriptions, thereby
saving neural computation time and producing highly effi-
cient search behavior.

Our multi-resolution approach naturally defines a
coarse-to-fine feature hierarchy and strategy for object de-
tection. In comparison, in a general cascaded classifier,
this feature hierarchy is derived from the training process,
which explains the considerable time needed for training.
Moreover, we found through our experiments that the pre-
defined feature hierarchy performed even better than the
one automatically selected by AdaBoost. Tree-structured
coarse-to-fine feature hierarchies derived from training data
are also used in [8, 1] for object detection. Fleuret and Ge-
man adopted a coarse-to-fine scheme for multi-pose face
detection [12], and later Amit et al. used similar idea for
general multiclass shape detection [2]. Different from these
approaches, multi-resolution representation is intrinsic with
an image and thus can be applied to any feature type.
Schneiderman and Kanade [28] utilized wavelets which are
multi-resolution by nature, without further exploring the is-
sue. Multi-resolution is also related to pyramid matching

[14, 16], where matching scores from different levels of the
pyramid are combined together. In our method, each level
is processed hierarchically, in a low-to-high resolution se-
quence.

The paper is organized as follows: we first present our
general multi-resolution framework, then give details of the
training and detection algorithms. We then apply it to HOG
features for general object detection. In our experiments,
we compare the performance in both accuracy and speed
with [7] for pedestrian detection. We further perform exper-
iments on the VOC2006 challenge database for motorbikes
and cars. For all the cases, our method improved both ac-
curacy and detection speed compared to [7] with almost the
same training speed. The detection speed is at 25 ∼ 30 fps
for images of resolution 320 × 240.

2.. Methodology
In this section we will introduce the multiple resolution

framework and compare it to a general cascaded classifier,
then give detailed algorithms for both training and detec-
tion. Finally, we will use HOG features [7] to apply our
method to general object detection.

2.1.. Multiple resolution framework
The general concept of object detection using multi-

resolution is shown in Fig. 1. The framework encodes both
resolution and scale spaces in 2D coordinate system. Along
the vertical axis in scale space, the image gets downsam-
pled in order to use a fixed size detection window to locate
objects of larger scales. Detection in different scales are in-
dependent and can be processed in parallel for faster speed.
Along the horizontal axis in resolution space, any detection
window is classified hierarchically from its lowest resolu-
tion to full resolution. 1 A window rejected in lower resolu-
tion will not be passed to any higher resolutions. In general,
there will be a computational advantage to analyzing fea-
tures and classifiers at low resolutions. This is because the
majority of detection windows can be excluded at a low res-
olution, leaving a fewer number of windows to be classified
at the higher resolution. Additionally, finer and more ex-
pensive features can be used at the higher resolution, which
would not be computationally feasible using a single reso-
lution approach for real-time applications. A well designed
multi-resolution object detection system can approach the
detection speed of the lowest resolution, often with better
recognition rates than a single full resolution classifier.

Figure 2 shows why multi-resolution is useful for object
detection. A Canny edge detector was applied to images
from the TU Darmstadt database at different resolutions. 2

1Note there is no redundant computation over the two axes. It is possi-
ble for two images in the 2D space to be identical (i.e., same downsampling
ratio), but the detection windows have different sizes and thus evaluate dif-
ferent features.

2Available at: http://www.mis.informatik.tu-darmstadt.de/leibe



Figure 1. Multiple resolution framework for object detection. ’N’ indicates rejected windows that will not be checked further. ’Y’ indicates
windows that are accepted by the classifier and will be passed to the classifier at the next higher resolution. The method works in both
scale and resolution spaces. Detection windows at different scales are independently processed from lowest resolution to full resolution in
the hierarchy, with windows being classified at a higher resolution only after they have been accepted by a lower resolution classifier.

Images in lower resolutions were created by downsampling
and then upsampling to the original size for easier compari-
son. For the motorbikes and cows categories, we picked two
samples from each and computed the shape context match-
ing distances [3] shown in the figure. In general, the sim-
ilarity between pairs of images was increased (the match-
ing distance decreased) at the lower resolutions (although
the highest similarity score for the two cows was not found
at the lowest resolution due to excessive downsampling).
Given this resolution, it is expected that an object detec-
tion method using edge features can benefit from the multi-
resolution framework. For example, Opelt et al. [23] used
a boundary fragment model to create a visual shape alpha-
bet for object detection. Introducing a hierarchical multi-
resolution shape alphabet might further improve the results.

2.2.. Training/detection algorithms
We now formulate the training and detection algorithms

of our framework. For a typical object detection system, the
training set is composed of normalized image patches. Neg-
ative patches were scanned from images that do not con-
tain any target object instances. Negative training patches
in higher resolutions are bootstrapped using hard samples
that can’t be classified correctly in any lower resolutions.
Suppose we use R resolutions, where r = 1, ..., R from
the lowest resolution to the full resolution. Assume the step
of downsampling ratio is α. For each resolution r, we de-
fine the training set as Tr = {(Ir(i), lr(i)), i = 1, ..., Nr},
where Ir(i) is the image patch, lr(i) ∈ {1,−1} is the as-
sociated label and Nr is the number of patches. Each patch
is described by a set of features Fr(i), noting that feature

Figure 2. Sample images from TUD database, with edge detected
images at different resolutions. From left to right in each row,
resolution decreases by a ratio of 0.5 starting from the first edge
image from full resolution. The numbers between pair of images
are shape context matching distances.

representations in different resolutions are different. Table
1 shows the training algorithm. The training starts from the
lowest resolution, then loops between bootstrap and train-
ing towards higher resolutions until the full resolution. The
output of the training is a hierarchical classifier with compo-
nents from each resolution. The optimal setting of learning
goals (detection rate or false positive rate) should further
improve performance [19, 4], and will be explored in future
work.

As described in Section 1, object detection in an image is
essentially a window classification problem at each possible
location in multi-scale space. The number of scales depends



• Create the lowest resolution training set T1 by down-
sampling the full resolution image patches with a ratio
of αR−1. Train a classifier C1 at the lowest resolution.

• For each resolution r = 2, ..., R,

– Depending on the application, adjust the thresh-
old θr−1 of the classifier Cr−1 s.t. false posi-
tive rate Er−1 < µr−1 or detection rate Dr−1 >
νr−1, where µr−1 and νr−1 are user specified
learning goals.

– Bootstrap: scan the collection of negative im-
ages with resolution r, use the detection algo-
rithm in Table 2 to find the hard negative patches
s.t. Hr−1(P ) > θr−1.

– Train a classifier Cr on the training set Tr. Image
patches are downsampled with a ratio of αR−r.

• Output the final hierarchial multiple resolution classi-
fier HR = {(Ct, θt), t = 1, ..., R}.

Table 1. The training algorithm of a multiple resolution approach.

on the sizes of the image and the detection window with the
downsampling ratio. Suppose that the image is downsam-
pled with a ratio of β for each scale up, and that we have
S scales s = 1, ..., S, for larger to smaller objects (Note: a
larger scale object means we need to downsample the im-
age more.). Suppose the window size at each resolution is
(wr, hr) = (w, h)/αR−r, and that the size is fixed across
all scales. For each resolution r and scale s, a list of status
of detection windows γr,s(k) ∈ {1,−1} is kept. The status
is initialized to be 1, and set to −1 if the window is rejected
by a classifier. A detection window in lower resolution can
correspond to one or multiple windows in higher resolution,
depending on the detection window density. Table 2 shows
the object detection algorithm on a test image.

2.3.. Application to HOG

Dalal and Triggs proposed the Histogram of oriented
Gradients (HOG) feature for pedestrian detection (HOG
method) [7]. In their approach, pixels are first grouped into
smaller spatial units called “cells”. For each cell, a his-
togram feature on gradients orientations is extracted. The
magnitude of the gradient is used as the weight for voting
into the histogram. Multiple cells form larger spatial units
called “blocks”. The descriptor of each block is the concate-
nation of all cell features. A number of strategies are cru-
cial for the final performance: when computing the HOG
for each cell, a Gaussian weighting window is applied to
each block; each pixel’s gradient votes into the histogram
using trilinear interpolation in both spatial and orientation
dimensions; the block feature is normalized (L2-hys: Lowe

• Initialize status of all windows in resolution 1, set
γ1,s(k) to be 1.

• For each resolution r = 1, ..., R,

– For each scale s = 1, ..., S,

∗ If all windows are marked as rejected, con-
tinue to next scale.

∗ Downsample the image with a ratio of
αR−rβS−s. Apply the classifier Cr to each
window P where γr,s(k) = 1, set the status
to −1 (rejected) if Cr(P ) < θr.

∗ If r �= R, set status for r + 1 resolution
γr+1,s(k) = γr,s(k).

• Output all windows where γR,s(k) = 1, s = 1, ..., S.

• Postprocess detection results using mode seeking
methods (e.g. mean shift [5]).

Table 2. The detection algorithm of a multiple resolution approach.

style clipped L2 norm [18]) for invariance to illumination.
Inside each detection window, densely sampled and over-
lapping blocks produce redundant descriptors, which is im-
portant for better performance. The descriptor of a window
is again the concatenation of all block features. Finally, a
linear Support Vector Machine (SVM) is used to classify
individual detection windows. The system also has a re-
training process that uses hard negative samples from the
initial classifier as part of the new training set. This was
shown to significantly improve the classifier’s performance
[7].

In our multi-resolution approach based on the above
method, we used blocks of varying sizes to capture features
in different spatial frequencies. Low frequency features
were extracted in low resolutions for efficiency; at higher
resolutions, we used smaller blocks but higher sampling
density and more orientation bins (see Section 3 for our de-
tailed parameters settings). An important consequence of
the feature hierarchy is that, both more-global (low resolu-
tion) and more-local (high resolution) features are encoded.

3.. Experimental results

In this section we discuss applications of our multi-
resolution method (using HOG features) to the detection
of pedestrians and other object categories. Our first com-
parison used the INRIA pedestrian database, with both
HOG and cascaded-HOG methods. The detector speed
was greatly improved relative to the HOG method, and ap-
proached the speed of cascaded-HOG with significantly less
training time.



3.1.. Pedestrians
We experimented on the INRIA pedestrian database. 3

The database contains 1208 pedestrians for training and 563
for testing. Positive samples are cropped image patches of
size 64 × 128 plus margins on each side. Left-right re-
flections of these images were also added to the database.
We used the negative images that are supplied with the
database. For comparison purposes, we used the same train-
ing/testing sets as in [7, 32]. Similar to [7], we selected the
parameters that optimize detection. We used the same pa-
rameters in 3 additional experiments using different random
training/testing splits of the whole dataset to avoid the po-
tential problem of “overtraining”. At the False Positive Per
Window (FPPW) level of 10−4, average detection rate of
the HOG method and multi-resolution was 88.3%, 88.1%
respectively. The performance of multi-resolution approach
can be improved by optimal setting of leaning goals in each
resolution using a validation set [19, 4].

Following Dalal and Trigg’s experiments using HOG
features, we: (1) took the maximum gradients of RGB chan-
nels, (2) applied a Gaussian weighting window centered at
each block, (3) trilinear interpolation of gradient magni-
tudes, and (4) used L2-hys normalization for each block.
Other more specific parameters of our multi-resolution ap-
proach are provided in Table 3. We used 4 resolutions
for pedestrian detection, the lowest resolution image was
only 1/8 of the original size on each side. From lower to
higher resolution, the blocks became more spatially local
- the sizes were 48 × 48, 32 × 32, 24 × 24 and 16 × 16
image patches when projecting to the full resolution. More-
over, we increased the sampling densities of blocks, and the
number of bins in HOG when the resolution increases. To
compute such a detailed feature is expensive, but in practice
we only need to detect about 0.1% of the total windows in
the highest resolution. Our detailed performance analysis
for both accuracy and speed follows.

3.1.1. Detection accuracy

In Fig. 3 we plot the Detection Error Trade-off (DET)
curves shown . A DET curve reveals how detection rate
(miss rate) changes with the rate of FPPW. Given an image
of 320×240, a sparse scan (an 8 pixel spacing between win-
dows) will generate about 103 windows. The results from
HOG were obtained by running the original binaries pro-
vided by the authors. 4 For our multi-resolution approach,
an FPPW level less than 10−3 was achieved with detection
rate of 94% without using any full resolution information.
The multi-resolution method had worse performance when
the FPPW level was above 10−3 with the absence of full
resolution features, but few applications could tolerate such
a high FPPW rate. The multi-resolution approach always

3Available at: http://pascal.inrialpes.fr/data/human/
4Available at: http://pascal.inrialpes.fr/soft/olt/OLT.tar.gz
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Figure 3. Comparison between HOG and multi-resolution meth-
ods using Detection Error Trade-off curves. ’HOG’: results us-
ing original settings; ’HOG(denser blocks)’: results using our set-
tings in full resolution with more densely sampled blocks; ’Multi-
resolution’: results from multi-resolution. The blue arrow shows
the point where we start using full resolution.

1 2 3 4

Detection rate (%) 98.6 96.1 94.1
FPPW 0.239 0.015 0.0009
Detection time (%) 24.1 51.6 77.3 100.0

Table 4. Cumulative detection accuracy and speed at each resolu-
tion level.

performed better than the HOG methods when full resolu-
tion features were used. For example, at the level of 10−4

FPPW, our detection rate was 91.0% (miss rate 9%) com-
pared to 88.7% obtained using the HOG method, a reduc-
tion of more than 20% of the miss rate. By setting the de-
tection rate at the same level, the FPPW was reduced to
5.0 × 10−5 for the multi-resolution method: a 50% reduc-
tion in the total number of false positive windows. This
is especially important for applications like robotics, where
the FPPW rate should be limited to as low as possible given
that false positive are usually more costly than misses.

Figure 4 shows some of our detection results, which were
obtained with only window classification using the multi-
resolution classifier. We did not any apply further postpro-
cessing, thus leaving multiple detections for some of the
pedestrians in the figure. A mean-shift based method can
be used to effectively suppress duplicate detections by clus-
tering [5].

Table 4 shows the cumulative performance at each res-
olution. The lowest resolution classifier was able to re-
ject almost 80% of the windows with a detection rate of
98.6%. When combined, the first 3 low resolutions rejected
more than 99.9% of the windows, with a detection rate of
almost 94%. Given this, the method can afford finer but
more expensive features in the full resolution. We sampled
195 blocks compared with 105 in the HOG method, and



Resolution cell size block size detector size #orientations block stride detector stride

1 (3, 3) (6, 6) (8, 16) 9 (2, 2) (1, 1)
2 (4, 4) (8, 8) (16, 32) 9 (2, 4) (2, 2)
3 (6, 6) (12, 12) (32, 64) 9 (4, 4) (4, 4)
4 (8, 8) (16, 16) (64, 128) 18 (4, 8) (8, 8)

Table 3. Parameters in each resolution level of our pedestrian detection system. All parameters except the number of orientation bins were
expressed as (width, height) pair in pixels.

Figure 4. Detection results on some sample images. No postprocessing was applied. The FPPW level was set to 10−5.

we used 18 orientation bins versus 9. The more redundant
information encoded in the feature vector was useful for
recognition, since the full resolution classifier was dealing
with much harder cases. Two experiments were conducted
to verify this claim. First, for the multi-resolution classifier,
we kept the settings of the first 3 resolutions, and used the
original settings [7] in full resolution, the detection dropped
to 89.3% when FPPW rate was 10−4. Second, we used
our finer feature settings with the HOG method (see Fig.
3). The multi-resolution still outperformed HOG method,
if only slightly. Moreover, for the case of HOG method,
both training and testing times were more than doubled,
with 4 times the memory cost (more than 2.5G in retrain-
ing). Because fewer training samples are processed using
our multi-resolution method, this approach yields afford-
able time/memory costs.

3.1.2. Training/testing speed

The training time of multi-resolution was about the same as
the HOG method. Both took less than one hour for train-
ing, while the cascaded-HOG took a couple of days [32].
Compared with the HOG method, multi-resolution needs
to train 3 more classifiers, but the bootstrap (retraining for
the case of HOG) was faster. Compared with the cascaded-

HOG, both methods introduced more features, but in the
multi-resolution approach features were defined as a hierar-
chy - meaning only the corresponding feature set needs to
be evaluated at any level. In a cascaded classifier, all fea-
tures must be evaluated for each level of the cascade, which
is a very time consuming process.

The HOG method executed at about 3 ∼ 4 fps; the multi-
resolution classifier executed at 25fps for 320×240 images
with a sparse scan (detector window was spaced by 8 pix-
els in each direction). Both methods ran on machines with
the same configuration: Xeon Dual-processor 3.6GHZ CPU
with 4G memory. Also, the multi-resolution framework
can flexibly trade-off between detection time and accuracy.
When we allow low resolutions to reject more windows, we
can detect at 30fps with 89.6% detection rate when FPPW
was 10−4. A cascaded classifier could not easily make such
an adjustment due to the training time. A detailed analy-
sis of detection time distribution w.r.t resolutions is shown
in Table 4. The time spent at each resolution was about
25% of the total time (we removed the overheads of loading
images in this analysis). The classifier achieved a good bal-
ance between speed and accuracy. Although a hierarchical
classifier, the multi-resolution method does not gain detec-
tion time at the expense of greatly increased training time.
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Figure 5. Comparison between HOG and multi-resolution methods using Detection Error Trade-off curves on car and motorbike categories
in VOC2006 database.

Resolution cell size block size detector size #orientations block stride detector stride

VOC Car
1 (3, 2) (6, 4) (13, 7) 9 (2, 1) (1, 1)
2 (4, 3) (8, 6) (26, 14) 18 (3, 2) (2, 2)
3 (6, 4) (12, 8) (52, 28) 18 (4, 4) (4, 4)
4 (8, 6) (16, 12) (104, 56) 18 (8, 4) (8, 8)

VOC Motorbike
1 (3, 3) (6, 6) (15, 10) 9 (3, 2) (1, 1)
2 (5, 4) (10, 8) (30, 20) 15 (4, 3) (2, 2)
3 (6, 6) (12, 12) (60, 40) 18 (6, 4) (4, 4)
4 (8, 8) (16, 16) (120, 80) 18 (8, 4) (8, 8)

Table 5. Parameter settings in each resolution level on VOC2006 car and motorbike categories.

3.2.. VOC challenge database

We further experimented on the PASCAL Visual Object
Classes challenge 2006 database [9]. The database con-
tains 10 object categories, e.g., cars, motorbikes, cows, and
sheep. Objects in the same class typically have big varia-
tions in views and significant occlusions. We applied the
multi-resolution approach for the car and motorbike cat-
egories. As reported in [9], the HOG method obtained
the best results among all participants on these two cate-
gories. For better demonstration of how a multi-resolution
approach can improve the performance of an object de-
tector, we did not apply any postprocessing methods on
our detection results and thus still report our results using
DET curves (instead of recall-precision curves used in the
VOC2006 challenge). The same training/testing sets as in
VOC2006 were used in our experiments. We adopted the
parameter settings suggested in [6] for the HOG method.
Table 5 shows parameters of our multi-resolution approach.
Similar to the pedestrian detection in Section 3.1, we var-
ied block sizes, block sampling density and the number of
orientations in different resolutions.

Fig. 5 shows the comparison of two methods using
DET curves. Whenever the full resolution was included,
for FPPW level less than 10−2, the multi-resolution ap-

proach outperformed the HOG method. This was more
obvious on the motorbike category. At the FPPW level of
10−4, our method achieved 66.0% detection rate compared
with 58.9% of the HOG method on the car category, and
57.2% compared with 43.1% on the motorbike category.
In comparison with the results of pedestrian detection, the
improvement in detection accuracy of the multi-resolution
approach was larger on the harder VOC database. Fig. 6
shows sample detection results on these two categories with
no further postprocessing. To produce these results, we set
the FPPW level to 10−5 for the car category, and 10−4 for
the motorbike category. The detector was able to detect ob-
jects in multiple views. On both categories, side view ob-
jects were detected more accurately given that there were
more side view training images.

4.. Conclusions and future work
We proposed a multiple resolution framework for ob-

ject detection. The framework was compared to the Dalal
and Trigg’s pedestrian system and was shown to improve
both detection rates and running speed. The framework dif-
fered from a general cascaded classifier, since it required
much less training time, and the feature was organized from
coarse to fine. We performed experiments on the INRIA
database and other object classes, the system got similar or



Figure 6. Detection results on some sample images in VOC2006 database. No postprocessing was applied.

better results compared with state-of-the-art methods with a
faster detection system.

Future work will apply the multi-resolution approach to
other object detection applications, particularly those re-
quiring real-time performance. We also plan to explore our
multi-resolution approach as a model for human object de-
tection, particularly with respect to the gaze shifts that occur
as one searches for objects.
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