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Abstract

Functional Magnetic Resonance Imaging (fMRI) has en-
abled scientists to look into the active human brain. FMRI
provides a sequence of 3D brain images with intensities rep-
resenting brain activations. Standard techniques for fMRI
analysis traditionally focused on finding the area of most
significant brain activation for different sensations or activ-
ities. In this paper, we explore a new application of machine
learning methods to a more challenging problem: classify-
ing subjects into groups based on the observed 3D brain
images when the subjects are performing the same task.
Here we address the separation of drug-addicted subjects
from healthy non-drug-using controls. In this paper, we ex-
plore a number of classification approaches. We introduce
a novel algorithm that integrates side information into the
use of boosting. Our algorithm clearly outperformed well-
established classifiers as documented in extensive experi-
mental results. This is the first time that machine learn-
ing techniques based on 3D brain images are applied to a
clinical diagnosis that currently is only performed through
patient self-report. Our tools can therefore provide infor-
mation not addressed by traditional analysis methods and
substantially improve diagnosis. 1

1. Introduction

Functional Magnetic Resonance Imaging (fMRI) has en-
abled scientists to look into the active human brain. FMRI
provides a sequence of 3D brain images with intensities
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supported by grants from the National Institute on Drug Abuse (to NDV:
DA06891-06; and to RZG: 1K23 DA15517-01), Laboratory Directed
Research and Development from U.S. Department of Energy (OBER),
NARSAD Young Investigator Award, SB/BNL seed grant (79/1025459),
National Institute on Alcohol Abuse and Alcoholism (AA/ODO9481-04),
ONDCP, and General Clinical Research Center (5-MO1-RR-10710).

Figure 1. Can we find the hidden pattern in these 3D brain images
to differentiate the drug addicted subjects from control normals?
In the image, left columns show the brain images of controls and
right columns show those of subjects. Each column shows three
slides of the 3D images in different views.

representing blood oxygenation level dependent (BOLD)
brain activations. This has revealed exciting insights into
the spatial and temporal changes underlying a broad range
of brain functions, such as how we see, feel, move, under-
stand each other and lay down memories. In this paper,
we explore a new application of machine learning methods
to classify drug-addicted subjects from controls based on
the observed 3D brain images. Drug addiction diagnosis is
unique because it’s not externally validated. By applying
machine learning methods to the 3D brain images, we can
find the hidden pattern differentiating the drug addicted sub-
jects from healthy controls, thus perform classification for
diagnosis. To our knowledge, this is the first time that ma-
chine learning techniques are applied to clinical diagnosis,
which today is performed only through patient self-report.

The analyses and interpretation of fMRI data that are
most commonly employed by cognitive-behavioral and
emotional neuroscientists depend on the behavioral probes
that are developed to tap regional brain functions. In this
traditional neuroscience framework, the brain responses are
a-priori labeled based on the putative underlying task condi-
tion (e.g., regions involved in reward vs. regions involved in
punishment) and are then used to separate a priori defined
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groups of subjects. Most such studies provide the results
in the form “fMRI activity in brain region R is on aver-
age greater when performing task T than when in control
condition C.”[15] In this paper, we consider a different pat-
tern recognition problem (Figure 1): training classifiers to
automatically separate different groups of human subjects
based on the observed 3D fMRI BOLD images. Solving
this problem is essential because patterns of variability in
brain states may be unique to a certain psychopathology
and can be therefore used for improving diagnosis (e.g. di-
agnosis of drug addiction, relapse or craving). In addition,
the development of this “clinical machine learning frame-
work” can be applied to further our understanding of other
human disorders and states such as those impacting insight
and awareness, that similarly to drug addiction are currently
identified based mostly on subjective criteria.

This classification problem is particularly challenging
owing to the following factors: 1) undersized data space:
limited data size due to the difficulties inherent in human
subjects research; 2) oversized dimensionality of the fMRI
BOLD data, e.g., in our experiment, the dimension of one
3D fMRI scan is about 53×63×46 and one task contains 87
scans; 3) increased variability: inter-subject variability (i.e.
different brain activation patterns are associated with differ-
ent individuals) and intra-subject variability: even for the
same person, the human brain activations are different from
trial to trial even under the same experimental environment
due to the brain complexity. 4) decreased group heterogene-
ity: because our goal is to separate healthy control subjects
from individuals with subtle or preclinical brain changes,
the more pronounced task vs. baseline activations cannot
be used (the traditional fMRI analysis indicated that both
drug addicted subjects and healthy controls had similar task
related general brain activation patterns[8]).

In this paper, we contribute a comprehensive framework
for the exploration of fMRI BOLD data sets for clinical di-
agnostic applications through the extensive and exhaustive
comparison of three methodologies that have been success-
fully applied in other classification problems: i) PCA based
dimensionality reduction and classification; ii) Voxel-based
feature selection and classification and iii) AdaBoost. The
first two methodologies differ in the feature selection step
(indirect vs. direct selection). Once the features have been
selected, we applied a number of classifier training methods
(Gaussian Naive Bayes (GNB) [14], Support Vector Ma-
chine (SVM) [3], k Nearest Neighbor (kNN) [14]). Most
of the above methods performed adequately well with Ad-
aBoost being the best on data that was collected under iden-
tical conditions. However, when there was variability in the
sequence of the stimuli, performance dropped significantly.
One of the difficulties of our classification problem is that
even for the same participant, the brain activations are dif-
ferent from trial to trial even under exactly the same exper-

imental setting due to brain-behavior complexity. We pro-
pose a new boosting algorithm with side information[16] on
subject identity to remove the intrasubject variability in or-
der to improve classification. Our experiments show that the
new algorithm allows for less restrictive data collection con-
ditions with a significantly reduced performance penalty.
This algorithm can work on combined data sets of different
tasks effectively, tripling the amount of training data, which
is significant given the labor intensiveness in data collec-
tion.

In Sec. 2, we discuss related work and in Sec. 3, we
describe the acquisition and pre-processing of the fMRI
BOLD data. In Sec. 4, we describe the exploration steps
and the design of machine learning approaches. The ex-
perimental results and comparison of all three categories of
methods is described in Sec. 5. Finally Sec. 6 presents the
conclusions and future work directions.

2. Related Work

Earlier studies demonstrated that post-analysis is feasi-
ble on brain activation maps derived with Positron Emission
Tomography (PET) data [13] where the PET scans of HIV
positive patients were successfully separated from healthy
controls. Recently [5], fMRI contrast images and signifi-
cance maps were cpmpared for patient classification using
a Fisher linear discriminant (FLD) classifier to differenti-
ate patients from controls accurately for Alzheimer’s dis-
ease, schizophrenia, and mild traumatic brain injury. For
these types of psychopathologies, there commonly are other
validation methods that aid in diagnosis (e.g. marked neu-
ropsychological deterioration over time or from a prodro-
mal baseline). In drug addiction the cognitive deficits are
not as markedly pronounced [8] and frequently they go
unrecognized; their attribution to ”non-cognitive” factors
(e.g., dysthymia during withdrawal, lack of motivation) fur-
ther complicates identification and prompt delivery of ade-
quate interventions. Indeed, in contrast to other neuropsy-
chiatric disorders, drug addiction is only now being rec-
ognized as a disorder of the brain. The relatively moder-
ate level of cognitive deficits in addiction and the difficulty
in diagnosing addiction as a separate entity led us to ap-
ply more sophisticated computer learning algorithms since
methods similar to [5] proved to be inadequate for our learn-
ing task.

In recent work [19][15], Mitchell et al. have demon-
strated the feasibility of training classifiers which automat-
ically decoded the subject’s cognitive state (e.g., looking at
a picture or reading a sentence). More specifically, they
trained both single subject and cross subjects classifiers that
distinguished among a set of predefined cognitive states,
based on a single fMRI image or a sequence of fMRI im-
ages of activations to the presentation of a particular stim-
ulus. Thus, based on the cognitive states decoded from the
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brain data, they separated the stimuli that activated distinct
regions of the brain. However, our goal in the current study
was to separate drug-addicted subjects from controls, while
using the same stimuli for both groups. Hence, our data set
included activations in the same brain regions in response to
the same cognitive-behavior paradigm in all subjects, thus
complicating the classification task as described above.

3. Acquisition of fMRI data

Functional Magnetic Resonance Imaging: functional
MRI [11][2] is based on the increase in blood flow to the
local vasculature that accompanies neural activity in the
brain. Using an appropriate imaging sequence, human cor-
tical functions can be observed without the use of exoge-
nous contrast agents.

In our experiments, the data were collected to study the
neuropsychological problem of loss of sensitivity to the
saliency of money in cocaine users[8]. The MRI studies
were performed on the 4T Varian scanner at Brookhaven
National Laboratory and all the stimuli were presented us-
ing LCD-goggles connected to a PC. The human partici-
pants pressed a button or not based on a picture shown to
them. They received a monetary reward if they performed
correctly. Specifically, three runs were repeated twice (T1,
T2, T3; and T1R, T2R, T3R) and in each run, there were
three monetary conditions (high money, low money, no
money) and a baseline condition where a fixation cross
was shown on the screen; the order of monetary conditions
was pseudo-randomized and identical for all participants.
Participants were informed about the monetary condition
by a 3-sec instruction slide, which visually presented the
stimuli: or $0.45, $0.01 or $0.00. The feedback for cor-
rect responses in each condition consisted of the respective
numeral designating the amount of money the subject has
earned if correct. The symbol (X) followed incorrect trials
in all conditions. To simulate real-life motivational salience,
subjects could gain up to $50 depending on their perfor-
mance on this task. In our experiments, drug addicted sub-
jects were 16 cocaine dependent individuals, 18-45 years of
age, in good health, matched with 13 non-drug-using con-
trols on sex, race, education and general intellectual func-
tioning.

Statistical Parametric Mapping (SPM)[7] was used
for fMRI data preprocessing (realignment, normaliza-
tion/registration and smoothing) and statistical analyses.
SPM refers to the construction and assessment of spatially
statistical processes that are used to test hypotheses about
[neuro] imaging data from SPECT/PET and fMRI. The time
series were analyzed independently at each normalized, re-
sampled voxel (3 × 3 × 3 mm) using regression analysis
and creating 3D contrast maps for pairs of conditions. Con-
trast values are estimates of the difference in activation be-
tween two different conditions: a positive contrast value for

a voxel is interpreted as an increase in brain activation for
the first condition compared to the second, while a nega-
tive value is often assumed to reflect a decrease [5][1][10].
In our work, we applied a t-test to determine the probabil-
ity that the means of the two groups with Gaussian distri-
butions are significantly different between the task condi-
tions as determined by thresholding the activation values.
Thus, we created a data set of six contrast maps (CM) for
each subject for each run (45 > Baseline, 1 > Baseline,
0 > Baseline, 45 > 0, 45 > 1 and 1 > 0). Figure 1 shows
examples of the created 3D contrast maps. These specific
contrasts were created based on previous observations that
drug addiction has at its core a deficit in the processing of
relative reward [8]; the activation differences between the
monetary condition pairs were therefore assumed crucial to
our classification problem.

4. Machine Learning for Diagnosis

In this section, we will describe our exploration of ma-
chine learning methods for classification of drug-addicted
subjects from controls. We aim to approximate the classifi-
cation function:

f : 〈fMRI data〉 → [DrugAddicted|Control] (1)

The format of this function is similar to the classification
functions estimated successfully in [19][15]. We first per-
formed similar learning experiments: we selected features
(Average, ActiveAvg(n) and Active(n)) and explored a num-
ber of classifier training methods (Gaussian Naive Bayes
(GNB) [14], Support Vector Machine (SVM) [3], k-th Near-
est Neighbor (kNN) [14]) on the preprocessed fMRI se-
quences (Please see [19] for more on the feature selection
and learning). In our experiments, the problem of data reg-
istration for multiple subjects has been solved by using SPM
for data preprocessing (normalization step). We found that
all these learning methods resulted in poor classification
rates. This result could have been attributed to the simi-
lar fMRI BOLD activation patterns for both subject groups
as previously described [8]. Thus, it was not possible to
achieve acceptable rates of classification by simply using
the general task related brain activations across all mone-
tary conditions. Guided by a prior hypothesis and previ-
ous results (i.e. the loss of sensitivity to relative saliency of
money in cocaine users, [8]), we therefore performed clas-
sifications on the activation differences between monetary
conditions pairs. For this purpose, we use the contrast map
data set created by SPM as described in Section 3.

4.1. Diagnosis with Standard Learning Methods

We group the classifiers that were trained using different
feature selection methods in three categories: i) PCA based
dimensionality reduction and classification; ii) Voxel-based
feature selection and classification and iii) Adaboost:
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4.1.1 PCA-Based Dimensionality Reduction and Clas-
sification

Principal Components Analysis (PCA) is a standard method
for creating uncorrelated variables by fitting linear combi-
nations of the variables to the raw data and selecting the best
fits. PCA is also a standard method for dimensionality re-
duction that eliminates redundancies in the data and reduces
the number of dimensions needed to model the available
data. Intriguingly, a PCA+Fisher’s Linear Discriminant [9]
classification method has been reported in [5] to classify
patients from controls accurately for Alzheimer’s disease,
schizophrenia and mild traumatic brain injury. In our ex-
periments, we first performed dimensionality reduction by
using PCA. We then applied a number of other learning
methods KNN, GNB, and SVM in addition to using FLD.

4.1.2 Voxel-Based feature selection and classification

Several feature selection methods have been successfully
used in [19] to perform classification analyses. We per-
formed the experiments using two such methods, using the
computed contrast maps as input feature vectors instead of
the raw fMRI scans used in [19].

• ActiveROI(n): We divided the whole brain into 8 Re-
gion of Interest(ROI), and for each ROI, we selected the n
most active voxels.

• Active(n): We selected the n most active voxels over
the entire brain.

Again, we considered the following learning methods:
KNN, GNB and SVM for classification.

4.1.3 Adaboost

Many classification problems have been successfully ad-
dressed by Boosting [18][4]. A variant of Adaboost [6]
has been used successfully both to select the features and to
train the classifier in a face detection system [18]. Boosting
produces a strong classifier by computing the weights with
which to combine a number of weak classifiers. In our ex-
periments, the weak learning algorithm is designed to select
the single voxel that best separates the positive and negative
examples. For each voxel, the weak learner determines the
optimal threshold classification function, such that a min-
imum weighted error rate is acquired. A weak classifier
h(x, f, p, θ) thus consists of a feature (f), a threshold (θ)
and a polarity (p) indicating the direction of the inequality:

h (x, f, p, θ) =
{

1 if pf(x) < pθ
0 otherwise

(2)

Here x is one voxel of the contrast map.

4.2. Boosting with Side Information

As we described in the Section 1, one of the difficulties
of our learning problem is that brain activations are differ-
ent from trial to trial even for the same person under exactly
the same experimental settings, due to complex brain be-
haviors. Previous work [12] has shown that when only a
small number of data are available, feature selection is es-
sential to achieve accurate rates of classification. In the cur-
rent group classification study, the desired features should
depend on inter-subject (and not in intra-subject) brain acti-
vation. Shashua et al [16] have shown the use of side infor-
mation in the context of a hard feature selection problem.
Traditionally, the notion of side information is to provide
auxiliary data in the form of an additional dataset contain-
ing only the feature space that is irrelevant to the classifica-
tion task and thus undesirable. Stated differently, using side
information allows for the feature selection process to select
only those features that enhance the relevant dimensions in
the main dataset while inhibiting the irrelevant dimensions
in the auxiliary dataset. Here we propose a novel boost-
ing algorithm enhanced by side information to remove the
intra-subject variations. This is essential in our study be-
cause our goal is to classify subjects into two groups, hence
our desired features should perform classification consis-
tently for training data of the same subject. In this paper,
side information is integrated into the boosting algorithm
by adjusting the weak classifier selection and weight updat-
ing steps.

The weak classifier h(x, f, p, θ) is the same as in Eq.
2. Table 1 shows the details of the learning algorithm. In
our algorithm, we keep the same weight wj

i for all data in-
stances of the same participant i. In the weak classifier se-
lection step, we use a set of parameters ρ to enhance the
inter-subject variability. The basic idea in selecting ρ is that
given training data that are weighted equally, we prefer to
select those features that miss a smaller number of train-
ing data and a smaller number of participants. For exam-
ple, assume two features A and B; feature A misclassifies
n pieces of data for one subject and feature B misclassifies
n/2 pieces of data for 2 subjects (for a total of n misses as
well). In this case, we prefer feature A whose performance
is more consistent w.r.t. each subject. More formally, since
for each participant, we have 6 pieces of training data for
each monetary reward under the same task, we propose to
select the set of ρm, 0 <= m <= 6 according to the fol-
lowing three rules:

A : ρa × a < ρb × b if a < b
B : ρa+b × (a + b) < ρa × a + ρb × b
C : if a + b = a′ + b′ and a2 + b2 > a′2 + b′2 ,
ρa+b × (a + b) < ρa′+b′ × (a′ + b′)

(3)
Rule A ensures that for the subset of each subject, the

features that miss a smaller number of training data will out-
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Boosting with Side Information
∗ Given n example training data of K participants

(x1
1, y

1
1), ..., (xz1

1 , yz1
1 ), (x1

2, y
1
2), ..., (xz2

2 , yz2
2 ), ......, (x1

K , y1
K), ..., (xzK

K , yzK

K ) where
z1, z2, ..., zK are the number of training data of each participant with

∑K
i=1 zi = n and

yj
i = 0, 1 for negative and positive examples respectively. (in the following, i = 1, ...,K

and j = 1, ..., zK )
∗ Initialize weights wj

1,i = 1
2m , 1

2l for yj
i = 0, 1 respectively, where m and l are the

number of negative and positive examples respectively and m + l = n.
∗ For t = 1, ..., T :

1. Normalize the weights, wj
t,i ←

wj
t,i∑

i,j
wj

t,i

2. Select the best weak classifier h(x, f, p, θ) with respect to the weighted error:

εt = min
f,p,θ

∑K

i=1
ρmi

εi
t

where:

mi =
∑zj

j=1

∣∣∣h(xj
i , f, p, θ) − yj

i

∣∣∣ is the number of misclassified instances for subject i,

ρmi
is a pre-computed parameter and εi

t =
∑zj

j=1 wj
t,i

∣∣∣h(xj
i , f, p, θ) − yj

i

∣∣∣
3. Define ht(x) = h(x, ft, pt, θt) where ft,pt and θt are the minimizers of εt.

4. Update the weights: wj=1..zi
t+1,i = wj

t,iβ
1−ei
t where ei =

∑zi

j=1 |ht(x
j
i
)−yj

i |
zj

, and βt =
εt

1−εt
.

∗ The final strong classifier is:

C (x) =
{

1
∑T

t=1 αtht(x) ≥ 1
2

∑T
t=1 αt

0 otherwise

where αt = log 1
βt

.

Table 1. The boosting algorithm with side information for feature selection and training of the classifier. The final output is a weighted
linear combination of the T weak classifiers where the weights are inversely propotional to the training error

put a smaller error number. Rule B ensures that if two fea-
tures misclassify the same number of training data, we pre-
fer the feature whose misses are in the subset of one subject.
Rule C implies that we prefer the features whose misses are
not evenly distributed, e.g. we prefer the feature that misses
1 piece of training data for subject i and 5 pieces of data
for subject j to the feature that misses 3 pieces for each of
these two subjects. Our weak classifier selection reduces to
the standard Adaboost if all ρm are set to 1.

In our experiments, we used exponential functions to
compute the set of ρm: let ρm = (1/m)2/k, where k is
a constant to be computed according to Eq. 3. In our case,
for 0 <= m <= 6, k = 20 satisfies all three rules.

5. Experiments and Results

After we trained the classifiers as described above, we
evaluated these classifiers using a ”leave-one-out” cross val-
idation procedure. Each of the K human subjects was used
as a test subject and each fMRI contrast map of each subject

was used as a test input while training on the contrast maps
of the remaining K − 1 subjects, and the mean accuracy
over these held out subjects was then calculated. In the fol-
lowing section, we will report the experimental results and
comparison of these learning methods.

In our experiments, there are totally 6 runs: T1, T2, T3
and T1R, T2R, T3R. For each run, we created 6 contrast
maps as described in Section 3. Due to the head motion,
for some participants, data of some task have too much
displacement to be used. The first set of experiments was
conducted to test the notion that it is difficult to classify
drug addicted subjects from healthy controls by just look-
ing at brain activation under each monetary condition indi-
vidually. This will also explain why the methods proposed
in [19] cannot be applied directly to our learning problem.
Table 2 shows the classification results on single monetary
contrast maps and verifies previous observations.

In the following, we will focus on the classification based
on the brain activation differences between pairs of mone-

Proceedings of the 2005 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’05) 

1063-6919/05 $20.00 © 2005 IEEE 



45 > B 1 > B 0 > B
T1+1R T2+2R T3+3R ALL T1+1R T2+2R T3+3R ALL T1+1R T2+2R T3+3R ALL

GNB 55.8% 56.6% 55.1% 52% 55.8% 54.7% 55.1% 51.3% 57.7% 56.5% 53.1% 50.8%
5NN 59.2% 58.5% 55.1% 52.6% 59.2% 60.4% 57.1% 52.6% 57.7% 58.5% 55.1% 52%

Table 2. Classification results on the data of individual monetary condition and the results validate our observation that it is very hard to get
good classification by simply looking at the brain activation under each monetary condition individually since both drug addicted group
and control group have the similar brain activation patterns

45 > 1 45 > 0 1 > 0
T1+1R T2+2R T3+3R ALL T1+1R T2+2R T3+3R ALL T1+1R T2+2R T3+3R ALL

GNB 84.6% 79.2% 81.6% 71.4% 76.9% 75.4% 72.7% 67.5% 76.9% 77.3% 75.5% 69.5%
SVM 82.7% 79.2% 79.6% 70.8% 75% 73.6% 73.5% 67.5% 73.1% 73.6% 73.5% 66.9%
FLD 82.7% 81.1% 81.6% 71.4% 78.8% 75.4% 75.5% 69.5% 78.8% 77.3% 73.5% 68.8%
5NN 88.5% 86.8% 85.7% 74.7% 82.7% 81.1% 81.6% 71.4% 82.7% 83.0% 79.6% 70.1%

Table 3. Classification results of PCA based methods. 5NN performs the best among these methods. The classification based on 45 > 1
contrast maps give the best experimental results which validates the traditional observation that relative reward processing is at the core of
the brain deficit in drug addiction.

tary conditions. Table 3 shows the classification results of
PCA based methods, where we found that 5NN performed
the best among these learning methods. The classification
based on 45 > 1 contrast maps provided the best experi-
mental results. These results validated the previous obser-
vation using traditional fMRI analysis that relative reward
processing is at the core of the brain deficit in drug addic-
tion [8]. In the following experiments, we therefore focused
on the experiments using 45 > 1 contrast maps. Table 4
shows the classification results of voxel-based methods. Ta-
ble 5 shows the classification results of AdaBoost with dif-
ferent numbers of selected features. Among all those learn-
ing methods, AdaBoost performed best. Our experimen-
tal results indicate that we can successfully classify drug
addicted-subjects from healthy controls by using the data
of each run separately. However, for datasets containing all
the contrast maps, classification performance dropped due
to the intra-subject variability. Table 6 compares the clas-
sification results of our novel boosting algorithm with side
information to the results of standard Adaboost. From Table
6, we see that boosting with side information outperformed
standard AdaBoost on the data set containing the contrast
maps from different runs.

In Table 6, it is interesting to note that the classification
on the ”T1+T2+T3” data is not as good as the classifica-
tion on the ”T1R+T2R+T3R” data. From a neuroscience
point of view, we employ a task that evokes motivation and
the effects we are measuring are susceptible to subject ha-
bituation. We expected the habituation effect (over the 6
repetitions) to decrease the intensity of brain activation to
the task, especially for the drug-addicted subjects. The re-
sults from Table 6 imply that drug addicted subjects may
indeed have different habituation speeds than healthy con-
trols. Results further suggest that task repetitions offer bet-
ter rates of classification between controls and subjects with

ActiveROI(40)
T1+1R T2+2R T3+3R ALL

GNB 80.8% 81.1% 81.6% 72.7%
SVM 78.8% 79.2% 79.6% 70.8%
5NN 84.6% 81.1% 81.6% 74%

Active(40)
T1+1R T2+2R T3+3R ALL

GNB 78.8% 81.1% 79.6% 72.1%
SVM 80.8% 75.5% 77.6% 69.5%
5NN 82.7% 79.2% 79.5% 73.4%

Table 4. Classification results of voxel-based methods on 45 > 1
data. We see these methods have similar classification perfor-
mance as PCA-based methods.

T1+1R T2+2R T3+3R ALL

100 90.4% 88.7% 89.8% 80.5%
200 92.3% 90.6% 91.8% 82.4%

Table 5. Classification results of Adaboost on 45 > 1 data by se-
lecting different number of features and we found AdaBoost out-
performs the methods reported in Table 3 and 4.

psychopathology than the initial task runs.
Our experiments show that by applying machine learning

methods to fMRI brain data, we can separate drug-addicted
subjects from the normal controls successfully. Such clas-
sification provides both theoretical and clinical benefits.
From a theoretical point of view, we show that the exper-
imental results validate related neuropsychological theories
from an alternate view of the brain data:
1) we observed that we cannot separate the drug addicted
subjects from the controls by simply looking at the data ac-
tivation of each monetary condition individually, while we
can classify the two groups accurately based on the brain
difference of pairs of monetary conditions.
2) We also found that the classification results of 45 > 1
contrast maps are better than 45 > 0 and 1 > 0 data, vali-
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T1+T2+T3 T1R+T2R+T3R ALL

Adaboost 100 81.6% 85.9% 80.5%
Adaboost 200 82.9% 87.2% 82.4%
Boost-SI 100 85.5% 87.2% 85.7%
Boost-SI 200 86.8% 89.7% 87.7%

Table 6. The comparison of Adaboost and Boost-SI methods on
the mixture data set of 45 > 1 contrast maps. Boost-SI improves
the classification performance on the data sets containing contrast
maps from different runs.

dating the previous observation that a core of the deficit in
drug addiction pertains to relative award processing.
3) the classification on the mixture data set ALL was not
as good as on each run separately due to the intra-subject
variability and by using boosting algorithm with side infor-
mation, we improved the classification.
4) the dataset ”T1R+T2R+T3R” was easier to be classified
than the dataset ”T1+T2+T3” which implies that drug ad-
dicted subjects may have different habituation speeds from
the controls.

From a clinical point of view, the trained classifiers can
be used for clinical drug addiction diagnosis. Finally, our
results call for further exploration of applying similar ma-
chine learning methods to other situations where the diag-
nosis can only be made using patient self-report (e.g. emo-
tion identification) or diagnosis can only be made using pa-
tient self-report (e.g. emotion identification) or diagnosis
with states and disorders of insufficient development of in-
sight and awareness (e.g. children, anger and aggression).

6. Conclusions and Future Work

We have shown that we can successfully separate the
drug addicted subjects from controls by using the 3D brain
images obtained with fMRI BOLD, despite the difficulties
pertaining to the subtlety of neuro-cognitive deficits in drug
addiction and activation variability. This new application
provides an alternate view of brain data and validates re-
lated neuropsychological theories. Our exploration of ap-
plying machine learning methods to 3D brain images allows
diagnosis based on derived data, in cases that today are di-
agnosed only through self-report and thus can be extended
to other applications.

Feature selection is the key for pattern recognition prob-
lems. We were able to extend similar feature selection and
classification methods [20][17] successfully applied in 2D
visual images to 3D brain images. After further validation
with other data sets (additional subjects with addiction or
other psychopathology), we will explore combining tempo-
ral and spatial information to find better features. We will
thus explore the dynamic nature of the interactive brain re-
gions; our analyses to date focused on static activations (i.e.
at a certain time during the task) while neural networks in-
teract in a dynamic way. This would allow the demarcation

of the causal relationships between different regions within
the functioning human brain.
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