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Abstract. We present thes-calculus, a process calculus for formally modeling
and reasoning aboiobile Ad Hoc Wireless NetworkBIANETSs) and their pro-
tocols. Thew-calculus naturally captures essential characterisficd ANETS,
including the ability of a MANET node to broadcast a messagaty other node
within its physical transmission range (and no others), @nchove in and out
of the transmission range of other nodes in the network. Af&eajure of thev-
calculus is the separation of a node’s communication ancpotational behav-
ior, described by an-process, from the description of its physical transmissio
range, referred to as amprocessnterface

Our main technical results are as follows. We give a formarafional seman-
tics of thew-calculus in terms of labeled transition systems and sha ttie
state reachability problem is decidable for finite-contteprocesses. We also
prove that thev-calculus is a conservative extension of thealculus, and that
late bisimulation (appropriately lifted from the-calculus to thev-calculus) is

a congruence. Congruence results are also establishedviealkaversion of late
bisimulation, which abstracts away from two types of ingdm@ctions:7-actions,
as in therr-calculus, ands-actions, signaling node movement. Finally, we illus-
trate the practical utility of the calculus by developingdaanalyzing a formal
model of a leader-election protocol for MANETS.

1 Introduction

A Mobile Ad Hoc Network (MANET) is a network of autonomous nil@nodes con-
nected by wireless links. Each nodehas a physical transmission range within which
it can directly transmit data to other nodes. Any node thié feithin N's transmission
range is consideredraeighborof N. Nodes can move freely in a MANET, leading to
rapid change in the network’s communication topology.

Two aspects of MANETs make them especially difficult to magshg existing for-
mal specification languages such as process algebrasNEABIETs use wireless links
for local broadcast communication: a MANET node can trahsmmessage simulta-
neously to all nodes within its transmission range, but tlessage cannot be received
by any node outside that range. Secondly, the neighborhfonaties that lie within the
transmission range of a node can change unpredictably chal®mmovement, thereby
altering the set of nodes that can receive a transmittedagess

Ideally, the specification of a MANET node’s control behaxsbould be indepen-
dent of its neighborhood information. Since, however, thenéual recipients of a local
broadcast message depend on this information, a model of B Aased protocol
given in a traditional process calculus must intermix thepatation of neighborhood
information with the protocol’s control behavior. This tento render such models un-
natural and unnecessarily complex.
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In this paper, we present thecalculus, a conservative extension of thealculus
that has been designed expressly to address the MANET mgdmioblems outlined
above. A key feature of the-calculus is the separation of a node’s communication and
computational behavior, described bywaprocess, from the description of its physical
transmission range, referred to as.aprocessnterface This separation allows one to
model the control behavior of a MANET protocol, usiagprocesses, independently
from the protocol’s underlying communication topologyingsprocess interfaces. (A
similar separation of concerns has been achieved in seeeeitly introduced process
calculi for wireless and mobile networks [5/89] 12], but,res we argue in Secti@h 6,
as simply and naturally as in thecalculus.)

As discussed further in Sectifh @;process interfaces are comprisedgobups
which operationally function as local broadcast ports. NMigbis captured in thew-
calculus via the dynamic creation of new groups and dyndiyichanging process
interfaces. The group-based abstraction for local bragtdoaa wireless network is a
natural one; it appears also ir [6], where it is shown how t@ehdIANETS in the
UPPAAL model checker for timed automata.

Main Contributions.  The rest of the paper is organized around our main technical
results, which include the following:

— Sectior® provides an informal introduction to the basid¢uess of thev-calculus.

— SectiorB presents the formal operational semantics aftb@lculus in terms of la-
beled transition systems and structural-congruence.rtitescalculus is presented
in three stagesyy, the core version of the calculus, focuses on local brodadeces
mobility; wy extendsuy with unicast communication and scope extrusiog;ex-
tendsw; by allowing multi-threaded behavior at the process leveless otherwise
noted, the expression “the-calculus” refers tav,, the most general version of the
calculus. We in fact show in Sectidh 4 that is a conservative extension of the
m-calculus.

— Sectior} defines bisimulation for thecalculus and proves that it is a congruence.
We obtain similar results for a weak version of bisimulatishich treats as unob-
servable two types of internal actionsactions, as in the-calculus, ang:-actions,
signaling node movement. Full proofs of these results ap'pe{@].

— Sectior® illustrates the practical utility of the calcuhysdeveloping and analyzing
a formalw-calculus model of a leader-election algorithm for MANEI.

Sectior® considers related work and Sedfion 7 offers outlading remarks.

2 Thew-Calculus: An Informal Introduction

As an illustrative example of the-calculus, consider the MANET of Fifill 1(a) compris-
ing the four nodesV,, N», N3, N4. The dotted circle centered around a node indicates
the node’s transmission range, and all nodes are assumadddhe same transmission
range. Thus/V; is within the transmission range &f,, N3, and N, and vice versa,
and N, and N4 are in each other’s transmission range. Elg. 1(b) highdighé maxi-

mal sets of neighboring nod@s the network, one coveringy;, N, and Ny, and the
other coveringV; and N3. A maximal set of neighboring nodes corresponds haex-
imal cliquein the network’s node connectivity graph (Fig. 1(c)), anguigalently, to
anw-calculusgroup(local broadcast port), as illustrated in ). 1(d). Thesagroups
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Fig. 1. Multiple views of a MANET network.

to which a node is connected is specified by ititerfaceof the underlying process;
i.e. the process executing at the node. Thusutoalculus expression for the network
is the parallel compositiotV; | No| N3 | Ny, whereNy = Py : {g1,92}, No = P> : {g1},
N3 =Ps:{g2}, Ny = Py:{g1}, for process expressioy, P>, P; and Py.

Note that process interfaces may contain groups that doan@spond to maximal
cligues. Such groups are redundant in the sense that do pretsemt any additional
connectivity information. Group, of Fig.[d is an example of a redundant group. A
canonicalform for w-calculus expressions can be defined in which redundanpgrou
are elided.

Fig.O provides multiple views of the topology of the MANET aparticular mo-
ment in time. As discussed below, the network topology magnge over time due
to node movement, a feature of MANETS captured operatigiathe w-calculus via
dynamic updates of process interfaces.

Local Broadcastin thew-calculus. Thew-calculus action to locally broadcast a value
x isbz, whiler(y) is the action for receiving a value Thus, when a process transmits
a message, only the messagéo be sent is included in the specification. The set of
possible recipients depends on the process’s currentanteronly those processes that
share a common group with the sender can receive the messdgdkis information

is not part of the syntax of local broadcast actions. In tregxe of Fig[L, ifP, can
broadcast a message aRd Ps, P, are willing to receive it, then the expression

N =r(z).P{:{g1,92} | buPy:{gi} | r(y).Pi:{g2} | r(2).Pi:{g1}
may evolve to

N = Pi{u/z}:{g1,92} | Py:{on} | v(y)-Ps:{g2} | Pifu/z}:{gn}
Observe thaf; does not receive the message singgs not in N»’s neighborhood.



Fig. 2. (a) Node Connectivity Graph aftéf;’s movement and (b) View in-calculus.

Node mobility in the w-calculus. Node mobility is captured through the dynamic
creation of new groups and dynamically changing processfates. Figll2 shows the
topology of the network of Fidl1 afte¥; moves away fromV;’s transmission range
and intoN4's transmission rangéVs's movement means that thecalculus expression

(vg1)(vg2)(Pr:{g1,92} | Pa:{gi} | P3:{g2} | Pa:{n})

evolves to

(vg1)(vg2)(Pr:{g1,92} | Pa:{g1} | (vgs)(Ps:{gs} | Pa:{g1,95}))

The new groupys in the above expression represents the new maximal setgtfmei-
ing nodesN3; and N, that arises post-movement. We use the famili@notation for
group-name scoping.

Nodes vs. Processes.In anw-calculus specification, nodes typically represent physi-
cal devices; as such, the calculus does not provide a pranidr node creation. Process
creation, however, is supported, as processes model pnsguad other executables that
execute within the confines of a device.

3 Syntax and Transitional Semantics of thevu-Calculus

We begin this section by presenting the syntax and semaufticg, our core calculus
for MANETSs. We then introduce the extensionsdgthat result in the more expressive
w1- andwsy-calculi.

3.1 Syntax ofwq

A system description in the,-calculus comprises a setebdes each of which runs a
sequentiaprocessannotated by itinterface We useN andP to denote the sets of all
nodes and all processes, respectively, WithNV ranging over nodes anb, Q ranging
over processes. We also use names drawn from two disjoqEseandGn. The names
in Pn, calledpnamedor process namesre used for data values. The names§im
calledgnamedor group namegsare used for process interfaces. We wsg, = to range
overPn andg (possibly subscripted) to range o¥&n. Thew,-calculus has a two-level
syntax describing nodes and processes, respectively.

The syntax ofug-calculus processes is defined by the following grammar:

nil | ActP | P+ P | [z=y|P | A(z)
bz | r(z) | T

P
Act ::



NI. M = M]|0
N2. My | M, = M| M,

=Q:G,ifP=Q
=(vg)(P:GU{g}), ifg& G

N3. (M1 |M2) | M:; = M1 | (M2 | M:;)

N4. (vg)M = M, if g ¢ fgn(M)

N5. (vg)M|N = (vg)(M|N), ifg ¢ fgn(N)||P1. P+ Q =Q + P

N6. (vg1)(vg2)M = (vg2)(vg1) M P2. ( P+Q)+R=P+ (Q+R)
N7. M=N, if M=, N P3. P=Q,if P=,Q

Table 1. Structural congruence relation.

Action bz represents the local broadcast of a valyevhile the reception of a locally
broadcasted value is denoted #y:). Internal (silent) actions are denoted byPro-
cesxnil is the deadlocked proce#sct P is the process that can perform actitset and
then behave aB; and+ is the operator for nondeterministic choice. Prodess y| P
(wherex andy are pnames) behaves Bsf namesr andy match, and aril otherwise.
A(?) denotegrocess invocationvhereA is a process name (having a corresponding
definition) andz is a comma-separated list of actual parameters (pnamesg @fvo-

cation. A process definition is of the forﬂ(?) 4' p, and associates a process name
A and a list of formal parametets (i.e. distinct pnames) with process expressian
Process definitions may be recursive.

The following grammar defines the syntax.gf-calculus node expressions:
M ==0]| P:G | (vg)M | M|M

0 is the inactive node, whilé : G is a node with proces® having interface (set of
gnamesy~. The operatofrg) is used to restrict the scopes of gname$N represents
the parallel composition of node expressiddsand N. Node expressions of the form
P: G are calledbasic node expressionshile those containing the restriction or parallel
operator are callestructured node expressiari¢ote that gnames occur only at the node
level, capturing the intuition that, in an ad hoc networle bBehavioral specification of
a (basic) node (represented by its process) is indepentligstmderlying interface.

Free and Bound Names. Pnamez is free inbz.P and bound inc(x).P. Gnameg
is bound in(vg) M, and all gnames id7 are free inP : G. In a process definition of

the formA(z) < p, 7 arethe only names that may occur freefinThe set of alll
names, free names and bound names in a process exprésai@ndenoted by.(P),
fn(P) andbn(P), respectively. Similarly, the set of all pnames and gnamesnode
expressionV/ are denoted byn (M) andgn(M), and those that occur free are denoted
by fpn(M) andfgn(M), respectively. The set of all free names in a node expresdion
is given byfn(M) = fpn(M) U fgn(M). An expression without free names is called
closed An expression that is natosedis said to beopen The theory developed in the
following sections is applicable to botipenandclosedsystems (expressions).

3.2 Transitional Semantics ofvg

The transitional semantics of thg-calculus is defined in terms of a structural congru-
ence relation= (Table[1) and a labeled transition relatieh> C N x N, wherea is



Rule Name Rule Side Condition
MCAST — =
(bz.P):G % P:G
RECV
(r(z).P):¢ <% p.c
P.G % PG
CHOICE o
(P+Q):G — PG
P.G =% P'.G
MATCH o
([x=2]P):G — P":G
Tl 2, pr.
A(y):G — PG

Table 2. Transition rules for basic node expressions.

Rule Name Rule Side Condition

N=M M- M M=N'

STRUCT

NN/
G #G,
G' CGU fgn(M),
MOBILITY (I
D P = M pa XM |P:G) =T —
X(M|P:G") =1
o ’
PAR M — M bn(a) N fn(N) = 0

M|N - M'|N

T ) G'W)
COoM M_>]g[ N — N GNG £0
M|N LN M| N{z/y}

@ /
GNAME-RESL M el M
vg)M — (vg)M’
M S
GNAME-RES2 G=1{g}

vg)M — (vg)M’

Table 3. Transition rules for structured node expressions.

thetransition label As such, only node expressions have transitions, and Hresef
the formM -2 M’. There are several varieties of transition labels. Whendz rod
the formP: G broadcasts a valug, it generates a transition labeled ®y. WhenP: G
receives a broadcast valuethe corresponding transition label@gx). Actionsy and



7 also serve as transition labels, withas explained below, indicating node movement,
andr representing internal (silent) actions.

For transition labety, the sets of bound names and gnames afe denotedn(«)
andgn(«), respectively, and defined as follows:

bn(Gz) = 0, bn(G(z)) = {x}, bn(u) = 0, bn(r) = 0.

gn(Gz) = G, gn(G(x)) = G, gn(p) =0, gn(r) = 0.

The transitional semantics of theg-calculus is given by the inference rules of Ta-
bles[2 and3, with the former supplying the inference rulesfsic node expressions
and the latter for structured node expressions. Rules CHOMATCH, and DEF of
Table[2 are standard. Rules MCAST and RECV of Téble 2, togeitie COM of Ta-
ble[3, define a notion dbcal broadcastommunication. RECV states that a basic node
with process interfacé& can receive a local broadcast on any gnamé&inThis, to-
gether with COM, means that a local-broadcast sender camsynize with any local-
broadcast receiver with whom it shares a gname (i.e. thévexds in the transmission
range of the sender).

Local-broadcast synchronization results in a local-becaatitransition label of the
form Gz, thereby enabling other receivers to synchronize with tigiral send action.
In contrast to the broadcast calculi HfEJ 12], a node thaajzable of receiving a local
broadcast is not forced to synchronize with the sender. @mastics of local broadcast
in thew-calculus allows a receiver to ignore a local-broadcastieseen if this node is
in the transmission range of the broadcasting node. A seosasftthis nature captures
the lossy transmission inherentin MANETS. The semantidsaal broadcast can easily
be modified to force all potential receivers to receive allbcaadcast.

GNAME-RES1 and GNAME-RES2 define the effect of closing thepsc of a
gname. GNAME-RESI states that a restricted gname cannat ota transition la-
bel. In GNAME-RES], letG be the set of gnames im; i.e., G = gn(«). Then the
transition labeh: \ {¢} in the consequent of this rule denotesvith the occurrence of
gnames inx replaced byG \ {g¢}, giventhatG \ {g} # 0 anda ¢ {7, u}. Note that if
a =1 (a=p),thena\ {g} =7 (a\ {g} = ). GNAME-RES?2 states that when all
gnames of a local-broadcast-send action are restricted¢ciimes a-action. MCAST,
GNAME-RES1 and GNAME-RES2 together mean that a local-braatisend is non-
blocking; i.e., it can be performed on a set of restrictedugeoeven when there are
no corresponding receive actions. In contrast, otherastontaining gnames, such as
local-broadcast receive, are not covered by GNAME-RES&,t@nce have blocking
semantics: a system cannot perform actions involvingiotstt gnames unless there is
a corresponding synchronizing action.

The notion of structural congruence (Tallle 1) consideredlnSTRUCT is defined
for processes (rules P1-P3) in the standard w&yand () are structurally congruent
if they are alpha-equivalent or congruent under the astaitjgand commutativity of
the choice (%+') operator—and then lifted to nodes (rules N1-N9). Two basode
expressions are structurally congruent if they have idahfirocess interfaces and run
structurally congruent processes (rule N8). Rules N4-M&@arrestriction on gnames.
Rule N9 allows basic nodes to create and acquire a new graug wa drop a local
group name. Structural congruence of nodes includes apghbaralence (rule N7) and
the associativity and commutativity of the parallél)(bperator (rules N2 and N3).



Semantics of mobility. The semantics of node movement is defined by the MOBIL-
ITY rule, which states that the process interface of nBdé&' can change frond: to G’
whenever the node is in parallel with another nddeln particular, the side condition
G’ C GU fgn(M) stipulates thaP may drop gnames from its interface or acquire free
gnames from\/.

The MOBILITY rule reflects the fact thaP’s interface may change when node
P : G, or the nodes around it, are in motion. A changeHs interface may further
result in a corresponding change in the overall network ltmpo Note that the rule
does not specify which nodes moved, only that the topologylde®en updated as the
result of movement of one or more nodes.

Process interfaces provide an abstract specification ofanktopology in terms of
node connectivity graphs. Formally, thede connectivity grapbf a node expression
M, denoted by (M), is an undirected grapfV, E') such thal’, the set of vertices, are
the basic nodes af/ (i.e. subexpressions dff of the formP : G) andE, the set of
edges, is defined as follows. There is an edge between twice®R; : G, and P, : G,
of x(M) only if P, and P,’s interfaces overlap; i.€71 N G2 # 0 (assuming bound
names of\/ are unique and distinct from its free names). The node cdivitggraph
for thewy node expression of Fifl 1(d) is given in A 1(c).

The third side condition to the MOBILITY rule, expressedenrhs of node connec-
tivity graphs, allows one to impose different models of not®ement on the calculus.
Specifically, the side condition decrees that, whenév¥er’~ M’ is derived using the
MOBILITY rule, the resulting transition must preservenmbility invariantexpressed
as a property over the node connectivity graph. A mobilityanant is a decidable
property over undirected graphs. For examplepnnectedness, for a givénis a can-
didate mobility invariant, as isue , indicating no constraints on node movement. We
write G = I to indicate that undirected gragh possesses property We thus have
that the MOBILITY rule in particular, and the calculus’s samtics in general, are pa-
rameterized by the mobility invariant, thus taking into @t the constraints on node
movement.

3.3 Thew;- and wy-Calculi

Thew:- andws-calculi are defined in a modular fashion by adding new syitaon-
structs, and associated inference rules for their sengmdichew,-calculus.

Extendingw, to w;. Syntactically, we obtaio; from wq as follows:

— We add restriction operators fpnamegor both process-level and node-level ex-
pressions. We use the standard notatiori:af) P for a pnamez restricted to a
process expressiaR, and(vz) N for a pnamer restricted to a node expressidh
As usual,z is bound in(vz) P and(vz)N.

— We introduce unicast communication as a prefix operator focgss expressions.
Although unicast in principle can be implemented on top afdoicast, we prefer
to give it first-class status, as it is a frequent action in M&Nprotocols. Doing
so also facilitates concise modeling and deterministisaaang (only the intended
recipient can receive a unicast message). We use the stiand&ation ofzy to
denote the sending of namgealongz, andx(y) to denote the reception of a name



Rule Name Rule Side Condition
UNI-SEND ~C
(z2.P):G == P:G
UNI-RECV e
(2(x).P):G — P:G
M ECT g N FEW
UNI-COM = aGng
MIN —— M'[N{a]y} 7

Table 4. Transition rules for unicast communicationun-calculus.

alongx that will bind toy. As usual,x andy are free in the expressiarny. P, andx
is free andy is bound inx(y).P.

Semantically, the introduction of scoped pnames needs mi@neince rules to han-
dle scope extrusion. We add OPEN and CLOSE rules (as im-thﬂculusﬁll]) and, in
addition to the broadcast communication rule (COMugf a rule for communication
of bound names. We also add RES rules at the process and netittedisallow com-
munication over a restricted name. These additional rulew closely the standard
rules for handling scopes and scope extrusion inrtigalculus; details are omitted. New
structural congruence rules are added to take the restriofipnames into account. For
instance, restriction of pnames and gnames commuteig(rg)N = (vg)(vz)N),
and the restriction operator can be pushed into or pulledbaobde and process ex-
pressions as long as free names are not captured. At firsteglaimay appear that the
structural congruence rules for scope extension of pnamasdundantin the presence
of the scope-extrusion rules (OPEN/CLOSE). However, thERYELOSE rules are es-
sential for reasoning about open systems, and the scopesexteules are essential for
defining normal forms; seﬂl6].

The addition of unicast communication raises certain @gtng issues with respect
to mobility. Recall thatgroupsencapsulate the locality of a process. When two pro-
cesses share a private name, they can use that name as al diaomemunication.
However, after establishing that link, if the processes ermway from each other, they
may no longer be able to use that name as a channel. In sumuamécgst channels
should also respect the locality of communication. We arddhis in thew;-calculus
by annotating unicast action labels with the interfacebeftarticipating processes, and
allowing synchronization between actions only when thaieiifaces overlap (meaning
that the processes are in each other’s transmission radgae, the execution of a
unicast send action of valueon channet by a basic node with process interfages
represented by action labelG'z; the corresponding receive action is labeted: (z).

The semantic rules for unicast send (UNI-SEND), receive (BECV), and syn-
chronization (UNI-COM) are given in Tadl& 4. Scope extrasi@ unicast communica-
tionis accomplished by naturally extending theicalculus counterparts (OPEN/CLOSE)
rules as follows. Bound-output actions (due to OPEN) aretatad with the interface
of the participating process, and the CLOSE rule applieg whien the interfaces over-
lap. These extensions are straightforward, and the der&lemitted.



Note that the scope of a name may encompass different pescesggardless of their
interfaces, and hence two processes may share a secretlegaithey are outside each
others transmission ranges. The restriction we imposeatsstiared names can be used
as unicast channels only when the processes are within #agts dransmission ranges.

Extending w; to w,. We obtain thews-calculus by adding the parallel composition
(‘") operator at the process level, thereby allowing conaurpeocesses within a node.
This addition facilitates e.g. the modeling of communicatbetween layers of a pro-
tocol stack running at a single node; it also renderssthEalculus a subcalculus of
thews-calculus. Inws, the actions of two processes within a node may be interteave
Moreover, two processes within a node can synchronize usiitgst (binary) commu-
nication. We add PAR, COM and CLOSE rules correspondingtt@inode interleav-
ing, synchronization and scope extrusion, respectivelyse rules are straightforward
extensions of the corresponding rules in thealculus.

4 Bisimulation, Congruence Results and Other Properties athe w-Calculus

In this section, we prove some fundamental properties aftalculus, including con-
gruence results for strong bisimulation and a weak versitmsamulation that treats-
andp-actions as unobservable.

Embedding of ther-Calculus. The w-calculus is a conservative extension of the
calculus|[11]. That is, every process expresdibin the-calculus can be syntactically
translated to a-node expression/ such that the transition system generatediby
directly corresponds to the one generatedhylhis property is formally stated by the
following theorem, which is readily proved by induction dretlength of derivations.

Theorem 1 Let P be a process expression in thecalculus. ThenP : {¢} is a node
expression in the-calculus, whergy is a fresh group name not iR. Moreover,P? -
P’ is a transition derivable from the operational semanticsttod w-calculus if and

only if P : {g} o p. {g} is derivable from the operational semantics of the
calculus, and one of the following conditions hold: {)= o' = 7; (i) a = z(y)
ando’ = z : {g}(y); (i) = Ty ando’ = z: {g}y ; or (iv) « = (vy)Ty and
o = (vy)x : {g}y, for some names, y.

Decidability of the Finite-Control Fragment.In the finite-controlfragment of ther-
calculus, recursive definitions are not allowed to conta@gparallel operator () nor
unguarded occurrences of process identifiers. Reaclyghmitiperties are decidable for
closed process expressions (i.e. those without free naspesified in the finite-control
fragment |[-B]. We can extend the notion of finite control to thealculus, and show
that reachability remains decidable for closed node esmas. Formally, we say that
anw-calculus expressiolV is reachablefrom M (denoted byM —*N) if there is a
finite sequence of transitions’ =3 M; %3 M, --- 23 N. We then have the following
result.

Theorem 2 Let M be a finite-controku-calculus expression such that is closed
w.r.t. names. Then, the set of node expressions reachabte\fr modulo the structural
congruence relation, i.e{N | M—* N}, is finite.

TheorenfR is of practical importance in verifying MANET sgist specifications.
Its proof is based on the observation that, in thealculus, the physical notion of

10



neighborhood is represented abstractly by group-baseuectimity information. This
ensures that only a finite number of equivalent configuratimeed be analyzed.

Bisimulation for the w-calculus. The definition of strong (late) bisimulation for the
w-calculusﬁh] can be extended to thecalculus.

Definition 1 ArelationS C N x N on nodes is &trong simulationf A/ S N implies:
— fgn(M) = fgn(N), and
— wheneveM - M’ wherebn(a) is fresh then:
o ifa € {G(x), 2:G(x)}, there exists aV’ s.t. N -~ N’ and for each pname,
M'{y/x} SNY{y/x},
o ifa ¢ {G(x), 2:G(x)}, there exists aN’ s.t. N - N’ and M’ S N'.
S is astrong bisimulatiorif both S andS~! are strong simulations. Noded and N
are strong bisimilaywritten M ~ N, if M S N, for somestrong bisimulatiors.

Proposition 3 (i) ~ is an equivalence; and (ii}- is the largest strong bisimulation.
Strong bisimulation is a congruence for thesalculus, as formally stated in TheorEm 4.

Theorem 4 (Congruence)~ is a congruence relation; i.e., for all nodég;, M € N,
the following hold:

(i) My ~ My impliesVz € Pn: (vz)My ~ (vax)Mos;

(i) My ~ M, impliesVg € Gn : (vg)M; ~ (vg)Ms; and

(i) My ~ M, impliesVYN € N : M1|N ~ Ms|N.

We have also defined a notion wieak bisimulatiorfor the w-calculus, in which
7- andu-actions are treated as unobservable. Its definition idairta that for strong
bisimulation (Definitiorll) and is given irﬂllG]. There, wesalestablish that weak
bisimulation, like its strong counterpart, is a congruefocehe w-calculus.

5 Case Study: Modeling and Verifying a Leader Election Proteol for MANETS

Syntactic extensions to thev-calculus. Thew-calculus provides the basic mecha-
nisms needed to model MANETS. In order to make specificatinase concise, we
extend the calculus to a polyadic version (along the sanes las the polyadic pi-
calculus Eb]) and also add support for data types such asd=alintegers and struc-
tured terms. The matching prefix is extended to include étyu@ler these types. Terms
composed of these types can be used as values in a unicasabploadcast transmis-
sion, or as actual parameters for a process invocation. Tufications to the theory
developed in the preceding sections (Sectidbk 3-4) to atfouthese syntactic exten-
sions to the calculus are straightforward.

A leader election protocol for MANETs. The algorithm of |[__1|7] elects the node
with the maximum id among a set of connected nodes as therleadlee connected
component. A node that initiates the leader election sendgeation message to its
neighboring nodes. The recipients of tection message mark the node from which
they received the message as their parent and sendithi¢on message to their neigh-
bors, thereby building a spanning tree with the initiatothas root. After sending an
election message, a node awaits acknowledgements from its childréreispanning
tree. A child node: sends its parent an acknowledgemaerit with the maximum id in

the spanning tree rootedat The maximum id in the spanning tree is propagated up the
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E - election messag
A — ack message
L - leader message
M — mobile node

Fig. 3. Message flow in leader election protocol

tree to the root. The root node then announces the leaddtth@alodes in its spanning
tree by sending &ader message. To keep track of the neighbors of a npeée and
reply messages are used periodically. When a node discoverd thatisconnected
from its leader, it initiates an election process. The flow@tction, ack, andleader
messages is depicted in Fig. 3, where the node withigtthe initiator.

Description of the protocol in the w-calculus. We model a network as the par-
allel composition of basia-nodes, whose process interfaces reflect the initial topol-
ogy of the network. Each node runs an instance of progegs(id, chan, init, elec,

lid, pChan) defined in Figllk. The meaning of this process’s parameténgifollow-

ing: id is the node identifierghanis an input channeinit indicates whether the node
initiates the election processlecindicates whether the node is part of the election pro-
cess;lid represents the node’s knowledge of the leader id; @ddanis the parent’s
input channel. These parameters are represented by pnachegegers.

A node may receivelection, ack, andleader messages, representing an election
message, an acknowledgement to the election process, a@adier Imessage, respec-
tively. We need not considerrobe andreply messages in our model because a node
can broadcast to its neighbors without knowing its neighband the effect of discon-
nection between nodes can be modeled using the choice opéraew-calculus model
of the protocol is given in Fidd4. The messages, their patarsgand the parameters
used in the definitions appearing in Hij. 4 are explainedvibelo

Messages:election(sndrChan); ack(maxid); leader(maxid).

Message parameterssndrChan: input channel of the sender of the messageyid:
maximum id seen so far by the sender of the message.

Definition parameters:id: id of the nodechan: input channel of the nodeénit: 1 if
node initiated the election process, 0 otherwide¢: 1 if node is participating in the
election process, 0 otherwiski: node’s knowledge of the leader idChan: input
channel of the node’s parent in the spanning teeelrChan: input channel of the
sender node of the messagejxid: maximum id seen so far by the node.

An example specification of an eight-node network runnirgéader election pro-
tocol of Fig.[3 is given in Figld5. The initial network topolpgs the same as that of
the network of FiglI3. The node with id(init Election) is designated to be the initia-
tor of the leader-election process. The last parameter in the process invocations
indicates that the parent channel is initially not knownhe processes.

12



[* A node may receive anlection or aleader message. */

node(id, chan, init, elec, lid, pC'han) def

r(election(sndrChan)). processElection(id, chan, init, 1,lid, pChan, sndrChan)
+ r(leader(maxid)). processLeader(id, chan, init, elec, lid, pChan, maxid)

/* Node that initiates election process broadcaststion msg and awaitack in stateawait Ack. */

init Election(id, chan, init, elec, lid, pChan) =

b election(chan). await Ack(id, chan, init, 1,id, none)

[* When a node receives afiection message it reaches theocessElection state where it broa

casts theelection message and goes to stateait Ack. */

processElection(id, chan, init, elec, lid, pChan, sndrChan) def

b election(chan). await Ack(id, chan, init, elec, lid, sndrChan)

[* A node in await Ack state may receive aick and reachprocess Ack state or it may nondete
ministically conclude that it has receivedk from all its children in the spanning tree. In the la
case, it declares the leader by broadcastiiigider message if it is the initiator. Otherwise, it se
(unicast) aruck to its parent nodepC'han) with the maximum id in the spanning tree rooted at

node. */

await Ack(id, chan, init, elec, lid, pChan) =

chan(ack (m_am'd)). processAck(id, chan, init, elec, lid, pChan, mazid)
+ [init = 1] bleader(lid). node(id, chan, init, 0, lid, pChan)
+ [init = 0] pChan ack(id, lid). node(id, chan, init, elec, lid, pChan)

[* On receiving amck, a node stores the maximum of the ids receiveddh messages. */
processAck(id, chan,init, elec, lid, pChan, mazid) et
[mazid >= lid) await Ack(id, chan, init, elec, maxid, pChan)

+ [maxid < lid] await Ack(id, chan, init, elec, lid, pChan)

[* On receiving deader message, a node setslitg parameter to thewaxid in theleader message.

If maxid is less thariid, then either the node was not part of the election proces&laral repor
ack to its parent node (probably because it moved away from iesrp In either case, it broadca
its lid as the maximum id. */
processLeader(id, chan, init, elec, lid, pChan, sndrChan, maxid) =
[mazid = lid](

[elec = 1] bleader(mazid). node(id, chan, init, 0, lid, pC'han)

+ [elec = 0] node(id, chan, init, 0, lid, pChan)
)
+ [mawid > lid] bleader(mazid). node(id, chan, init, 0, mazid, pChan)
+ [maxid < lid] bleader(lid). node(id, chan, init, 0, lid, pChan)

i

r-
kter
nds
this

h

sts

Fig. 4. w-calculus encoding of the leader election protocol for MATSE
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M = (va) () (ve) () (ve) (vh) (i) () (1) (v92) (v3) (v9) (55 (v9e) (v97)
(initElection(1,a,1,0,1, none) : {g1, 92}
| node(2,b,0,0,2,none) : {g1,gs,ga}
| node(3, ¢, 0,0,3,none) : {ga}
| node(4,d,0,0,4,none) : {g2, g5}
| node(5,€,0,0,5,none) : {gs}
| node(6, h,0,0,6,none) : {gs, gs, g7 }
| node(7,1,0,0,7,none) : {ge}
| node(8, ,0,0,8, none) : {g7})

Fig. 5.w-calculus specification of leader election protocol for ama@le tree-structured
network.

Verifying the leader election protocol model. Following our earlier encoding of the
semantics of value-passing CCS andﬁlﬁmlculusﬁbl__lb] using the XSB tabled logic-
programming systenEILS], we encoded the transitional séosaof thew-calculus us-
ing Prolog rules. Each inference rule of the semantics is@ed as a rule for a predicate
trans , which evaluates the transition relation of a givercalculus model. We also
encoded a weak bisimulation checker for thealculus in Prolog. The weak version
of the transition relation, abstracting and u-transitions, is encoded as thé&rans
predicate. The predicaté(S1, S2) checks if twow-specificationss1 andS2 are
weak bisimilar. Using this implementation, we verified toldwing correctness prop-
erty for the leader election protocol for MANETEventually a node with the maximum
id in a connected component is elected as the leader of thpa@oent, and every node
connected to it (via one or more hops) learns about it.

The verification was performed on models haviree- andring-structured initial
topologies. A distinguished node (with maximum id, for exdey node 8 marked ‘M’
for “mobile” in Fig. @) was free to move as long as the netwagknained connected.
A mobility invariant was used to constrain the other node®toain connected to their
neighbors. For verification purposes, we added a riimd¢to the model that remains
connected to all other nodes. A node, upon learning its leddevards this infor-
mation to noddinal. After final receives messages from every other node with their
leader ids equal to the maximum id in the network, it perfothesobservable action
action(leader(Maz1d)). The closedv-specification of the protocol was checked for
weak bisimilarity with anw-specification that emitaction(leader(MazxId)) as the
only observable action. Weak bisimilarity between these $pecifications indicates
that the correctness property is true of the system.

We verified the correctness property for networks contgisithrough 8 nodes. Ta-
ble[ lists the states, transitions and time (in secondsdk bur Prolog implementation
of the calculus and weak bisimulation checker to verify thaperty for networks with
initial tree and ring topologies. We consider this impleragion to be a prototype. Its
main purpose is to demonstrate the feasibility and striogihrdness of implementing
the calculus in a tabled logic-programming system. As fitmork, we plan to develop
an optimizing compiler for thev-calculus, along the lines of one for thecalculus
implemented in the MMC model checkE[ZO]. As these prioultssdemonstrate, this
should significantly improve the performance of our impletagon.
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Nodeg Tree Ring
States| Transitions] Time(sec)|| States| Transitions| Time(sec)

5 7 96 0.97 98 118 1.22
6 168 223 3.35 212 281 4.45
7 300 455 11.55 453 664 17.58
8 663 1073 45.85 952 1560 71.22

Table 5. Verification statistics fow-calculus model of leader election protocol.

We observed a number of benefits in usingdhealculus to model the leader elec-
tion protocol for MANETS. (1) The concise and modular natoireur specification is
a direction consequence of the calculus’s basic featurelsiding separation of control
behavior (processes) from neighborhood information (fates), and modeling sup-
port for unicast, local broadcast, and mobility. (2) The ifighconstraints imposed on
the model are specified independently of the control logingia mobility invariant.
For the case at hand, the invariant dictates that all nodhes ttan a distinguished node
(node 8 in Fig[B) remain connected to their initial neigrgdihus, during protocol ex-
ecution, process interfaces may change at will as long antiulity invariant is main-
tained. (3) Our specification of the protocol is given in theté-control sub-calculus
of thew-calculus, thereby rendering it amenable to automatidieation (bisimulation
checking); see also Theoréin 2.

6 Related Work

Several process calculi have recently been developed feless and mobile ad hoc
networks. The closest to our work are CB5# [12], CWS [9], CNlN find CMAN [5].
These calculi provide local broadcast and separate cdytavior from neighborhood
information. However, there are significant differencesdeen these calculi and ours,
which we now discuss. CBSHlZ], based on the CBS procesbralgé [ﬂl], supports
a notion of located processes. Node connectivity inforomais given independently
of a system specification in terms of node connectivity gsaftne effect of mobility
is achieved by nondeterministically choosing a node cativigcgraph from a family
of such graphs when a transition is derived. In contrastutioalculus offers a single,
integrated language for specifying control behavior angheetivity information, and
permits reasoning about changes to connectivity inforonatiithin the calculus itself.

In CWS E], node location and transmission range are a pattit@hode syntax.
Node movement is not supported, although the authors stuggeaddition of prim-
itives for this feature. CWS is well-suited for modeling dm¢level behaviors (e.g.,
interference due to simultaneous transmissions) in vesedystems.

In CMN [E] a MANET node is a named, located sequential prec¢kat can broad-
cast within a specific transmission radius. Both the locatiad transmission radius
are values in a physical coordinate system. Nodes are dasijimas mobile or sta-
tionary, and those of the former kind can move to an arbitlacgtion (resulting in
a tau-transition). Bisimulation as defined for CMN is basaedamotion of physically
located observers. A calculus based on physical locati@yspuose problems for model
checking as a model’s state space would be infinite if looatare drawn from a real
coordinate system.

In CMAN [ﬁ], each node is associated with a spedification Furthermore, each
noden is annotated by @onnection setthe set of locations of nodes to whichis

15



connected. Connections sets thus determine the netwookotpp Synchronous local
broadcast is the sole communication primitive. The corioectet of a node explic-

itly identifies the node’s neighbors. Consequently, whermdenmoves, its neighbors
actively participate by removing from (or adding to) theinoection sets the location
of the moving node. This explicit handling of connectioroimhation affects the mod-
ularity of the calculus’s semantics (the definition of bisiation, in particular), and

may preclude reasoning about open systems. In contrastein-talculus, neighbor-

hood information is implicitly maintained using groupsgtaby permitting us to define
bisimulation relations in a natural way.

Other calculi for mobile processes that have been propaostiliterature include
the r-calculus Ell],bw—calculus |[]4], HOBS|.L_1|3], distributed process calculus [ﬁ],
and the ambient calculus [2]. These calculi could be usedidetrMANETS but not as
in a concise and natural fashion as with thealculus.

7 Conclusions and Future Work

Thew-calculus, introduced in this paper, is a conservativerssite of ther-calculus
that permits succinct and high-level encodings of MANETieyss and protocols. The
salient aspect of the calculus is its group-based suppotoéal broadcast communi-
cation over dynamically changing network topologies. Weetghown that reachability
of system states is decidable for the finite-control fraghwérthe calculus, and late
bisimulation and its weak counterpart is a congruence. Wstihted the practical util-
ity of the new formalism by using it to develop a model of a leadlection algorithm
for MANETS [|H]. We also showed how the calculus’s operagissemantics can be
readily encoded in the XSB tabled logic-programming systém@reby allowing us to
generate transition systems frascalculus specifications. We used this feature to im-
plement a weak bisimulation checker for thecalculus, which we then used to verify
certain key properties of our encoding of the leader eladigorithm of E|7].

We have also considered the problem of addirgaalculus-likemismatctoperator
to thew-calculus Eb], the introduction of which necessitatedtmly of the calculus’s
transitional semantics to a symbolic one. This is to enswaeterms identified as un-
equal do not violate substitution of free names in expressids desired, the congru-
ence results of Sectidih 4 can be established for this exteasi welll[Ib].

As mentioned in Sectidd 5, future work involves the develeptof an optimizing
compiler for thew-calculus, along the lines of one for thecalculus implemented in
the MMC model checkeﬂO]. MMC exploits the use of binary gyronization in the
m-calculus, generating specialized rules from which thediteon system can be derived
efficiently at model-checking time. The MMC compiler enablMC to match the ef-
ficiency of model checkers for non-mobile systems. Extegdinch compilation tech-
niques to broadcast and multicast communication is an opsrlgm. Another avenue
of future work is the development of a compositional modelaker for thev-calculus,
such as of those for CCS and thecalculus ﬂlml]. A model checker of this nature
would permit verification of infinite families of MANETSs. Fally, thew-calculus mod-
els bidirectional connectivity between nodes. Since aeNBANET protocols rely on
unidirectional node connections, it would be fruitful taexd the calculus with such a
modeling capability.
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