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Abstract

We present a computational framework based on tabled resolution and constraint processing for verifying real-time systems. We also discuss the implementation of this framework in the context of the XMC/RT verification tool. For systems specified using timed automata, XMC/RT offers backward and forward reachability analysis, as well as timed modal mu-calculus model checking. It can also handle timed infinite-state systems, such as those with unbounded message buffers, provided the set of reachable states is finite. We illustrate this capability on a real-time version of the leader election protocol. Finally, XMC/RT can function as a model checker for untimed systems. Despite this versatility, preliminary benchmarking experiments indicate that XMC/RT’s performance remains competitive with that of other real-time verification tools.

1. Introduction

In a recent paper [26], we showed that logic programming with tabulation can be used to construct an efficient model checker for untimed systems. In particular, we presented XMC, a model checker supporting XL (an extension of Milner’s value-passing CCS) as the system specification language, and the alternation-free fragment of the modal mu-calculus as the property specification language.

XMC is written in XSB Prolog, where XSB [31] is a logic programming system developed at SUNY Stony Brook that extends Prolog-style SLD resolution with tabled resolution. The principal merits of this extension are that XSB terminates more often than Prolog (e.g. for all datalog programs), avoids redundant subcomputations, and computes the well-founded model of normal logic programs.

XMC is written in a highly declarative fashion. Essentially, it consists of two predicates trans, encoding the transitional semantics of XL terms, and models, defining when an XL term satisfies a given modal mu-calculus formula. All told, the model checker is written in less than 200 lines of XSB Prolog code.

Despite the high-level nature of XMC’s implementation, we were able to—through the judicious use of source-level code optimizations—attain performance comparable to that of highly optimized model checkers such as Spin [20] and Mur[9] on several examples, including some from the test suite contained in the standard Spin distribution. A subsequent paper [12] showed that XMC’s performance can be improved even further by compiling XL specifications into a representation of the low-level automata. Another paper [24] showed how XMC could be extended to handle the full modal mu-calculus, i.e. with alternating fixed points of arbitrary nesting depth.

Our experience with XMC raises the following question: Can tabled logic programming be brought to bear on the problem of verifying real-time systems and what additional technologies are required? Given that many reactive systems of practical interest are real-time in nature, producing a logic-based framework for the verification of real-time systems can be viewed as an important next-step in XMC’s evolution.

In this paper, we present the theory and implementation of a verification framework for real-time systems using the logic-based approach. Systems are specified as collections of timed safety automata [2, 17], a widely used specification formalism for real-time systems. Properties are specified in a real-time extension of the modal mu-calculus introduced in [28] which, for ease of discussion, we refer to as the “timed modal mu-calculus.” We consider here only the...
alternation-free fragment of the timed modal mu-calculus. As discussed below, this sub-logic is a very expressive one.

The main tangible outcome of this investigation is the XMC/RT verification tool. Like XMC, XMC/RT is written declaratively in XSB Prolog but uses the POLINE polyhedra package—a generic constraint solver for linear constraints over the reals [15]—for constraint processing. The combination of XMC and POLINE effectively gives us a Constraint Logic Programming (CLP) system with tabulation.

Despite its use of tabled resolution, XMC/RT is not simply an extension of XMC. In particular, it must construct and manipulate region graphs [2] in order to analyze timed-automata-based specifications of real-time systems, a requirement not present in XMC. Moreover, convex sets of constraints are used to represent regions, and this is the reason that constraint solving is needed in the XMC/RT framework.

Region graphs represent a finite quotient of the inherently infinite state space underlying a timed automaton. Inspired by [28], XMC/RT constructs region graphs locally, or on-the-fly, yielding a quotient that is as coarse as possible in the following sense: refinements of the quotient are carried out only when necessary to satisfy clock constraints appearing in the logical formula or timed automaton used to represent the system under investigation. The local approach can result in the exploration of significantly fewer regions on reasonable examples when compared to a global algorithm, and is consistent with the use of a top-down resolution-based strategy for computing fixed points. This was also the case with XMC in the untimed case.

The advantages of the approach to verifying real-time systems embodied in XMC/RT lie mainly in its versatility and include the following:

- Different styles of analysis can be readily implemented in a single framework, including forward reachability, backward reachability, and model checking of timed modal mu-calculus formulas. Even in the alternation-free case, the expressiveness of the timed modal mu-calculus goes beyond reachability, allowing one to specify properties such as liveness and bounded liveness.

- Timed infinite-state systems, such as those with unbounded message buffers, can be analyzed within this framework if the set of reachable states is finite. This is because Prolog terms are used to represent system states and buffers are encoded as dynamic Prolog list data structures. We illustrate this point on a real-time version of leader election.

- Finite-state untimed systems can be analyzed with little overhead. In particular, a specification that does not utilize clocks, XMC/RT will conduct the analysis in a fashion virtually identical to the resolution-based style deployed by XMC. This capability is illustrated on the i-protocol [11] and (untimed) leader election.

In contrast, most extant tools for verifying real-time systems focus exclusively on either reachability analysis or model checking, and cannot handle specifications that are either untimed or contain unbounded structures. Related work is discussed in greater detail below.

Somewhat surprisingly, XMC/RT’s versatility is achieved without incurring a severe performance penalty. In particular, preliminary experimental data shows that XMC/RT is competitive performance-wise with HyTech and Uppaal on several standard benchmarks. For untimed systems, XMC/RT takes less than 50% additional time compared to XMC.

Related Work

Several researchers have also used constraint logic programming for the verification of real-time and other infinite-state systems. Pontelli and Gupta [14] model real-time systems as CLP programs, and safety properties are verified using reachability queries. Other kinds of correctness properties, such as liveness, are not considered. Their formulation exploits CLP’s handling of constrained variables and hence can verify parametric systems (computing, for instance, values of parameters for which a given property holds). Since, however, their tool is based on a traditional Prolog system with constraints, no termination guarantees are given.

Delzanno and Podelski [8] encode discrete, infinite-state systems (e.g. the bakery algorithm) as CLP programs, and verify CTL properties by computing least and greatest fixed points of the logical consequence operator. The fixed-point computations are implemented as meta-programs in SICStus Prolog. While these computations are intrinsically global, Magic Set transformations [27] are used to make them more goal-directed. In contrast, we use XSB’s evaluation strategy to directly compute fixed points in a goal-directed manner, but add constraint processing via metaprogramming. This approach enables XMC/RT’s performance to approach that of a finite-state model checker (XMC) when the system to be verified has no real-time components. It should be noted that timed systems can be expressed (via explicit manipulation of clocks) using the notation in [8]. Mukhopadhyay and Podelski [25] give
sufficient conditions under which reachability analysis terminates without constructing region graphs. However, the timed modal mu-calculus model checker in XMC/RT can verify a larger class of formulas (such as livelock-freedom) compared to the CTL model checker of [8] or the reachability checker of [25]. As discussed in Section 3, this difference is a significant one computationally.

Urbina [30] models hybrid systems as CLP programs. Various properties of hybrid systems can then be verified by top-down or bottom-up evaluation of the CLP programs. This approach is also based on CLP systems without tabling.

Bjorner et al. [4] and Kesten et al. [21] use deductive approaches to verify real-time systems. They model systems using Clocked Transition Systems, which are fair transition systems extended with clock variables, and use verification rules and verification diagrams to establish the validity of Linear Temporal Logic formulas.

Kwak et al. [22] show how process-algebraic methods can be used to reduce the schedulability problem for real-time systems to a set of equations, a solution to which yields the values of the parameters that make the system schedulable. Equations are solved using integer programming or constraint logic programming.

Another class of model checkers, including Uppaal [23], and the Concurrency Factory [28], use difference bound matrices (DBMs) to represent constraints. While a DBM is a well-tuned data structure for representing constraints that relate at most two variables, and hence ideal for real-time system verification, its use limits these tools to non-parametric analysis. In contrast, HyTech [16] and Kronos [33] are based on a general (polytope) representation for linear constraints over reals. As noted above, XMC/RT also uses a generic constraint solver for linear arithmetic constraints over reals, namely POLINE [15].

**Organization** We begin in Section 2 with a brief overview of timed safety automata, the timed modal mu-calculus, and tabled logic programming. We introduce the constraint-logic-based formulation of XMC/RT and its implementation in Section 3. Experimental results for real-time benchmarks, unbounded real-time systems, and untimed systems appear in Section 4. We offer some concluding remarks in Section 5.

A full version of the paper can be found in [13]. A prototype of XMC/RT is available from the authors upon request, and will be included in the XMC distribution at www.cs.sunysb.edu/~lmc

![Figure 1. Timed Safety Automaton for one process of Fischer’s mutual exclusion protocol.](image)

2. Preliminaries

In this section, we recall the notion of timed safety automaton, give the syntax and semantics of the timed modal mu-calculus, briefly review tabled logic programming, and sketch the issues that arise in integrating constraints with tabled resolution.

2.1. Timed Safety Automata

A **Timed safety automaton** (TSA) is a finite-state automaton extended with real-valued clocks. States of the automaton are associated with identifiers called **locations**. Each transition has an **action** label drawn from a finite alphabet, and may also specify a subset of clocks that are reset upon taking the transition. The conditions under which a transition is enabled are given by **constraints** on clock values. A constraint is a (possibly empty) conjunction of base constraints of the form $\frac{x}{\text{DC}} \geq \frac{c}{\text{CR}} \in \{<,>,=\}$. Each state of the automaton also has an associated **location invariant**: a constraint on clock values that must be satisfied for the automaton to remain in that state.

Intuitively, a TSA operates by taking transitions from location to location. Executing a transition takes no time. If no transitions are taken, time progresses by uniformly incrementing every clock value by an arbitrary real number.

For conciseness of expression, TSAs are usually extended with **discrete** variables, which are non-clock variables that take values over finite domains. This does not increase the expressive power of TSA, since discrete variables can be eliminated by expanding the automaton’s state space.

The example TSA depicted in Figure 1 corresponds to one process (with process id $i$) in Fischer’s mutual exclusion protocol [1]. The automaton has one clock $x_i$ and one discrete variable $k$. Its start state has location $l_0$ and the
state labeled \( l_{CS} \) represents the process’s critical section. The clock \( x_t \) is reset on transitions from \( l_0 \) to \( l_1 \) and \( l_1 \) to \( l_2 \). The transition \( l_1 \) to \( l_2 \) is enabled only when the value of clock \( z_t \) is less than or equal to 2. State \( l_1 \)’s location invariant decrees that the automaton cannot remain in \( l_1 \) once the clock value exceeds 2.

The semantics of a TSA is given in terms of a dense labeled transition system (LTS) whose states correspond to a location in the TSA along with a unique valuation of its clocks. The LTSs are dense since the number of states, as well as the number of transitions from any state may be uncountable. For example, the LTS induced by the TSA in Figure 1 has distinct states of the form \( \langle l_1, v \rangle \) for each real number \( v \leq 2 \). It has transitions from \( \langle l_1, v \rangle \) to \( \langle l_1, v + \delta \rangle \) for all real values \( v \) and \( \delta \) such that \( v < v + \delta \leq 2 \); \( \langle l_1, v + \delta \rangle \) is called a time successor of \( \langle l_1, v \rangle \). The LTS also has transitions from \( \langle l_1, v \rangle \) to \( \langle l_2, 0 \rangle \) for each \( v \leq 2 \) and \( \langle l_2, v \rangle \) to \( \langle l_{CS}, v \rangle \) for each \( v \geq 4 \). The destinations of these transitions are known as the transition successors of the respective sources.

### 2.2. Timed Modal Mu-Calculus

The timed modal mu-calculus, introduced in [28] and derived from the real-time logics of [17, 18], adds time modalities \([\cdot]\) and \([\cdot] \) and resettable formula clocks to the modal mu-calculus. Our encoding of the alternation-free fragment of the timed modal mu-calculus uses the following syntax for formulas:

\[
F ::= tt \mid ff \mid \text{atomic}(C) \mid \text{form}(X) \\
\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{and}(F, F) \mid \text{or}(F, F) \mid \text{neg}(F) \\
\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{diam}(\text{Act}, F) \mid \text{box}(\text{Act}, F) \\
\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{epsdiam}(F) \mid \text{epsbox}(F) \mid \text{reset}(Z, F)
\]

\( X \) is a logical variable and \( tt \) and \( ff \) are propositional constants; \( \text{atomic}(C) \) is a base formula where \( C \) is either an atomic proposition or a constraint over system and formula clocks; \text{and}, \text{or}, \text{and neg} are standard logical connectives; \( \text{diam}(\text{Act}, F) \) (formula \( F \) holds in a state reached after action \( \text{Act} \) is taken \text{without any delay}, i.e. \text{passage of time}) and \( \text{box}(\text{Act}, F) \) (formula \( F \) holds in all states reached after action \( \text{Act} \) \text{without delay}) are dual discrete modal operators; \( \text{epsdiam}(F) \) (after some delay formula \( F \) holds) and \( \text{epsbox}(F) \) (after every delay formula \( F \) holds) are dual real-time modal operators; \( \text{reset}(Z, F) \) defines a new clock local to formula \( F \).

Logical variables are provided for definitions using fixed-point equations of the form \( X := F \) (least fixed point) and or \( X := F \) (greatest fixed point). If the defining equations are stratified with respect to greatest and least fixed point operators, the equation system is called non-alternating.

Given a TSA \( T \), the semantics of a formula \( \phi \) is given with respect to the dense LTS induced by the new TSA \( T' \) constructed from \( T \) by adding the clocks defined in \( \phi \). As with untimed modal logics, the semantics of a timed modal mu-calculus formula \( \phi \) is given by the set of states in the LTS that model \( \phi \), and this state set is defined inductively on the structure of \( \phi \). We can derive a computational procedure for evaluating the semantics of \( \phi \) by choosing an appropriate (constraint) representation of the states sets.

### 2.3. Tabled Logic Programming with Constraints

Tabled-resolution methods in logic programming [5, 29, 6] address the well-known shortcomings of the SLD evaluation mechanism of Prolog, namely, susceptibility to infinite looping, redundant subcomputations, and inadequate semantics for negation. When tabled resolution is used in XSB (by declaring particular predicates to be tabled), the system automatically maintains a table of predicate invocations and answers, using the table for all equivalent invocations after the first one. Many programs that would loop infinitely in Prolog will terminate in XSB because XSB calls a tabled predicate with the same arguments only once, whereas Prolog may call such a predicate infinitely often.

XSB computes the well-founded model for programs with negation: we exploit this ability to compute greatest fixed points as the negations of least fixed points.

The XSB system has no in-built support for constraint processing. Hence, we integrate an external constraint solver with the native logic programming engine. Our integration separates constraint processing from the control aspects of fixed-point evaluation. The constraint solver determines an internal representation for constraints, and assigns handles to constraints. The XSB engine identifies constraints only by these handles, and invokes the solver for any operation that involves constraint handles.

### 3. CLP-Based Formulation and Implementation

In this section, we describe the CLP-based formulation of the verification framework for real-time systems that forms the basis for XMC/RT.

**Reachability:** Consider the XMC system for verifying (untimed) properties of finite-state systems. There we encoded reachability analysis and the semantic equations for
the modal mu-calculus in Horn-clause notation, and evaluated the logic program using tabled resolution. The clauses from the XMC model checker [26] for reachability analysis are as follows:

```
:- table reach/2.
reach(X,Y) :- trans(X,Y).  
reach(X,Y) :- reach(X,Z), trans(Z,Y).  
reach/2 indicates that reach is a binary predicate. 
trans(X,Y) means that there is a transition from X to Y by any label.

diam formulas can be handled similarly to the case of reachability analysis. The semantic equation for a diam formula is:

$$[[\text{diam}(a,F)]] = \{s \mid \exists \tau s \xrightarrow{a} \tau \text{ and } \tau \in [[F]]\}$$

The corresponding clause from XMC is:

```
:- table models/2.
mmodels(S, diam(Act,F)) :- trans(S, Act, T), models(T, F).
```

specifying that a state S models a formula diam(Act,F) if there exists a state T such that there is transition from S to T with label Act and T models F.

This encoding can be used as is for timed systems if one interprets the predicates reach and models as constraint logic programs; i.e. we interpret S as a single finite representation of a (possibly infinite) set of states. For example, consider the (infinite) LTS induced by the TSA in Figure 1. A finite representation such as $$\langle l_0, x_i \geq 4 \rangle$$ represents the infinite set of LTS states with location $$l_0$$ and with value of $$x_i$$ no less than 4. This encoding can be evaluated by using any complete inference procedure for logic programs, such as bottom-up evaluation or tabled resolution, as long as the trans relation produces only finitely many distinct constraints T for any given constraint S.

We use this encoding for verifying reachability and safety properties in the timed case. This approach is similar to the approaches taken in [14, 8] for safety properties and CTL formulas, respectively. Backward reachability analysis for real-time systems can also be encoded in a similar fashion, with the help of a predicate that computes transitions backwards, i.e. given a constraint representing a set of target states, it computes a constraint representing the set of source states.

The formulation of forward and backward reachability as well as diam formulas for real-time systems has been implemented in XSB using an external library for constraint solving. Specifically, we used PLINE, a library for manipulating convex polyhedra over n-dimensional real space [15] for constraint solving, and connected to it using XSB’s foreign-language interface.

**Timed Modal Mu-Calculus:** Reachability analysis and diam formulas involve only existential quantifications. We now consider universal quantifications. The box formulas in untimed modal mu-calculus contain universal quantifications over finite number of target states by transitions labeled by Act. These formulas can be handled using the Prolog construct findall, which is used to collect all target states of a given state. However, the semantics of the epsbox modality is defined as:

$$[[\text{epsbox}(F)]] = \{\langle l, \pi \rangle \mid \forall \delta \geq 0 \langle l, \pi \rangle \xrightarrow{\delta} (l, \pi + \delta) \}
\Rightarrow \langle l, \pi + \delta \rangle \in [[F]]\}$$

Since the universal quantification is over (uncountable) clock values, the operational encoding using findall is not applicable.

We overcome this problem by encoding the elimination of the universally quantified variable directly as a built-in constraint operation. Let S be a set of states with the common location l and inv(S) be the location invariant of l. Let $$v, v'$$ represent states and D be a variable such that $$D \notin C$$, where C is the set of clock variables. Furthermore, let $$v + D$$ represent a state where the value of all clock variables in v is incremented by D. We define

```
univ_elim(D, Goal, SD, SS) :=
```

the univ_elim operation can be implemented through two difference operations over polyhedra and existential elimination. Notice that the univ_elim operator requires direct manipulation of the solutions to Goal. Typically Goal is a call to the predicate models. Thus instead of using a binary predicate models and let the CLP system implicitly return answers by binding additional constraints, we modify the binary models predicate to derive a ternary predicate models(S, F, SS). Given a set of states S, and a formula F, the ternary models explicitly returns SS, which contains only states in SS that models F. in order for the correct computation of the elimination of universal quantification, models(S, F, SS) must also return all states in S that model F all at once. We ensure this by defining models as an aggregation over another relation models1, which is identical to models except that it is not required to return all states in SS that models F at once. The most interesting fragments of the definition of models and models1 are given below.
that SS

inverse_trans(TS, Act, S, SS)

given a constraint 

such that the targets of SS by Act-

transitions, which are in the list TS, models F.

Correctness of the model-checking algorithm The key to the correctness proof is the definition of a semantic function \( h \) lifting the point-based semantics of the timed modal mu-calculus to a region-based semantics. Intuitively, given a formula \( \Phi \) and a set of states \( S \), \( h \) returns the subset of states in \( S \) that models \( \Phi \). The Horn clauses appearing in the formulation of the model checker can be seen as a direct translation of the semantic function \( h \). See [13] for the details.

Optimizations The logic program implementing the model checker can be subjected to several optimizations, two of which are described below.

Call abstraction: Logically speaking, a query of the form \( p(t) \) is equivalent to the query \( p(X) \), \( X = t \), for any term \( t \). In a tabled logic programming environment, such an abstraction can improve performance since two distinct queries of the form \( p(t_1) \) and \( p(t_2) \) with overlapping answer sets now share the answer computations. In our model checker, a call to models(S, F, SS) can be replaced by models(S', F, SS') where \( S' \) is the set of states obtained by abstracting from \( S \) all clock constraints except the location invariants.

Early completion: The aggregation predicate union collects answers from all the rules that match the current call to models1. Clearly, answer generation can be stopped as soon as the partial union covers the solution space. For instance, consider a call of the form models1(S, or(X1, X2), SS), which results in a call to models(S, X1, SS). If this call results in an answer SS such that \( S \Rightarrow SS \), then the subsequent call to models(S, X2, SS) can be eliminated.

4. Experimental Results

In order to gauge XMC/RT’s performance as a real-time verification tool, we consider two example systems that have become widely accepted benchmarks in the real-time community: (1) Fischer’s mutual exclusion protocol [1] for 2, 3, and 4 processes; and (2) a bridge-crossing system, adapted from [32]. Specifically, we compare XMC/RT’s performance on these benchmarks to that of HyTech version 1.04, and UPPAAL version 3.0.40. These are the latest versions of HyTech and UPPAAL currently available. Both tools perform reachability analysis: forward and backward reachability in the case of HyTech; forward reachability only in the case of UPPAAL.
Fischer’s mutual exclusion protocol Fischer’s mutual exclusion protocol controls access to a critical section using a turn variable $k$ and by imposing timing constraints on when the turn variable can be modified. The protocol is modeled as the parallel composition of $n$ TSAs, each of which has the structure of the TSA depicted in Figure 1. We verify three properties of the protocol.

- **Safety**: at most one process is in the critical section at any time.
- **Possibility**: from all states $s$ reachable from the initial state, a state with exactly one process in the critical section can eventually be reached.
- **Liveness**: from all states $s$ reachable from the initial state, every evolution of the system eventually reaches a state with exactly one process in the critical section.

The bridge-crossing system In the bridge-crossing system, a controller schedules the crossing of two trains across a bridge that has only one track. The system is modeled as the parallel composition of three TSAs: a controller process and two train processes. The controller uses synchronization signals to control the movement of the trains, and it keeps a list $L$ of trains on the bridge or waiting to cross the bridge. Initially, both trains are far away, the bridge is free, and $L$ is empty. Train $i$ emits the signal $app_{i}$ as it nears the bridge. If the bridge is free, the controller allows the train to proceed. Otherwise, the controller sends the signal $stop_{i}$ to stop the train. It will send the signal $go_{i}$ to let the train cross the bridge when the the bridge eventually becomes free.

We consider three correctness properties.

- **Safety**: the trains are not on the bridge at the same time.
- **Liveness**: a train will always eventually cross the bridge.
- **Bounded Liveness**: a train leaves the crossing within 50 time units of its approach.

Benchmarking results Table 1 contains the running times we obtained for Fischer’s mutual exclusion protocol and the bridge-crossing system. In the case of Fischer’s protocol, we considered 2, 3 and 4 processes. All properties of interest can be expressed in the timed modal mu-calculus and can thus be verified using XMC/RT’s model checker for that logic. Safety can also be verified using forward or backward reachability, while the possibility property can be verified by combining forward and backward reachability. Because UPPAAL does not support backward reachability, possibility results are not given for that tool. By introducing a monitor automaton into the bridge-crossing system, the bounded-liveness property can also be verified using forward or backward reachability.

Liveness cannot be verified using reachability analysis and thus results in this case are presented only for XMC/RT. Because for both HyTech and XMC/RT, backward reachability is much faster than forward reachability, we present the data obtained from backward reachability whenever a property can be verified using either technique.

All data was obtained on a Sun Enterprise 4000 with 2GB memory running Solaris 5.2.6. Two sets of data were obtained for UPPAAL: without the -D option (UPPAAL1) and with the -D option (UPPAAL2). The -D option causes UPPAAL to disable deadlock warnings, and results in markedly lower execution times in some of the benchmarking runs. Overall, the data indicates that XMC/RT is competitive with HyTech on the Fischer and bridge-crossing benchmarks but significantly less so with UPPAAL, with the exception of the 4-process Fischer’s protocol when the -D option is not used. This is to be expected in the following sense. Both XMC/RT and HyTech rely on POLY-LINE as a general constraint solver for convex polyhedra. UPPAAL, on the other hand, uses clock difference diagrams (CDD), a BDD-like data structure for representing and efficiently manipulating certain non-convex subsets of the Euclidean space, such as those encountered during verification of timed automata. The use of a general (polytope) representation for linear constraints over the reals permits parametric analysis (available in HyTech planned for XMC/RT) to be performed, while more restricted data structures such as DBMs (difference bound matrices) and CDDs do not. DBMs and CDDs, however, are more efficient.

In further comparing XMC/RT and HyTech, both tools exhibit similar performance on backward reachability. Comparable performance is also obtained in these cases using XMC/RT’s model checker and this is likely attributable to the call-abstraction optimization discussed above. The table also shows that XMC/RT is slower than HyTech for verifying the the possibility property of the 4-process Fischer’s protocol. This is due to an inefficient subsumption check in our prototype implementation. In particular, every time a region is visited, a table lookup is performed to ascertain whether the region has been visited previously. Indexing techniques that can speed up this check are currently under investigation. We plan to implement them as a part of a fully integrated tabled logic-programming system with constraints.

The verification of bounded liveness using XMC/RT’s timed mu-calculus model checker is slower than the corre-
Table 1. Running times (seconds) for the verification of Fischer’s mutual exclusion protocol and the bridge-crossing system. “reach” stands for reachability.

<table>
<thead>
<tr>
<th>System</th>
<th>Property</th>
<th>XMC/RT</th>
<th>HyTech</th>
<th>UPPAAL1 w/o -D</th>
<th>UPPAAL2 with -D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mu-calc</td>
<td>reach</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fischer</td>
<td>Safety</td>
<td>0.08</td>
<td>0.05</td>
<td>0.11</td>
<td>0.01</td>
</tr>
<tr>
<td>2 proc</td>
<td>Possibility</td>
<td>0.24</td>
<td>0.20</td>
<td>0.44</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Liveness</td>
<td>0.36</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fischer</td>
<td>Safety</td>
<td>0.84</td>
<td>0.46</td>
<td>0.99</td>
<td>0.30</td>
</tr>
<tr>
<td>3 proc</td>
<td>Possibility</td>
<td>4.13</td>
<td>4.08</td>
<td>5.30</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Liveness</td>
<td>1.54</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fischer</td>
<td>Safety</td>
<td>11.4</td>
<td>9.0</td>
<td>8.7</td>
<td>21.6</td>
</tr>
<tr>
<td>4 proc</td>
<td>Possibility</td>
<td>105</td>
<td>201</td>
<td>103</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Liveness</td>
<td>33.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bridge</td>
<td>Safety</td>
<td>0.19</td>
<td>0.17</td>
<td>0.14</td>
<td>0.03</td>
</tr>
<tr>
<td>Crossing</td>
<td>Bounded Liveness</td>
<td>7.0</td>
<td>1.19</td>
<td>1.19</td>
<td>2.18</td>
</tr>
<tr>
<td></td>
<td>Liveness</td>
<td>0.8</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

sponding (unbounded) liveness analysis. This is because the time bound in the formula induces extra splitting of regions and also reduces the potential for the early-completion optimization.

4.1. A Real-Time Version of Leader Election with Unbounded Message Queues

In a leader-election protocol [10], \( n \) nodes, connected by unbounded buffers, form a ring. The nodes are identical except they have unique identifiers. Each node sends messages to its neighbor on the right and receives messages from its neighbor on the left, comparing the messages with its local variables, until eventually exactly one node is elected as the leader. Although the protocol uses unbounded buffers as the communication media, each buffer in fact holds only a finite number of messages during the protocol’s execution.

We extend the leader-election protocol by placing timing constraints on the sending actions of the nodes so that each message must be transmitted within 5 time units. This real-time protocol has the property that there is an upper bound on the elapsed time before a leader will be elected.

In our specification of the protocol, there is one process per node and one process per medium; each process is modeled as a TSA. Once a buffer becomes non-empty, the corresponding TSA is required to send a message within 5 time units. The unbounded buffers of the medium processes are modeled naturally in XMC/RT using Prolog lists. To illustrate this technique, the following clause of the trans predicate describes how the local variable Buf of a medium process is updated when message Msg is received over channel chan. The process moves from location empty to nonempty upon this transition.

\[
\text{trans}((\text{empty}(\text{Buf}), R), \text{in}(\text{chan}(\text{Msg})), \text{nonempty}(\text{([Msg|Buf]}, R)).
\]

We used XMC/RT’s model checker for the timed modal mu-calculus to verify both unbounded and bounded liveness for a two-node leader-election system. The unbounded liveness property requires that a leader is eventually elected, while the bounded liveness property requires that a leader is elected within 40 time units. The time bound is 40 because the protocol requires two rounds of message passing before a leader can be elected. In each round, the nodes simultaneously transmit two messages each; this, plus the time required by the medium processes, leads to the requirement of 20 time units per round.

XMC/RT needed 1.1 seconds for the verification of the unbounded liveness property and 13.4 seconds for the bounded liveness property. As discussed above, although there are unbounded buffers in the protocol, XMC/RT was able to verify these properties because it combines local model checking with the dynamic data structures (lists) offered by the XSB tabled logic programming system.

4.2. XMC/RT for the Verification of Untimed Systems

Recall (Section 3) that in XMC/RT, each predicate invocation of the form \( \text{models}(\mathcal{S}, F, \mathcal{S}_R) \) computes a maximal subset of states in \( \mathcal{S} \) that models formula \( F \). More precisely, \( \mathcal{S} \) is a set of states (from the dense LTS representing
the semantics of the TSA under investigation) corresponding to a pair \((l, R)\), where \(l\) is a location in the TSA and \(R\) is a region (constraint). In contrast, in XMC, the corresponding invocation is of the form \(\text{models}(S,F)\) which simply succeeds or fails depending on whether the single state represented by \(S\) models \(F\). Now, when \(\text{models}(SS,F,SR)\) is invoked and the Prolog variable representing the region underlying \(SS\) is \textit{unbound}, this region will be interpreted as the constraint “true”. In this case, the rules in XMC/RT for the untimed operators of the timed modal mu-calculus do not perform any computations on regions, and the behavior of XMC/RT thus closely resembles that of XMC. That is, XMC/RT can effectively analyze \textit{untimed} systems by ensuring that region variables are unbound. In order to estimate the overhead attributable to this more complex formulation of the \text{models} predicate as well as to XMC/RT’s constraints interface, we compared the performance of XMC/RT with that of XMC for verifying untimed systems.

Table 2 documents the performance of XMC and XMC/RT on the 7-process leader election protocol (adapted from the Spin benchmark suite), and on the sliding-window protocol found in GNU uucp called the i-protocol. Three basic properties of leader election were verified. For the i-protocol, we checked for the existence of a livelock error, for “fixed” (correct) and “buggy” versions of the protocol, window sizes 1 and 2. The data for XMC in Table 2 is taken from [12].

Our results indicate that the performance of the real-time model checker XMC/RT approaches that of the finite-state model checker XMC. It should be noted that XMC’s performance for the i-protocol is comparable to that of Spin and Mur\(\ddot{e}\)r [11, 12, 19]. Thus, we see that in XMC/RT, the structures for handling real-time verification lead to very little overhead when applied to finite-state systems.

5. Conclusions

We have shown how a careful integration of tabled resolution and constraint processing can yield a computational framework that is well suited to model checking real-time systems. Our real-time model checker, XMC/RT, is written in a highly declarative manner (approx. 350 lines of Prolog code, not counting, of course, the POLINE package), utilizes a local approach to region-graph construction, and can handle real-time and untimed systems with unbounded structures.

Future work includes integrating constraints directly into the XSB tabled logic programming system, i.e. at the engine level [7]. We expect considerable improvement in performance in an XMC/RT built on top of such a CLP system, and would like to verify this conjecture experimentally.
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