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ABSTRACT

B-trees are the data structure of choice for maintaining searchable data on disk. However, B-trees perform suboptimally
• when keys are long or of variable length,
• when keys are compressed, even when using front compression, the standard B-tree compression scheme,
• for range queries, and
• with respect to memory effects such as disk prefetching.

This paper presents a cache-oblivious string B-tree (COSB-tree) data structure that is efficient in all these ways:
• The COSB-tree searches asymptotically optimally and inserts and deletes nearly optimally.
• It maintains an index whose size is proportional to the front-compressed size of the dictionary. Furthermore, unlike standard front-compressed strings, keys can be decompressed in a memory-efficient manner.
• It performs range queries with no extra disk seeks; in contrast, B-trees incur disk seeks when skipping from leaf block to leaf block.
• It utilizes all levels of a memory hierarchy efficiently and makes good use of disk locality by using cache-oblivious layout strategies.

Categories and Subject Descriptors: E.1 [Data Structures]: Arrays, Trees; E.5 [Files]: Sorting/searching; H.3.3 [Information Storage and Retrieval]:


Keywords: cache oblivious string B-tree, locality preserving front compression, packed-memory array, range query, rebalance.

1. INTRODUCTION

For over three decades, the B-tree [4, 16] has been the data structure of choice for maintaining searchable data on disk. B-trees maintain an ordered set of keys and allow insertions, deletions, searches, and range queries. Most implementations employ B+-trees [16, 26], in which the full keys are all stored in the leaves, but for convenience we refer to all the variations as “B-trees.”

Traditional B-trees perform suboptimally in several respects:
• The theoretical and practical performance of B-trees degrades when keys are long or vary in length.

• Keys often share large prefixes, and are thus typically stored using front compression [5, 15, 26, 32] within blocks. Front compression exhibits a tradeoff between the compression factor and the memory locality for decompression. B-trees make this tradeoff suboptimally.
• Range queries use disk hardware inefficiently because each leaf block fetched may require a random disk seek. Random block accesses perform two orders of magnitude more slowly than sequential block accesses for disk. Seeks to nearby tracks are nearly an order of magnitude faster than random seeks.
• B-trees do not take advantage of memory effects such as disk prefetching, especially when variable amount of prefetching is performed.

Inefficiency in each of these respects can reduce performance significantly. Although some of these issues are addressed individually in the literature, as discussed below, there are no previously known search structures that address all these issues effectively.

This paper presents a cache-oblivious string B-tree (COSB-tree) data structure that is efficient in all four respects. The rest of this section states our results.

Variable-length keys. Traditional B-trees do not handle large keys well. Typically, they pack small keys in blocks, but for large keys the pack a pointer to the key, which is stored elsewhere. They choose arbitrarily which key to promote to a parent when a block is split and often bias their choice toward promoting long keys. In principle, it is better to store short keys near the top of the tree, but it is also better to split the search space into nearly even pieces. There are no known techniques for addressing both issues simultaneously in a dynamically changing B-tree.

The string B-tree [19] handles keys of unbounded size efficiently. In the string B-tree, an insertion of a new key \( \kappa \) uses \( O(1 + \|k\|/B + \log B N) \) block transfers, where \( \|k\| \) is the length of key \( \kappa \) and \( N \) is the number of keys in the tree. This block transfer complexity is nearly optimal in the traditional Disk Access Machine model [1], where there is a single fixed memory-transfer size, \( B \), since it trivially takes at least \( \|k\|/B \) transfers to read \( \kappa \), and \( O(\log B N) \) is the cost of insertion in a B-tree, even when all keys have unit length. See Figure 1 for a glossary of notation.

<table>
<thead>
<tr>
<th>( \kappa ) Key</th>
<th>( Q ) Query result (a key set)</th>
<th>( D ) Set of keys (a dictionary)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q ) Query result (a key set)</td>
<td>(</td>
<td>D</td>
</tr>
<tr>
<td>( B ) Block size</td>
<td>(</td>
<td>D</td>
</tr>
<tr>
<td>( N ) Size of front compressed ( D )</td>
<td>(</td>
<td>D</td>
</tr>
</tbody>
</table>

Figure 1: Glossary of symbols.

A range query for keys \( \kappa \) and \( \kappa' \) returns all keys \( \mu \) such that \( \kappa \leq \mu \leq \kappa' \) lexicographically. In a string B-tree, a range query uses \( O(1 + (\|k\| + \|k'\|) + |Q|/B + \log B N) \) block transfers, where \( Q \) is the set of result keys and \( |Q| \) is the sum of their lengths.\(^1\)

\(^1\)The complexity of range queries, as reported in [19], has an ad-
for a single key \( \kappa \) is a special case of a range query and therefore uses \( O(1 + |\kappa|/B + \log N) \) block transfers.

The string-B-tree paper [19] also describes a prefix-search operation, but a prefix search is a special case of a range query. A slower version of the string-B-tree [19] also supports substring queries. Since our goal is to support heterogeneous key sizes in traditional database applications, we do not address substring queries here and compare our results to the faster string B-tree that does not support substring queries.

The string B-tree is deterministic and the performance bounds given are worst-case (that is, not amortized), but it does not support compression, disk prefetching, or disk-seek-efficient range queries. The cache-oblivious string B-tree we present here also supports keys of unbounded length efficiently. It is amortized for updates and randomized, but is efficient with respect to compression, prefetching, and disk seeks.

**Compression.** Many practical B-trees (e.g. [30]) employ front compression [5, 15, 26, 32] within blocks to reduce the amount of memory required for the keys, but string B-trees [19] do not. Thus, the size of a string B-tree is \( \Theta(|D|) \). Front compression reduces space by storing each key \( \kappa \) as a pair \((\ell, s)\), where \( \ell \) is the length of the longest common prefix between \( \kappa \) and \( \kappa^' \)'s predecessor, and \( s \) is the suffix of \( \kappa \) starting at position \( \ell + 1 \). This strategy pays off when keys are stored lexicographically, which maximizes the average longest common prefix between adjacent keys. Although front compression is not optimal with respect to the entropy bound of the strings, it is used in many implementations of B-trees.

To decode a key, one decodes the previous key. This procedure might require scanning back to the beginning of the entire dictionary. To mitigate this problem, each node of a B-tree is front compressed separately. “Blocked” front compression may yield a poor compression rate compared to front compression of the entire dictionary, however. Thus, there is a tradeoff between the effectiveness of front compression and the cost of decompression. Larger blocking improves the former and worsens the latter.

We introduce a modified front-compression scheme for the cache-oblivious string B-tree that simultaneously achieves a decomposition complexity that is linear in key length and an overall compression that is within an arbitrarily small constant of the optimal front compression. Specifically, we compute dictionary \( D \) into \((1 + \varepsilon)|D|\) bits, where pure front compression uses \(|D|\) bits, and we decode a key \( \kappa \) in \( O(|\kappa|/\varepsilon B) \) memory transfers, for any \( \varepsilon > 0 \). Using our improved front-compression scheme, our cache-oblivious string B-tree uses space \( O(|D|) \) to store dictionary \( D \).

**Cache-obliviousness, disk prefetching, and range queries.** Both traditional and string B-trees are based on the assumption that there is a single block-transfer size \( B \) for which the data structure should be optimized. For example, many B-trees used in practice are optimized assuming that the unique block-transfer size is 4096 bytes. If the keys are of constant size, then a B-tree achieves a fanout of \( \Theta(B) \), which implies that a search uses \( O(1 + \log B N) \) block transfers.

Real memory systems are not so simple. The memory hierarchy is composed of several levels of cache, main memory, and disk, but there are other levels between these. For example, the disk cache sits between main memory and the rest of the disk. When the disk system services a request for a disk block, the disk first checks whether the requested block is in the disk cache, and if so, returns the block. Otherwise, the disk seeks to the appropriate track, reads the block, and prefetches the track. Thus, the effective block-transfer size may be much larger than a disk block. Indeed, sequential disk-block accesses typically run over two orders of magnitude faster than random disk-block accesses. However, disk tracks vary in size and heavy loads can pollute the relatively small disk cache quickly, evicting blocks before they have a chance to be requested. Therefore the effective block-transfer size between these two levels of memory is highly variable.

The cache-oblivious \((CO)\) model [21] enables us to design algorithms that achieve data locality simultaneously for all block sizes. Such algorithms are on-line optimal with respect to changing block sizes in the disk system as well as simultaneously optimal at all levels of the memory hierarchy. In the cache-oblivious model, the objective is to minimize the number of transfers between two levels of the hierarchy. However, unlike traditional external-memory models [1], the parameters \( B, \) the block size, and \( M, \) the main-memory size, are unknown to the coder or the algorithm. The main idea of the CO model is that if it can be proved that some algorithm performs a nearly optimal number of memory transfers in a two-level model with unknown parameters, then the algorithm also performs a nearly optimal number of memory transfers on any unknown, multilevel memory hierarchy. Cache-oblivious data structures are more portable than traditional external-memory data structures, since they avoid any tuning parameters. CO algorithms do not try to measure the machine’s cache and adjust their behavior accordingly. Rather, they are optimized for every level of granularity throughout their execution without any tuning.

It has been shown [9–11, 13] how to implement cache oblivious B-trees for fixed-size keys. The cache-oblivious B-tree supports efficient range queries because of the packed-memory array (PMA) structure [9], which maintains the search keys tightly packed in order in memory. Thus, a range query consists of one memory-optimal search, followed by a scan within an array. This scan does not incur any more random disk seeks since the items being scanned are physically in order on disk. In contrast, B-trees may have their relatively-small leaf blocks scattered throughout a disk in any order, and if the effective block size is large, then range queries are far from optimal.

Recently, Brodal and Fagerberg [12] describe a static cache-oblivious string B-tree. It supports cache-oblivious searches with the same bounds as the original string B-tree but does not allow updates. Their paper works by physically laying out the tree in memory with duplications, and it seems difficult to make it dynamic.

In this paper we present a B-tree structure that supports variable-size key insertions, deletions and searches, near optimal front compression and decoding, and is cache-oblivious.

**Experimental motivation.** Cache-oblivious data structures have interesting theoretical properties, as outlined above. Here we present experimental validation for their on-disk performance. Previous work has focus on their in-memory performance.

We implemented B-trees from the literature for fixed size keys. We placed versions of each data structure into a memory-mapped file, taking care that the data structure was significantly larger than main memory. For static B-trees we employed a breadth-first layout: The root block appears first in the file, followed by the children of the root, followed by the first child’s children, and so forth. For static CO B-trees, we used a van Emde Boas layout [29]. The static trees were packed 100% full with data, and since the trees are static, we did not even allocate space for pointers to the children.
We implemented a dynamic B+tree [16] and a dynamic CO B-tree [10, 11].

We ran our experiments on two different machines. The small machine is a 300MHz Pentium II with 128MB of RAM and a 4.3GB ATA disk running Redhat 8.0, Linux Kernel 2.4.20. The large machine is a 4-processor 1.4GHz Opteron 840 with 16GB of memory and a 72GB IBM Ultrastar 10,000RPM SCSI-320 disk running SUSE Linux 2.4.19.

Figure 2 shows the results of our experiments on static trees. We measured the time to perform 1000 searches on random keys. For each measurement, before starting the first search, we flushed the filesystem cache by remounting the filesystem.

For static trees, it is clear that the advertised disk-block size of 4096 bytes is far too small, underperforming big-block B-trees and CO B-trees by 30–50%. But very large blocks perform poorly as well. On the small machine the optimal block size is 32KB, and on the big machine it is 256KB. On the small machine, the B-tree managed to outperform the CO B-tree by 3% in the best case, but in all other cases the CO B-tree outperformed the B-trees. We conclude that although there are some situations where a carefully tuned static B-tree can squeeze out an advantage against a static CO B-tree, static CO B-trees provide much more robust performance and can usually outperform even carefully tuned static B-trees.

Figure 3 shows the results for dynamic CO B-trees based on the PMA construction of [9]. This dynamic CO B-tree has good amortized performance, but very occasionally must rebalance the entire tree, which is expensive when the tree does not fit in main memory. Figure 3 shows that for inserting the first 440,000 random elements, the CO B-tree outperforms any of the traditional B-trees. Big-block B-trees perform poorly for insertions. But sometime before the 450,000th insertion, the CO B-tree reorganizes its whole data structure, at which point it falls behind the small-block B-trees by about a factor of two. For range-queries and random searches where all the leaves of the tree are scanned in order, the big-block B-trees outperform the small-block B-trees, and slightly beat the CO B-tree. For many applications, the big-block B-trees would have unacceptable costs for insertions, and the small-block B-trees are not as fast as the CO B-tree. This suggests that CO B-trees could be a practical way to improve performance of databases and file systems.

As a sanity check, we compared the performance of our traditional and CO B-trees to the Berkeley DB [30], a high-quality commercially available B-tree. The Berkeley DB with the default buffer-pool allocation is much slower than our implementation, but is comparable once the parameters are tuned. Berkeley DB supports variable-sized keys, crash recovery, and very large databases, none of which our implementation supports, and so one should not read too much into these data. It simply suggests that we did a reasonable job implementing our B-trees.

Our experiment is biased in favor of the B-trees because the B-trees were “young,” that is, blocks are allocated sequentially. The dynamic CO B-tree data structure ages well, whereas B-trees age poorly, a fact well documented in the context of filesystems [31]. We simulated an aged B-tree in which the blocks are randomly placed on disk (shown as “Random block allocation” in Figure 3, and found that all operations, including insertions and range queries can slow down dramatically, sometimes by two orders of magnitude. (Perhaps this setup should be called “super-aged”, since real B-trees are unlikely ever to allocate their blocks completely randomly.) We view the fact that the CO B-trees do not age as a significant advantage for databases and filesystems.

Summary of Results. In this paper we present a solution to the variable-key-length indexing problem. Our new data structure, the cache-oblivious string B-tree is simultaneously efficient for all block sizes and has the following performance:

- Insertions require $O(1 + \|x\|\log^2(\|D\|)/B + \log_B N)$ memory transfers with high probability (w.h.p.).
- Searches and successor/predecessor queries, require an optimal $O(1 + \|x\|/B + \log_B N)$ memory transfers w.h.p..
- Range queries require an optimal $O(1 + \|x\| + \|x\|/B + \log_B N)$ block transfers w.h.p.. The result set $Q$ is returned in compressed representation and can be decompressed in an additional $O(|Q|/B)$ memory transfers, which is optimal for front compression. Because COSB-trees store all keys in order on disk, range queries involve no extra disk seeks.
- The space usage is $O(|D|)$. In contrast, string B-trees and per-block front-compressed B-trees use more space, $O(|D|)$ and $O(\min(|D|, B/|D|))$, respectively.
- The COSB-tree is cache oblivious. Thus, it is on-line optimal with respect to disk prefetching and efficient at all levels of the memory hierarchy.

An important component of the COSB-tree, of independent interest, is the front-compressed packed-memory array (FC-PMA) data structure. The FC-PMA maintains a collection of strings $D$ stored in order, with a modified front compression. The FC-PMA has the following properties:

- For any $\varepsilon$, the space usage of the FC-PMA can be set to $(1 + \varepsilon)|D|$, while enabling a string $x$ to be reconstructed with $O(1 + \|x\|/(\varepsilon B))$ memory transfers.
- Inserting and deleting a string $x$ into an FC-PMA requires $O(|x|/(\log^2(|D|)/\varepsilon B))$ memory transfers.

The advantage of the COSB-tree, as summarized above, is that keys are kept physically in sorted order on disk, so that range
queries use a minimum number of disk seeks. If we relax our conditions to match those of the string B-tree, that is, range queries return pointers to keys and the strings are not kept compressed, we can match the string B-tree bounds in an amortized sense. That is, we can achieve $O(1 + |k|/B + \log_B N)$ amortized transfers to insert $k$ by using the amortized scanning structure from [6]. In many applications, range queries must retrieve the strings, so we present the version outlined above, without the structure from [6]. Moreover, in many applications, keeping order on disk is worth some loss in theoretical bounds, in order exploit to prefetching mechanisms by the disk and operating system.

**Roadmap.** The rest of this paper is organized as follows. In Section 2, we describe an internal-memory algorithm for dictionary matching that forms the basis for the COSB-tree. In Section 3, we give a static COSB-tree, and explain the static version of locality-preserving front compression. In Section 4, we show how to dynamize this static structure, including an explanation of the FC-PMA.

2. **Dictionary Matching in Internal Memory**

In this section we review an internal memory (RAM) data structure for the dictionary-matching problem [3, 28], which we develop into the COSB-tree. In the dictionary-matching problem the goal is to preprocess a dictionary $D$ of keys $\{k_1, k_2, \ldots, k_N\}$ to answer the following queries:

- **MEMBER($k$):** Determine whether $k \in D$.
  
  RAM time: $O(|k| + \log N)$.

- **PRED($k$):** Return the maximum $k' \in D$ such that $k' < k$.

  RAM time: $O(|k| + |\text{PRED}(k)| + \log N)$.

- **SUCC($k$):** Return the minimum $k' \in D$ such that $k' > k$.

  RAM time: $O(|k| + |\text{SUCC}(k)| + \log N)$.

We solve this problem using divide-and-conquer by exploiting the following observation: Let $T$ be the compacted trie$^3$ of $D$. Then there is a centroid vertex $\tau$ in $T$ that has at least $N/3$ and at most $2N/3$ descendants. Throughout, we identify a trie node with the string obtained by tracing from the root to that node. To answer MEMBER($k$) we determine whether $\tau$ is a prefix of $k$ (in which case, we say that $k$ matches $\tau$). If $k$ matches $\tau$, then we recuse into the trie rooted at $\tau$, the so-called down trie. Otherwise, we recuse into the trie obtained by excluding $\tau$ and its subtree, the so-called up trie. Either way, we eliminate a constant fraction of the trie from consideration. The centroid tree of $T$ is obtained by making $\tau$ the root, where $\tau$’s children are the recursively defined centroid trees of $\tau$’s up and down tries.

To achieve the required time bounds, we cannot simply compare the letters of $\tau$ and $k$ to determine if they match. Each comparison could take time $\Omega(|k|/\log N)$, yielding a run time that could be $\Omega(|k|/\log N)$. Instead, we employ a hash function $H$ (such as for Karp-Rabin fingerprinting [24], CRC, or MD5) that maps strings into integers. Our requirement is that we can compute the fingerprint of every prefix of $\tau$ in time $O(|\tau|)$ in a RAM model and that unequal strings collide with polynomially small probability.

To speed up matching, we preprocess the dictionary by computing the hashes of all compacted trie nodes. Then, to test membership of $k$, we compute the hashes of all the prefixes of $k$. Now, whenever we want to match a prefix of $k$ with a node in $T$, we compare the hash values. The algorithm, as stated, is Monte Carlo;

$^3$A compacted trie is a trie where all nonbranching paths are reduced to edges.
node has a pointer to the leftmost key that has prefix 101. That key is 10100, which is the successor of 1010 in the dictionary.

We conclude with the following lemma:

**Lemma 1** ([3]). The dictionary-matching problem can be solved within the bounds $O(\|k\| + \log N)$ for MEMBER($k$), $O(\|k\| + \|\text{PRED}(k)\| + \log N)$ for PREDE($k$), and $O(\|k\| + \|\text{SUCC}(k)\| + \log N)$ for SUCC($k$) on a RAM.

In fact, on a RAM, we can solve this problem trivially by direct trie traversals without the $\log N$ additive factor, but we will employ this centroid method in the following to achieve good data locality.

### 3. STATIC COSB-tree

In this section we present a static cache-oblivious string B-tree. Our data structure preprocesses a set $D$ of $N$ keys $\{k_1, k_2, \ldots, k_N\}$ to answer the following query types efficiently in the cache-oblivious model:

- **MEMBER($k$)**: Determine whether $k \in D$.
  Memory transfers: $O(1 + \log_B N + \|k\|/B)$.
- **PREDE($k$)**: Return $k'$ where $k'$ is the predecessor of $k$ in $D$.
  Memory transfers: $O(1 + \log_B N + \|k\|/B + \|k'\|/B)$.
- **SUCC($k$)**: Return $k'$ where $k'$ is the successor of $k$ in $D$.
  Memory transfers: $O(1 + \log_B N + \|k\|/B + \|k'\|/B)$.
- **RANGE-QUERY($k_i, k_j$)**: Given two keys $k_i, k_j \in D$, return a compressed representation of all keys in the set $Q = \{k \in D | k_i \leq k \leq k_j\}$.
  Memory transfers: $O(1 + \log_B N + \|k_i\| + \|k_j\| + \|Q\|/B)$, plus $O(1 + \|Q\|/B)$ to decompress results.

We first present a relatively simple COSB-tree, which only supports queries on uncompressed data. We then present a variation on front compression [5, 15, 32] that permits uncompressed a key $k$ with only $O(\|k\|/B)$ block transfers.

#### 3.1 Static COSB-tree with no compression

A COSB-tree with no compression is made up of two pieces, an array of keys stored in lexicographic order and a centroid tree for faster searching of the data. The centroid tree is just as described in Section 2, except that the leaves of the tree point to locations in the array of keys, and the tree is laid out to achieve good cache-oblivious performance. The centroid tree has depth $O(\log N)$, but not all leaves have the same depth. There are several ways [2, 9, 17, 22, 29] to lay out such a tree in memory to achieve optimal cache-oblivious searching, that is, with $O(\log_B N)$ memory transfers. However, these techniques require the tree to be processed in a batch, whereas we need a layout that will lend itself to dynamization in Section 4.

The weight of a node in a tree is defined to be the total number of nodes in the subtree rooted at the node. We exploit the fact that centroid trees are weight balanced, that is, for each node, 1 plus the weight of the left subtree is within a constant factor of 1 plus the weight of the right subtree of that node. The constant turns out to be 2 for centroid trees. The rest of this subsection describes a modified van Emde Boas (vEB) layout for weight-balanced binary trees.

The standard approach for laying out a tree in memory is to cut the tree along a frontier so that the top tree and each of the bottom trees have size roughly $\sqrt{N}$. The original layout in [29] did this partitioning by selecting bottom-tree roots by height. The difficulty in applying this method here is that centroid-tree leaves have non-uniform depth. Nonetheless, it is possible to adapt height-based partitioning to centroid trees, but we do not know how to maintain such a layout dynamically. Instead, we use the weight of a node to select it for the frontier, as follows.

Given integer $w$, we say that a node is selected by $w$ if both that node and its sibling have weight at least $w$, and neither of their children are selected by $w$. That is, we select the deepest nodes that have weight at least $w$ and whose siblings also have weight at least $w$. Selected nodes have the following property:

**Lemma 2.** All nodes selected by $w$ have weight at least $w$ and at most $3w$.

**Proof.** If any node $u$ has weight greater than $3w$, then both of $u$’s children have weight at least $w$, because centroid trees are weight balanced with a constant of 2. If both of $u$’s children have weight at least $w$, then the children would be selected, rather than $u$. □

Define the hyperfloor of $x$, denoted $\|x\|$, to be $2^{\lfloor \lg x \rfloor}$. Thus, the hyperfloor rounds $x$ down to the nearest power of 2. Let the hyperhyperfloor be $\|\|x\|| = 2^{\|\lg x\|}$. Thus, the hyperhyperfloor rounds $x$ down to the nearest power of 2.

To lay out a centroid tree, we select nodes by weight $w = \|\|N\||$. We call the resulting nodes the roots of the bottom recursive subtrees $C_1, C_2, \ldots, C_z$, and call the remaining tree, above, the top recursive subtree $C_0$. We now lay out $C_0, C_1, \ldots, C_z$ in memory in that order, recursively with selection weight $\sqrt{\|N\|}$.

For this static construction, it would also work to select nodes by weight $N/2, N/4, N/8$ and so forth, rather than arranging for the weights to always be powers of powers of 2. We use powers of powers of 2 because it is convenient in Section 4. The key insight for either construction is that the selection weights must be all the same for recursive subtrees at a given level of detailed, defined as follows. Each level of detail is a partition of the tree into disjoint recursive subtrees. At the coarsest level of detail the entire tree forms the unique recursive subtree. At the finest level of detail, 0, each node forms its own recursive subtree with selection weight $2^0$. In general, at level-of-detail $k$ we view the tree as partitioned into recursive subtrees with selection weight $2^k$. The key property of the layout is that, at any level of detail, each recursive subtree is stored in a contiguous block of memory.

It is straightforward to lay out trees $C_1, \ldots, C_z$ recursively because they are as weight-balanced as $C$, i.e., 2-balanced. However, $C_0$ is only 4-balanced. If we were to lay out $C_0$ in the same way, then $C_0$’s recursive subtree would only be 16-balanced. Instead, we employ the following strategy for laying out recursive subtrees that do not contain leaves of $C$. Suppose that we want to find recursive subtrees with selection weight $2^k$ above nodes with selection weight $2^m$. Then we select nodes weight $2^{k+2^m}$ to be the roots of the bottom recursive subtrees.

**Lemma 3.** Subtrees containing leaves have size one to three times their selection weight. Subtrees that do not contain leaves have size between one third and three times their selection weight.

**Lemma 4.** This nonuniform layout of a weight 2-balanced binary tree incurs $O(\log_B N)$ block transfers on a root-to-leaf traversal.

**Theorem 5.** This static COSB-tree represents a set $D$ of $N$ elements, and supports member, predecessor, successor, and range queries. The operation MEMBER($k$) runs in $O(1 + \log_B N + \|k\|/B)$ memory transfers w.h.p., and PREDE($k$) and SUCC($k$) run in $O(1 + \log_B N + \|k\|/B + \|k'\|/B)$ memory transfers w.h.p., where $k'$ is the predecessor (resp. successor) of $k$. The operation RANGE-QUERY($k, k'$) runs in $O(1 + \log_B N + \|k\| + \|k'\| + \|Q\|/B)$ transfers, where $Q$ is set of keys in the result. These results hold in the cache-oblivious model with the tail-cache assumption.
Proof. There are two cases:
Case 1: \(|k| = O(M)|i.e., the key is small compared to memory. Computing the Karp-Rabin fingerprints takes 1 + \(\kappa/B\) memory transfers, and all keys remain in internal memory while we search in the centroid tree.

Case 2: \(|k| = \Omega(M)|i.e., the key is large compared to memory. In this case, the Karp-Rabin fingerprints that we compute cannot fit in memory at the same time. Thus, since we query \(O(\log N)\) fingerprints, the number of memory transfers is \(O(\log N + \log_\kappa N + |k|/B + 1)\). However, the \(O(\log N)\) term is dominated as long as \(\log N < |k|/B\). Since the CO model is transdichotomous \((B = \Omega(\log N))\) [20] and assuming the cache is tall \((M = \Omega(B^2))\) [21], \(\log N \leq M/B \leq |k|/B\).

The scan bounds are trivially obtained.

3.2 Locality-preserving front compression

In this subsection we show how to add compression to our static COSB-tree. We develop a new strategy for achieving front compression without high decoding cost. The front-compressed data then replaces the array of keys used in the static COSB-tree above.

Front compression works as follows: Given a sequence of keys \(k_1, k_2, \ldots, k_j\), we apply a naive representation \(\text{∑}_{i} \frac{|k_i|}{|B|}\) memory. Then, we let \(\pi_j\) be the longest common prefix of \(k_j\) and \(k_{j-1}\). In this case, we can remove nearly \(\text{∑}_{j} \frac{|k_j|}{|B|}\) memory from the representation by representing the keys as \(k_1, \pi_2, \sigma_2, |\pi_3|, \ldots, |\pi_i|, \sigma_i\), where \(\sigma_j\) is the suffix of \(k_j\) after removing the first \(\pi_j\) bits. To decode \(k_j\), one concatenates the first \(\pi_j\) bits from \(k_{j-1}\) to \(\sigma_j\). Finding the first \(\pi_j\) bits of \(k_{j-1}\) may require further decoding, possibly resulting in expensive decoding. To prevent front compression, which is a lossless compression scheme, requires the same space as the (uncompressed) trie for \(D\) [26]. The total size of a front-compressed set of keys \(D\) is written as \(|D|\).

Proof. Call any key \(k\) that has been inserted without front compression a copied key. Denote as native any characters in the compression that are not copied (that is, characters that appear in the full front-compressed version of \(D\)). Denote the preceding \(c||k|\) characters as the left extent of \(k\). Notice that if \(k\) is a copied key, there can be no copied key beginning in the left extent of \(k\). However, a copied key may end within \(k\)'s left extent.

We consider two cases. In the first case, the preceding copied key ends at least \(c||k||/2\) characters before \(k\). Then, we say that \(k\) is uncrowded. In the second case the preceding copied key \(k\) ends within \(c||k||/2\) characters of \(k\). Then, we say that \(k\) is crowded.

Partition the sequence of all copied keys just before each uncrowded key. We call each such subsequence a chain. Note that each chain begins with an uncrowded key and is followed by a sequence of crowded keys.

Furthermore, the lengths of these crowded keys decrease geometrically. To see this, consider a crowded key \(k\). Since \(k\)'s predecessor in the chain, \(k'\), must begin before \(k\)'s left extent, it must have length at least \(c||k||/2\).

Thus, if \(k\) is uncrowded, the \(k\)th crowded key in its chain has length at most \(\frac{|k|}{(2/c)^k}\). The total length of all keys in a chain starting at \(k\) is at most \(c||k||/(c-2)\).

Finally, charge the cost of copying these keys to the \(c||k||/2\) characters preceding the uncrowded key at the beginning of the chain. This charge is at most \(2/(c-2) = \varepsilon\) per character.

Theorem 7. The static COSB-tree with front compression represents a set \(D\) of \(N\) elements, and supports member, predecessor, successor, prefix, and range queries. The operation \(\text{MEMBER}(k)\) runs in \(O(1 + \log_B N + |k|/B)\) memory transfers w.h.p., and \(\text{PRED}(k)\) and \(\text{SUCC}(k)\) run in \(O(1 + \log_B N + |k|/|B| + |k'|/B)\) memory transfers w.h.p., where \(k'\) is the predecessor (resp. successor) of \(k\). The operation \(\text{RANGE-QUERY} (k, k')\) runs in \(O(1 + \log_B N + (|k| + |k'| + |\langle k \rangle| + |\langle k' \rangle|)/B)\) transfers. The compressed keys can be decoded for an additional \(|\langle k \rangle|/B\) transfers. All results hold in the cache-oblivious model with the tuck-cache assumption.

4. Dynamic COSB-trees

In this section we dynamize the COSB-tree. We use a combination of cache-oblivious data-structure tools, such as van Emde Boas (vEB) layouts [29] and packed-memory arrays (PMAs) [9, 23], but none of these are strong enough for our purposes. For this paper we need augmented versions of these tools. In the following, we present an overview of the three parts of a dynamic COSB-tree. We then give a detailed description of each in turn.

The Data Structure

The dynamic COSB-tree consists of three pieces. The top piece, called the centroid tree, is a dynamic version of the centroid tree described in Section 3, i.e., a binary tree of depth \(O(\log N)\). The
Locality-Preserving Front Compression (DLPFC)  

We present a modified compression scheme, the **Dynamic Locality-Preserving Front Compression** (DLPFC), which preserves the compression rate, preserves the locality in the decoding, and enforces locality for insertions. To implement DLPFC, we augment the (static) LPFC with **copied prefixes**. For LPFC, each key could be coded with a pair representing the largest common prefix (lcp) with its predecessor and its suffix beyond the lcp; for DLPFC, we may now also choose to explicitly copy any prefix of the key. For LPFC, we decode keys from the last character forward; for DLPFC, we may simultaneously decode some prefix and some suffix until we meet somewhere in the middle. We will see that copied prefixes can be used to prevent the effects of an insertion from propagating too far forward.

The algorithm proceeds as follows. We first check the left extent of the inserted key \( \kappa^* \) to see if \( \kappa^* \) should be copied. If so, we insert it as a copied string and are done. Otherwise, we need to check the characters to the right of \( \kappa^* \). Call the first \( c(\kappa^*) \) characters to the right of the insertion point the **near right extent** of \( \kappa^* \) and the next \( 3c(\kappa^*) \) characters the **far right extent**. The lcp \( \ell \) of \( \kappa^* \) and whichever key is at the end of the far right extent is the minimum lcp in the far right extent. If there is a copied key in the far right extent, or a copied prefix of length at least \( \ell \), then the effects of inserting \( \kappa^* \) do not propagate to the end of its far right extent, in which case \( \kappa^* \) is inserted normally. If there is propagation, then we consider the key \( \kappa^* \) being touch at the end of the near right extent. Let \( \ell' \) be the lcp of \( \kappa^* \) and \( \kappa^* \). Then we change the representation of \( \kappa^* \) to include a copied prefix of its first \( \ell' \) characters. Furthermore, for technical reasons that will become clear in the following, we also include a copied prefix of the first \( \ell' \) characters of \( \kappa^* \) in its representation.

**Theorem 8.** Dynamic Locality-Preserving Front Compression is a compression scheme that can represent a set of \( N \) keys \( D \) in size at most \( (1 + \varepsilon)\|D\| + N \) bits so that key \( \kappa \) can be decoded in \( O(1 + \|\kappa\|^2/B) \) memory transfers and, given a finger to the location of insertion, key \( \kappa^* \) can be inserted in \( O(1 + \|\kappa^*\|^2/B\varepsilon) \) memory transfers in the CO model.

**Proof.** Inserting copied prefixes in our algorithm can only improve decoding complexities, and the number of bytes scanned during insertion is linear. Now we must prove that inserting such keys does not cause too much damage to the compression.

If there is a copied prefix that starts within the near right extent of \( \kappa^* \), then \( \kappa^* \) will not induce a prefix copy, since the effects of inserting \( \kappa^* \) cannot propagate beyond that copied prefix. Thus, any copied prefix after the far right extent of \( \kappa^* \) must have been caused by the insertion of a key \( \kappa' \) that either starts after the far right extent of \( \kappa^* \) or before \( \kappa' \). We charge \( \kappa^* \)'s copied prefix only to characters within \( \kappa^* \)'s near right extent, so we do not care about insertions after the far right extent.

Consider now the other types of insertions: a key \( \kappa' \) inserted before \( \kappa^* \) that induces a prefix copy after the far right extent of \( \kappa^* \). The near (and indeed the far) right extent of \( \kappa^* \) is part of the near right extent of \( \kappa' \), so we need to make sure that we do not charge the same characters twice for prefix copying.

To keep changes from overlapping, we take any copied prefix of length \( \ell \) at the end of a near right extent and charge it to its preceding \( \ell \ell' \) characters. Since each such copied prefix is paired with a matching size-\( \ell \) copied prefix at the beginning of the near right extent, each character is charged \( 2/\ell' \) units.

The copied prefix of \( \kappa^* \) is of size at most \( \|\kappa^*\| \) by the transitivity of lcp in lexicographically ordered strings. Thus, the charged region for \( \kappa' \) is of length at most \( c(\|\kappa^*\|) \), but it begins at least \( 3c(\|\kappa^*\|) \).
after κ*, and thus cannot overlap the near right extent, and particularly the charged region of κ*. Therefore, no character gets charged twice. As before, set ε = 2/c.

**Centroid tree: Dynamic layout of weight-balanced trees**

In this section we show how to maintain the vEB layout of a dynamically changing weight-balanced tree. This approach was already used in the first CO B-tree [8, 9], but now we show how to support faster dynamic updates more efficiently and on more general trees.

Recall that a tree is *weight balanced* if for all nodes, one plus the weight of the left subtree is within a constant factor of one plus the weight of the right subtree. For (static) centroid trees, this constant is 2 in the worst case. For dynamic centroid trees, we need a constant greater than 2.

By allowing for c-weight balance, for constant c > 2, we obtain the following guarantee: A node v only gets out of balance every \( \Omega(\text{Weight}(v)) \) insertions or deletions of nodes that are descendants of v (see, e.g., [27]).

This property of insertions means that whenever v falls out of balance, we can afford to scan all of v’s subtree for a total amortized cost of \( O(\log N) \) work and \( O(1 + (\log N)/B) \) memory transfers per update (see, e.g., [27, Theorem 5]). In principle, this ability to scan descendants enables us to maintain the vEB layout of the centroid tree dynamically; if a node falls out of balance, then we can afford to rebuild the whole subtree and its vEB layout. We show the following:

**Lemma 9.** There exists a dynamic van Emde Boas layout of a weight-balanced tree in a PMA, where the amortized rebalance cost is \( O(1 + (\log^2 N)/B) \) per update. This layout has the property that whenever a node v is in a rebalance interval of the PMA, then so are all of v’s descendants.

**Proof.** We maintain the sorted order of tree nodes in the vEB layout in memory by storing the nodes in a *packed-memory array* (PMA) [9]. The PMA stores N elements in sorted order in a \( \Theta(N) \)-sized array, subject to insertions or deletions. When we insert/delete an element in the array, we scan left and right to find a neighborhood of the array whose density is “within threshold.” Then we rebalance the neighborhood, i.e., we spread out the elements uniformly in the range. Thus, in principle, the amortized cost to insert a node v into the weight-balanced tree is \( O(1 + (\log^2 N)/B) \) to make room in the PMA plus \( O(1 + (\log N)/B) \) to re-layout the tree.

Unfortunately, this analysis is incomplete because it does not account for the cost to maintain the pointers in the tree as nodes shift around in the PMA. To understand the problem, consider an upper recursive subtree \( \mathcal{U} \) and lower recursive subtrees \( L_1, L_2, L_3 \ldots \) laid out in order \( \mathcal{U} L_1 L_2 L_3 \ldots \). An insert near the “left” part of \( L_1 \) may cause many nodes in \( \mathcal{U} \) to move around in the PMA. In order to maintain the child pointers, we also maintain parent pointers, but maintaining parent pointers causes trouble. If we move some nodes in \( \mathcal{U} \), which are high up in the tree, then we also have to follow the child pointers of these moved nodes to update the parent pointers of the children. Unfortunately, these children may be spread out in the vEB layout causing one memory transfer per child for a total update cost of \( O(\log^2 N) \) memory transfers.\(^3\)

\(^3\)In the conference version of the original CO B-tree [8] this problem was partially solved using “dummy nodes”; specifically, as much space as possible was added in the PMA between each top recursive subtree \( \mathcal{U} \) and its rightmost bottom recursive subtree \( L_1 \). Our solution is to use a more flexible PMA [7, 25]. The earliest PMA [9] gives no choice to the user in determining the extent of the rebalance interval; the rebalance intervals are defined by the nodes of an implicit binary tree placed on top of the array. A more sophisticated PMA [7, 25] enables us to choose the neighborhood by growing left or right arbitrarily until we find a neighborhood that is within the appropriate density threshold. Then we rebalance this neighborhood. This PMA gives us the flexibility to lay out arbitrary weight-balanced trees. (In contrast, the dynamic vEB layout from [9] only applies to strongly weight-balanced trees (see [9]) and requires indirection for efficiency.)

The main idea of our layout algorithm is that we do not include a node v in a PMA rebalance unless we also include all of v’s descendants. This rebalance policy completely fixes the pointer maintenance problems from above. We now give the rebalance policy.

Suppose that we insert/delete a leaf in the weight-balanced tree. This leaf is in some lower recursive subtree \( L_2 \) with target size \( 2^c \), which is in the layout \( \mathcal{U} L_1 \ldots L_4 \ldots L_{\alpha} \). We start with a rebalance interval in the PMA consisting only of \( L_4 \). If the density is not within threshold, then we can add \( L_{4-1} \) or \( L_{4+1} \) to the rebalance interval. If the density is still not within threshold, then we add more lower recursive subtrees, and once all lower recursive subtrees \( L_4 \ldots L_{4} \ldots L_{\alpha} \) have been added, we add the upper recursive subtree \( \mathcal{U} \) to the rebalance interval. However the rebalance interval may not be within threshold. Let \( L_{\gamma} = L_{\gamma_1} \ldots L_{\gamma_2} \ldots L_{\gamma_N} \) be the lower recursive subtree with targets size \( 2^2 \), which forms part of the layout \( \mathcal{U} L_{\gamma_1} \ldots L_{\gamma_2} \ldots L_{\gamma_N} \). We repeat the same procedure by growing the rebalance interval starting with \( L_{\gamma} \), adding the top recursive subtree \( \mathcal{U} \), last, and proceeding to recursive subtrees with target size \( 2^2, 2^3, 2^4 \), etc.

The crucial feature of the vEB layout enabling the dynamic strategy is that all recursive subtrees in a level of detail have asymptotically the same size; see Lemma 3. Thus, we establish the lemma.

**Centroid tree: Modified successor queries**

We now show how to implement predecessor/successor queries in the dynamic data structure. Unfortunately the predecessor/successor queries in the static structure do not dynamize easily. The static CO string B-tree maintains a pointer to the largest and smallest descendants of each centroid in the original trie, and an insert of one key means that a large number of nodes in this centroid tree may need updated max/min descendant pointers.

We avoid this problem by changing the specification of the max/min descendant pointers, based on the following structural property of the centroid tree:

**Lemma 10.** Let \( \alpha \) be the parent node of \( \gamma \) in the compressed trie. Then, in the centroid tree, either \( \alpha \) is a descendant of \( \gamma \) or \( \gamma \) is a descendant of \( \alpha \).

**Proof.** Consider starting at the root of the centroid tree. If neither \( \alpha \) or \( \gamma \) is the centroid, then both nodes are in the up-tree or both nodes are in the down-tree, and we recursively consider the new at each level of detail, reducing this above cost by a \( O(\sqrt{B}) \) factor. Both conference and journal versions [9] ultimately avoid the problem by using indirection. Specifically, a top tree stores only a \( \Theta(N/\log^2 N) \) fraction of the elements, so that while modifications of the top tree are expensive, they occur only every \( \Omega(\log^2 N) \) updates. Subsequent CO B-trees have avoided arbitrary weight-balanced trees.
Lemma 10, the minimum and maximum descendants of a node \( v \) points to the lexicographically minimum (maximum) descendant leaf of \( v \) (which is a key) in the centroid tree. Now the successor/predecessor pointers may no longer point to the lexicographically minimum/maximum descendants in the subtree, only in the centroid tree. To understand this distinction consider some subtree. As we descend in the centroid tree, some of the subsubtrees have been matched by down-trees higher up in the centroid tree, and there are \( O(\log N) \) such subsubtrees. The leftmost descendant of the root of the subtree is the leftmost descendant of that node in the centroid or the leftmost descendant of one of the ancestors of that node in the centroid tree, since these ancestors represent down-trees that were removed.

We now explain how to answer successor/predecessor queries. In the static case a successor/predecessor query was answered by following the max/min descendant pointers from a single node \( v \). In the dynamic case, we need to look at the max/min pointers for \( O(\log N) \) nodes: \( v \) and all of \( v \)'s ancestors in the centroid tree. By Lemma 10, the minimum and maximum descendants of \( v \) belongs to this set. We can determine which pointers indicate the minimum and maximum descendant without having to follow the pointers (e.g., by using a tree-labeling scheme and order-maintenance queries \([6, 18]\) to determine which nodes are descendants of \( v \) in the trie, and from those that are, looking at the leftmost and rightmost pointing pointers in the PMA). Thus, we answer these queries matching the static performance of Theorem 5.

With this new specification, when we insert a key into the PMA, we only need to update the first and last pointers of \( O(\log N) \) centroid nodes. Thus, we achieve following the performance bounds:

\[
L_{12}.
\]

**Lemma 11.** We can answer predecessor and successor queries in the same bounds as Theorem 5, where on inserts and deletes of keys only \( O(\log N) \) centroid nodes are affected.

**Centroid tree: Rebuilding**

When keys are inserted or removed from the centroid tree, parts of the tree may go out of balance and need to be rebuilt. We cannot simply employ an existing cache-oblivious layout strategy for nonuniform trees (e.g., \([2, 17, 22]\)) because we want to rebuild only subtrees, not the entire tree. The centroid tree of Section 3 is always weighted balanced to within a factor of two. If we allow the centroid tree to “drift” out of balance (say to within a factor of four), then we have a weight-balanced property and a subtree needs to be rebuilt only if a relatively large number of insertions or deletions have occurred. Here we explain how a given subtree of the centroid tree can be rebuilt without incurring too many block transfers.

First, put all the trie elements, stored in the centroid tree into DFS/Euler-tour order for the trie. This reordering can be done bottom up in \( O(\log N) \) scans of the centroid tree, since the tree is only \( O(\log N) \) deep. Then given the trie in Euler-tour order, scan the trie to find the centroid, partition the trie into upper and lower trees stored in different parts of memory, and then repeat recursively on each part.

Thus, we have the following performance bounds:

\[
L_{12}. \quad \text{The amortized cost to re-layout a centroid tree is } O(1 + (\log^2 N)/B) \text{ amortized memory transfers. This cost does not include the maintenance of the max/min descendant pointers.}
\]

**Centroid tree: Maintaining PMA max/min descendant pointers**

We now show how to maintain the max/min descendant pointers from the centroid tree into the PMA when the PMA elements shift around. We show that this update may in fact have an additive cost of \( O(\log N) \) memory transfers, meaning that the algorithm for rebalancing centroid trees, as described, has an additional additive cost of \( O(\log N) \) memory transfers.

Let \( \mathcal{D} \) represent the keys in the down-tree of the root, \( \mathcal{U}_L \) represent the keys in the up-tree lexicographically before \( \mathcal{D} \), and \( \mathcal{U}_R \) represent the keys in the up-tree lexicographically after \( \mathcal{D} \). Thus, the lexicographic order is \( \mathcal{U}_L \mathcal{U}_R \), and the centroid order is \( \mathcal{D} \mathcal{U}_L \mathcal{U}_R \). Let \( \mathcal{D} \) be further divided into \( \mathcal{D}' \), \( \mathcal{U}'_L \), and \( \mathcal{U}'_R \); let \( \mathcal{D}' \) be further divided into \( \mathcal{D}'' \), \( \mathcal{U}''_L \), and \( \mathcal{U}''_R \). Thus, the lexicographic order is \( \mathcal{U}_L \mathcal{U}_R \mathcal{U}''_L \mathcal{U}'''_L \mathcal{U}''''_L \mathcal{U}'''_R \mathcal{U}''_R \mathcal{U}''''_R \), and the centroid order is \( \mathcal{D}'' \mathcal{U}''_L \mathcal{U}'''_L \mathcal{U}''''_L \mathcal{U}'''_R \mathcal{U}''_R \mathcal{U}''''_R \mathcal{U}_L \mathcal{U}_R \). Suppose that \( \ldots \mathcal{U}''''_L \mathcal{U}'''_L \mathcal{U}''_L \mathcal{U}_L \mathcal{U}_R \mathcal{U}''''_R \mathcal{U}'''_R \mathcal{U}''_R \mathcal{U}_R \) each have very few keys in them. Then, an insert in the PMA may move the keys in \( \mathcal{U}''''_L \mathcal{U}'''_L \mathcal{U}''_L \mathcal{U}_L \mathcal{U}_R \mathcal{U}''''_R \mathcal{U}'''_R \mathcal{U}''_R \mathcal{U}_R \), which are in lexicographic order. However, there are pointers to these keys in the centroid tree, and the centroid-tree nodes are stored in centroid order. Thus, a small number of moves in the PMA means that we need to update in what we will show is \( O(\log N) \) distinct regions in the centroid tree. Since there is no data locality, this update could use \( O(\log N) \) memory transfers.

**Lemma 13.** The amortized cost to update the centroid tree is \( O(\log^2 N)/B + \log N \) amortized memory transfers. The additive \( O(\log N) \) memory transfers comes from maintaining the max/min descendant pointers.

**Proof.** The centroid tree is stored in memory in centroid order, but we update the pointers of the centroid tree in lexicographic order. We begin by showing that if we scan all centroid-tree nodes in lexicographic order, then the number of memory transfers is \( O(N/B + 1) \). In a left-to-right scan, we first scan the elements in \( \mathcal{U}_L \) (the up-tree whose elements are lexicographically before the centroid), then the elements in \( \mathcal{D} \) (the down-tree), and then the elements in \( \mathcal{U}_R \) (the up-tree whose elements are lexicographically after the centroid), proceeding recursively within each subtree. In this tree of down-trees, left up-trees, and right up-trees, mark the deepest nodes containing at least \( B \) descendants, but where all three children contain fewer than \( B \) descendants. There are \( O(N/B) \) such nodes, and each node causes \( O(1) \) memory transfers. To finish counting memory transfers, observe that there are also left or right up-trees with fewer than \( B \) descendants that are “aunt/uncle” nodes of marked nodes, i.e., children of ancestors of marked nodes; each of these nodes also causes \( O(1) \) memory transfers. However, there are also only \( O(N/B) \) of these nodes, because each left (respectively right) up-tree of this form is matched to a sibling right (resp. left) up-tree containing more than \( B \) descendants, and there are only \( O(N/B) \) such nodes.

We now show how the preceding analysis changes if we do not scan all nodes, only a range of lexicographically contiguous nodes in the centroid tree. Specifically, we may scan the left up-tree without having to scan the sibling down-tree or right up-tree. The same analysis applies if we do not scan all the data, but instead, for every scanned left or right up-tree, we also completely scan the sibling down-tree. We do not retain the same analysis when we scan a left (resp. right) up-tree but not the sibling down-tree or sibling right (resp. left) up-tree. The maximum number of such left or right up-trees that we could scan is \( O(\log N) \). For each of these orphan left or right up-trees, we pay an additional \( O(1) \) memory transfers, for a total additive cost of \( O(\log N) \) memory transfers. \( \square \)
Hashdata PMA and indirection

The centroid-tree is built upon Θ(N/B) keys, and the hashdata PMA is built upon N keys, storing O(1) information about each key. There are pointers from the leaves of the centroid tree (representing keys) to the elements (again representing keys) in the hashdata PMA, and there are pointers from each element in the hashdata PMA to its associated key in the keydata PMA. There are no back pointers because these would be too expensive to maintain.

The hashdata PMA also stores the fingerprint of the longest common prefix between each key and the previous element, along with data PMA using an additional O(1) memory transfers to find the representation of the predecessor and successor in the hashdata PMA, and then jumping into the keydata to return the actual values.

With this extra level of indirection the additive O(\log N) memory transfers in the update cost of the centroid-tree (Lemma 13) is amortized to an O(1) update cost, giving the desired performance bounds.

We now give more details of how the searches work in the hashdata. By searching in the centroid tree, we get pointers to the predecessor and successor in the centroid tree, which gives us a range of Θ(\log N) possible keys in the hashdata. Note that the predecessor and successor in the centroid tree may be much longer than the search key κ, but we do not need to read these keys unless we actually return them. Instead, we scan from the leftmost key in the range which precedes κ. By comparing the fingerprints and next characters and by scanning κ once, we can determine the predecessor and successor keys.

We thus obtain the following performance bounds:

**Theorem 14.** The dynamic COSB-tree with front compression represents a set \( D \) of \( N \) elements, and supports member, predecessor, successor, and range queries. The operation MEMBER(κ) runs in \( O(1 + \log_B N + \|κ\|/B) \) memory transfers w.h.p., and PREDECESSOR(κ) and SUCCESSOR(κ) run in \( O(1 + \log_B N + \|κ\|/B + \|κ\|/B') \) memory transfers w.h.p., where \( B' \) is the predecessor (resp. successor) of κ. The operation RANGE-QUERY(κ, κ') runs in \( O(1 + \log_B N + (\|κ\| + \|κ'\| + (\|Q\|/B))' \) memory transfers w.h.p. The compressed keys can be decoded for an additional \( |Q|/B \) transfers. Finally INSERT(κ) and DELETE(κ) run in \( O(1 + \log_B N + \log^2 N/|κ|/B) \) memory transfers w.h.p. All results hold in the cache-oblivious model with the tall-cache assumption.

As described earlier, we can reduce the bounds by using scanning structures [6], but at the cost of keeping the data out of order and of amortizing scans; details are left for the full version. Finally, if we only need to return pointers to keys, as in the string B-tree, we need not store the keys themselves in a PMA. We call this modification the pointer COSB-tree. Our pointer COSB-tree matches the bounds of the string B-tree in the amortized sense while retaining all of the advantages of cache-obliviousness. In summary, we obtain:

**Theorem 15.** The dynamic COSB-tree augmented with a scanning structure achieves the bounds from Theorem 14, except that range queries are amortized, and INSERT(κ) and DELETE(κ) are accelerated to \( O(1 + \log_B N + \log^{2+ε} N/|κ|/B) \) amortized memory transfers w.h.p., for any \( ε > 0 \). If range queries only need to return pointers to keys, then the updates become \( O(1 + \log_B N + \|κ\|/B) \) amortized memory transfers w.h.p. All results hold in the cache-oblivious model with the tall-cache assumption.
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