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Abstract—This paper presents a new generic algorithm for
image interpolation as well as lossless image coding. Main mo-
tivation behind the work is to reduce computational complexity
involved in using Least Square Error Minimization (LS). The
proposed method down samples the given image to its quarter
size and then to its (1/16)th size. For each downsampled image,
the least Square predictors are then obtained corresponding to
pixels belonging to each bin. Thus, these predictors are used to
synthetically generate a set of optimal predictors corresponding
to each bin of the original image. Our proposed algorithm
thus reduces 60% to 70% of computational complexity. We also
observed that proposed algorithm gives insignificant loss in terms
of compression ratio as compared with some of the previous
works reported in literature.

Index Terms—Image Interpolation, Optimal Predictors,
Context-Based, Least Square, Compression and Computational
Complexity.

I. INTRODUCTION

Image interpolation is a technique of finding unknown pixels
in a high resolution image with the help of known pixels of the
corresponding low resolution image. It has many applications
in the field of medical imaging, computer vision, remote
sensing, satellite imaging and many more.

Li and Orchard [1] deviced an interpolation method which
estimated co-variance corresponding to pixels of a low resolu-
tion image and the missing pixels are then interpolated based
on this co-variance (NEDI) [1]. Jakhetiya and Tiwari [2] had
proposed a block based interpolation technique SPIA (single
pass Interpolation algorithm). Jakhetiya and Jaiswal had pro-
posed a computationally efficient context based interpolation
[3] algorithm. Jakhetiya and Jaiswal [4] deviced a switching
based technique for interpolation based on Soft Adaptive
Interpolation (SAI) and Single Pass Interpolation Algorithm
(SPIA). All these interpolation algorithms are based on Least
Square Error Estimation and are used to preserve edge struc-
tures. Hence, these require high computational power.

On the other hand, image compression is a technique of
reducing the redundancy of data in order to transmit the
image data effectively and is also used for storage purposes.
Compression is used for some specific information extraction,
medical imaging, in scientific and industrial sector etc.

Li and Orchard had proposed an Edge Directed Predic-
tion(EDP) [5] algorithm in which LS based optimization done
is applied only on the edged pixels. Kau and Lin had proposed
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Run-length and Adaptive Linear Predictor [6] RALP coding
scheme in which LS based optimisation is done only when
an edge is detected or when predictor error is greater than
the predefined threshold. Tiwari and Kumar [7] had proposed
a Context-Based Image Compression Algorithm which finds
switched adaptive LS based parameters for pixels belonging
to various slope bins of GAP [8]. Jakhetiya and Jaiwal [9]
deviced a lossless coding scheme based on similar structure
as that of interpolation. Thus, it can be seen that to preserve
edge structure high complex Least Square Based methods are
used.

A new prediction scheme for both interpolation and lossless
compression of images is proposed. The main incentive of this
proposed algorithm is to show significantly lower complexity
than some other solutions proposed in literature. It works as
follows:

1) We downsample the given image to (1/4)t" of its
original size and then, classified the existing pixels of
the given image into different classes called bins.

2) Predictor scheme [3],[7] was used, to get switched
optimal predictors (LS Based) for pixels belonging to
each bin.

3) We then performed a simple experiment, i.e, obtained
predictors of each bin are applied to pixels of corre-
sponding bin of the original image, but it results into
poor quality.

4) Thus, we further went for downsampling the given
image to (1/16)'" size and again used prediction scheme
[3],[7] and obtained switched optimal predictors of each
bin.

5) With the help of two set of parameters for each bin, we
generate a new set of parameters for pixels of each bin
which results into insignificant loss in quality.

6) Thus, it reduces complexity to a great extent as com-
pared to recent works in literature.

This paper is further classified in various sections. Sec-
tion II describes the already existing algorithms. Section III
elaborates the proposed algorithm for both interpolation and
lossless compression. Section IV describes the computational
complexity analysis. Sections V and VI futher presents the
simulation results and conclusions respectively.
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Fig. 1. (a) Training window used to optimize the prediction coefficients in EDP, RALP and [7], (b) and (c) are two phase predictor structure used in [3]

II. REVIEW OF EXISTING METHOD III. PROPOSED SELF EVALUATED OPTIMAL PARAMETERS

FOR PREDICTION
A. Context Based Lossless Image Compression Algorithm [7]

The proposed algorithm is a low complex algorithm for
image interpolation and lossless image coding. Both these
proposed algorithms are discussed seperately in subsequent
sub-sections.

This method classifies the existing pixels of a given image
into seven classes and then finds Switched Optimal Predictor
using LS based predictor method for each class as shown in
Fig. 1 (a). Classification of pixels depending upon the slope

(S) value is shown in (1). A. Proposed Low Complex Interpolation Algorithm

S=d,—d (1) Suppose we are originaly given an LR image of dimensions
256 x 256. We now downsample the given LR image and get
where dj, = |D — E| + |B — A| + |B — C| and a low resolution LLR image (128 x 128) using (4).
dy=|A—D|+|B-F|+|C -G
The slope bin boundaries are as follows: S > 80, S < —80, LLR(i,j)=LR(2¢t —1,2j —1) V¥(i,j) € LLR 4)
32<5<80,8<85<32, 80<85<-32,-32<5< -8

The further process works as follows:

1) We classified the pixels of LLR image in a total of 16
bins using Context-Based Image Interpolation algorithm
[7] as indicated in section II(B), such that similar kind

and -8 < § < 8.

B. Context Based Image Interpolation Algorithm [3]

The proposed method classifies the existing pixels of a given of pixels belong to the same bin.
image into 8 classes in two different phases. Then, it finds 2) Then, we obtained fourth order LS optimal predictor for
Optimal Predictors using LS based Predictor method for each each bin of LLR (128 x 128) image.
class of both the phase as shown in Fig. 1 (b), (¢). First phase 3) As aresult we get an image of higher resolution (256 x
includes prediction of only even-even pixels whereas, second 256).
phase includes prediction of the remaining missing pixels. In 4) The LS parameter values of m®" bin in LLR image can
first phase, slope (S1) value for classification is shown in (2). be denoted as E7ig(i) where i varies from 1 to 4 and m
ranges from 1 to 16 (Total no. of bins).
S1 =dys — di3s 2 . . . .

To make this algorithm computationally cheaper, we directly
where dy35 = |E — F| + |F — G| + |G — H| and applied these LS based parameters (£754(i)) to correspond-
dys = |C — D|+|C — A| + |A - B| ing pixels of m'" bin of the original LR image. Thus, we

In the second phase, slope (S2) value for classification is obtained an image of higher dimensions 512 x 512, without
shown in (3). evaluating its original parameters. But, we failed to achieve

better prediction accuracy because the edges in LLR image

S2=d, —d, (3) are more concentrated as compared to LR image. Hence,

optimal predictors E7%¢(i) alone cannot be applied directly

where dj, = |[E — F|+ |F — G|+ |G — H| and to 256 x 256. To justify this, Mean Square Error (MSE) is
dy=|A—B|+|B-C|+|C — D| obtained for interpolated image (512 x 512) using ET%g and

Slope Bin boundaries for both the phase are same and they using original LS parameters (Original LS parameters can be
are as follows: S > 40, S < —40, 20 < S <40, —40 < S < obtained by applying method [3] to LR image). From Table I,
—20, -20< 5 < —-8,0< 5 <8and 8 <S5 <20. we can conclude that MSE obtained using original parameters
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TABLE I
MEAN SQUARE ERROR(MSE) VALUES OBTAINED USING
ORIGINAL(O) PARAMETER, DOWNSAMPLED(D) PARAMETER AND
PROPOSED(P) PARAMETERS

Images | MSE(O) | MSE(D) | MSE(P)
1. 265.5 304.3 267.96
2. 58.35 85.21 58.62
3. 74.48 108.1 73.97

(MSE(O)) is less than the MSE obtained using parameters
((MSE(D)) of downsampled images.

Thus, directly using E{534(i) parameters for interpolating LR
image results into a poor quality of image, although it reduces
computational complexity about (1/4)*" times of the original
amount. Hence, we further downsampled the LR image to
(1/16)t" of its size and it works as follows:

1) Our new downsampled L_LR image (64 x 64) can be

obtained using (5).

L_LR(i,j) = LR (4 — 3,4 —3) V(i,j) € L_LR (5)

2) Pixels of this image are again classified in a total of
16 bins and context based interpolation algorithm [3] is
applied, to obtain LS based predictors and hence, get a
higher resolution image of size 128 x 128.

3) The computed LS optimal parameters for m*” bin of
L_LR image can be denoted by Egj(i) where i varies
from 1 to 4 and m ranges from 1 to 16.

We still failed to achieve better prediction accuracy if
these LS based predictors of m!* bin of L_LR image are
directly applied to m‘" bin of the original image. However,
computational conplexity reduces by (1/16)" times.

Thus, after getting parameters for each bin of LLR and
L_LR images respectively (F755(1), Egi(i)), we make best use
of them to generate a new set of parameters that can be applied
to LR image.

B. Efficient Generation Of Optimal Predictor

Let the fourth order LS based predictor for a particular bin
obtained using context based interpolation [3] of LR image,
LLR image and L_LR image be a;, b; and c¢; respectively
where i varies from 1 to 4. Each of the parameter set for a
particular bin follows: a1 +as+as+as =1, by +bo+b3+by =
1 and C1+C+cC3+cqg= 1.

With the help of b; and ¢;,we significantly generated a new
parameter set d; such that

where A; and B; are constants.
This is a generalized result and for one parameter (6)
becomes, i.e d; can be represented as:

dy = (A1 X by + By X ¢1) @)

Now, the error generated between the original parameters a;
and the proposed parameters d; is:

error =a; —d; = a; — (A; X b; + B; X ¢;) (8)
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This error can be minimized using least square error mini-
mization with respect to A; and B; and we found a covariance
>_aib; }

matrix as shown below.
A |
B, | | Yaig

2 Dbic
Yobici Yai

From this covariance matrix, we can estimate the values of
A; and B;. We had done experiments on a large set of test
images and found that the values of A; in most cases varies
from 0.639 to 0.665 and B; varies from 0.342 to 0.3592.
So, we kept the values of A; and B; to be 0.65 and 0.35
respectively and found that the loss (interpolation quality)
in the performance is negligible as compared to the original
predictors.

Thus, our new parameter d; using b; and c¢; is found to be:

d; = 0.65b; 4 0.35¢; (©)]

Our proposed interpolation algorithm works as follows:

1) Downsample the given LR (256 x 256) image to LLR
image of dimensions 128 x 128 and find the LS optimal
predictor values corresponding to each bin i.e E54(i).

2) Again downsample the given LR image (256 x 256) to
L_LR of dimensions 64 x 64 and find the LS optimal
predictor values corresponding to each bin i.e Eg;(i).

3) Use relation (9), to find the new predictor value set using
ET5 and Eg}.

4) Thus repeat above steps and get parameters set for each
bin of LR image. Then apply this new set of parameters
to it, to interpolate LR image to get a higher resolution
image of dimensions 512 x 512.

Thus, the proposed interpolation algorithm had found op-
timal predictor values for LR image using its downsampled
image and has reduced the computational complexity to a
greater extent without any significant loss in the quality. We
will come to complexity analysis in section IV.

C. Proposed Lossless Image Compression Algorithm

The proposed context based compression algorithm remains
almost same as in the previous sub-section. The only differ-
ence is that the predictor structure remains different in both
the cases as shown in Fig. 1. Therefore it can be summarized
as follows:

1) Suppose we are given an image I of dimensions 512 X
512.

2) Downsample the given image to a low resolution (LR)
image of dimension 256 x 256 as shown in (10).

LR(i,j)=1(2i—1,2j—1) Y(i,j)€ LR  (10)

3) We classified the existing pixels of the given LR image
in a total of 7 bins according to context based compres-
sion algorithm as indicated in section II (A).

4) Then, we find the LS optimal predictors for pixels of
each bin [7] and denote the parameters corresponding
to m*" bin as EZis(i), where i varies from 1 to 4 and
m varies from 1 to 7.
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TABLE II
PERFORMANCE OF PROPOSED ALGORITHM (PRO_I, PRO_C AND PRO_FINAL) TERMS OF PSNR AND BIT PER PIXEL (BPP)

Interpolation (PSNR) Compression ( Zero Order Entropy ) Compression (Final Entropy)
Images | NEDI | SPIA [3] Pro_I | EDP | RALP [7] Pro_C CALIC | JPEG_LS | Pro_Final
1 23.82 | 23779 | 23.89 | 23.85 | 4.61 4.59 4.62 | 4.63 4.56 4.86 445
2 30.37 | 30.41 | 3047 | 3049 | 478 | 4.73 4.80 | 4.83 4.58 471 4.50
3 29.21 29.37 | 29.41 | 29.44 | 440 | 4.38 443 | 441 3.58 3.84 3.65
4 30.84 | 30.89 | 30.94 | 30.98 | 4.66 | 4.66 4.60 | 4.62 4.06 4.27 4.01
5 3338 | 33.43 | 33.48 | 3341 | 458 | 4.59 4.56 | 4.55 347 4.19 3.39
6 2736 | 27.38 | 27.44 | 2746 | 5.00 | 5.01 496 | 5.01 4.21 4.45 4.15
7 21.56 | 21.50 | 21.61 | 21.59 | 5.71 | 5.68 576 | 5.72 4.26 5.16 4.67
8 30.87 | 30.95 | 3091 | 3093 | 433 | 4.35 428 | 4.26 3.39 3.53 3.21
9 27.14 | 27.20 | 27.18 | 27.16 | 5.06 | 5.02 499 | 4.97 4.15 4.33 4.06
10 30.60 | 30.64 | 30.58 | 30.55 | 4.14 | 4.12 4.12 | 4.03 4.06 3.65 3.78

5) We then performed the same experiment and applied this
parameter set to the original image 1.

6) We observed that applying these parameters directly to
512 x 512 image [ results into poor performance.

7) So, we further downsampled the image to (1/16)*" of its
size to get a low resolution image LLR of size 128 x 128
as shown in (11).

LLR(i,j) =1 (4 —3,4j —3) ¥(i,j) € LLR (11)

8) Again classifying the pixels into 7 different bins, we
find the LS optimal predictor for each bin [7] denoted
as E735(i) for this LLR image (128 x 128).

Thus, again with the help of parameters of these two images,
we try to find a new set of parameters d;. We minimized the
error generated between original parameters a; and the pro-
posed parameters d; where d; = A; X b; + B; X ¢; as discussed
in the previous subsection. We have done experiments on large
set of images and found that if A; and B; is kept as 0.7 and
0.30 respectively, then loss in terms of Compression Ratio is
negligible.

Thus, our new parameter d; using b; and ¢; for lossless
compression is found to be:

where b; and ¢; denotes parameters of LR and LLR images
respectively.

We then apply this new set of parameters to original image
of dimensions 512 x 512 and we are able to retrieve the
original image (512 x 512) at the decoder end. Thus, we
generated a lossless compression technique by applying a
new set of parameters to the original image (512 x 512) to
get negligible loss in terms of compression ratio along with
reducing computational cost of the algorithm.

Hence, our proposed algorithm is a generic algorithm which
reduces the computational complexity in both interpolation as
well as lossless compression to a large extent without any
significant loss in the quality of an image.

IV. COMPUTATIONAL COMPLEXITY

The proposed algorithm is a generic algorithm and requires
less computational power as compared to existing LS based
method. Complexity analysis is as follows:
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A. Complexity Analysis With Interpolation Algorithm

Various interpolation methods reported in literature for
edge preservation includes a high computational complexity
associated with it. Suppose we have an image of dimension
A x B. Thus, the computational requirement of these methods
are as follows:

1) NEDI [1] is a pixel by pixel interpolation method and

it activates LS based method on some certain condition.
Let it activates Ny number of LS based predictor and
for each predictor it uses a block of 8x8 pixels. Thus, to
interpolate the entire image, it requires Ny x (64 x 20)
number of multiplications, Ny matrix inversions and
involve Ny X 64 number of pixels.

2) SPIA [2] is a block (16 x 16) based interpolation
algorithm. To interpolate each block of pixels, it involves
256 x 3 (256 pixels corresponding to fourth order and
other pixels corresponding to two sixth order predictors),
3 matrix inversions of order 4 and 6, (A x B) x20/(16 x
16) number of multiplications.

3) Method [3] uses context based interpolation algorithm in
which LS based optimisation is done on 16 bins. Thus,
it involves A x B number of pixels, A X B x 20 number
of multiplications and 16 matrix inversions of order 4.

4) Whereas, the proposed algorithm involves only (A X
B/4) + (A x B/16) number of pixels, (A x B/4) +
(Ax B/16) % 20 number of multiplications and 32 matrix
inversions of order 4.

Thus, it can be seen that proposed algorithm has drasticaly

reduced number of involvement of pixels, multiplications and
matrix inversion.

B. Complexity Analysis with Compression algorithm

1) EDP and RALP estimates LS based predictors on some
of the selected pixels and they select pixels for activation
of LS adaptation. RALP activates LS adaptation on more
number of pixels as compared to EDP. Let Nr and Np
be the number of pixels for EDP and RALP respectively.

2) To find LS based optimal predictor for a pixel, EDP
involves 27(T + 1) number of pixels where T =
min(N,7) and N = 4 for a fourth order predictor.

3) EDP involves Ng x 2T (T + 1) multiplications and Ng
matrix inversions, while RALP involves Ng x (27(T +
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1)) x 20 multiplications and N matrix inversions where
Ngr > Ng.

4) Context-Based [7] method involves only A x B pixels,
14 matrix inversions and A x B x 20 number of multi-
plications.

5) Whereas, proposed algorithm involves (A/2 x B/2 +
A/4 x B/4) matrix inversions and ((A x B)/4 + (A x
B)/16) x 20 multiplications.

Thus, our proposed algorithm has further reduced 60% to
70% involvement of pixels, multiplcation and reduces a lot of
matrix inversions.

V. SIMULATION RESULTS

The proposed algorithm is implemented and tested for a
large set of test images [11] with varying characteristics for our
simulation. A graph shown in Fig. 2 illustrates that the differ-
ence between original parameters and synthetically generated
parameters is very small in many cases. Hence, proposed pa-
rameters along with saving a lot of computational complexity,
produces insignificant loss in quality. We have made a com-
plete lossless image coder and compared it with the JPEG_LS
[10] and CALIC [8]. Ad-hoc context modeling has been used
for predicted error image (residues). Bias cancellation methods
have been used from CALIC. We can conclude from Table-
2 that proposed algorithm has insignificant loss in terms of
performance. From the Computational complexity analysis, we
can say that it reduces a lot of computational power in both
interpolation as well as in compression.

VI. CONCLUSIONS

In this paper, we proposed a computationally efficient
algorithm for interpolation as well as lossless compression of
natural images. In both cases, the proposed algorithm incorpo-
rates the relations of optimal predictor(using LS based method)
of each bin of the two downsampled version and then apply it
to the pixels belonging to the corresponding bin of the original
image. By doing so, it involves less number of pixels and
multiplications as compared to recent works in literature. Thus,
the proposed self-evaluated switched optimal predictor scheme
for both interpolation and lossless compression reduces a lot
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of computational power with insignificant loss in quality of
images.

REFERENCES

[11 X. Li and M. T. Orchard "New Edge-Directed Interpolation,” in /EEE
Transaction On Image Processing, Vol. 10, No. 10, October 2001.

[2] V. Jakhetiya and A. K. Tiwari “Image interpolation by adaptive 2 -D
autoregressive modeling,” in International Conference on Digital Image
Processing (ICDIP), May 2010.

[3] V. Jakhetiya; S.P. Jaiswal and A. K. Tiwari ”A computationally efficient
context based switched image interpolation algorithm for natural im-
ages,” in IEEE Instrumentation and Measurement Technology Conference
(I2MTC), May 2011.

[4] S.P.Jaiswal; V. Jakhetiya and A.K. Tiwari ”An efcient image interpolation
algorithm based upon the switching and self learned characteristics for
natural images,” in IEEE International Conference on Circuits and
Systems (ISCAS 2011), pp.861-864 May 2011.

[5] X.Liand M.T. Orchard "Edge-Directed Prediction of Lossless Compres-
sion of Natural Images,” in IEEE Transaction On Image Processing, Vol.
10, Issue 6, pp. 813 - 817 June 2001.

[6] L. Kau, Y. Lin “Least-Squares-Based Switching Structure for Lossless
Image Coding,” in IEEE Transaction On Circuits and Systems, Vol. 54,
No. 7, pp. 1529 1541, July 2007.

[71 A. K. Tiwari and R. V. Raja-Kumar ”Least Sqaures Based Optimal
Switched Predictor For Lossless Compression of Images,”. in Interna-
tional Conference on Multimedia and Expo, April 2008.

[8] X. Wu and N. Memon “Context-Based, Adaptive, Lossless Image

Coding,” in IEEE Trans. Comm., Vol. COM45, No. 4, pp. 437 444,

1997.

V. Jakhetiya; S. P. Jaiswal; A. K. Tiwari; O.C. Au “Interpolation based

symmetrical predictor structure for lossless image coding,”. in [EEE

International Symposium on Circuits and Systems (ISCAS 2012), pp.2913-

2916, May 2012.

[10] M.J. Weinberger, G. Seroussi, and G. Sapiro “The LOCO-I Lossless
Image Compression Algorithm: Principles and standrization into JPEG-
LS,” in HPL-98-193 Nov. 1998.

[11] http://decsai.ugr.es/cvg/CG/base.htm

[9

250

September 4-6, 2013, Trieste, ltaly



